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#### Abstract

This paper presents a multi-material dual "contouring" method used to convert a digital 3D voxel-based atlas of basal ganglia to a deformable discrete multi-surface model that supports surgical navigation for an intraoperative MRI-compatible surgical robot, featuring fast intraoperative deformation computation. It is vital that the final surface model maintain shared boundaries where appropriate so that even as the deep-brain model deforms to reflect intraoperative changes encoded in ioMRI, the subthalamic nucleus stays in contact with the substantia nigra, for example, while still providing a significantly sparser representation than the original volumetric atlas consisting of hundreds of millions of voxels. The dual contouring (DC) algorithm is a grid-based process used to generate surface meshes from volumetric data. The DC method enables the insertion of vertices anywhere inside the grid cube, as opposed to the marching cubes (MC) algorithm, which can insert vertices only on the grid edges. This multi-material DC method is then applied to initialize, by duality, a deformable multi-surface simplex model, which can be used for multi-surface atlas-based segmentation. We demonstrate our proposed method on synthetic and deep-brain atlas data, and a comparison of our method's results with those of traditional DC demonstrates its effectiveness.
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## 1. Introduction

### 1.1. Background

There are several computer-assisted therapy applications, including image-guided surgery and surgical simulation, which are founded on a descriptive patient-specific model of the anatomy that is typically derived from magnetic resonance imaging (MRI) or computed tomography (CT) datasets of the patient. Image-guided surgery and surgical robotics can both utilize the image-based anatomical representation through a registration process between this representation and the space in the operating room that coincides with the corresponding anatomy. The latter is defined in a coordinate system associated with either an optically tracked probe or a surgical robot. The registration process can exploit fiducials present on the patient or robot. Both surgical technologies strive for a high degree of accuracy between the image space and the patient space. This is typically achieved through a rigid transformation with an error on the order of 1 mm or less, particularly in surgical applications where the anatomical targets are compact. This level of accuracy is particularly desirable in deep-brain stimulation (DBS), which is a procedure that uses a needle to position an electrode lead (connected by wires to stimulation hardware outside the cranium) to a point on a neuroanatomical target. This target varies according to the
neuro disorder under consideration. For example, Parkinson's Disease treatment involves the delivery of electrode leads to a point on the subthalamic nucleus (STN), as depicted in Figure 1, whereas obsessive-compulsive disorder treatment involves the targeting of the nucleus accumbens. The STN is found on both the left and right sides of the subcortical portion of the brain. Its morphology is near-ellipsoidal, as shown in Figure 1, and its size is estimated to be, on average, 5.9 mm anteroposteriorly, 3.7 mm mediolaterally, and 5 mm dorsoventrally [1]. More importantly, the STN is composed of the limbic, motor, and associative zones, as depicted in Figure 1b. It is vital that the stimulation be accurately positioned in the motor portion. Inaccurate targeting can have dire implications. For example, an error of 2 mm , which can easily occur through intraoperative brain shift during DBS, can displace the target from the motor to the limbic or associative zone with dire consequences. Not surprisingly, there is also an increasing clinical interest in updating the anatomical model over time to account for intraoperative soft-tissue shift, particularly in neurosurgery and certainly in deep-brain stimulation, given the scale of the STN motor zone.


Figure 1. Clinical context for this project: deep-brain stimulation. (a) DBS probes shown in an X-ray of the skull (white areas around the maxilla and mandible represent metal dentures; reproduced from Wikipedia). (b) Three-zone STN model, emphasizing the functional organization of the STN, basal ganglia structures, and cortical regions. The motor circuit (blue) includes the motor cortical areas, the dorsolateral postcommissural putamen, the lateral two-thirds of the globus pallidus (GPe and GPi), and a small portion of the substantia nigra ( SNr ). The motor regions of the STN comprise the dorsal-lateral aspects of the rostrocaudal third of the nucleus. The associative circuits (purple) consist of the associative cortical regions, the bulk of the caudate nucleus, the putamen rostral to the anterior commissure, the dorsal portion of the medial third of the globus pallidus (GPe and GPi), and finally, most of the substantia nigra. The associative regions of the STN coincide with its ventral-lateral-rostral portions. The limbic circuits (gray) are comprised of the limbic cortical areas, the nucleus accumbens, the rostral striatum, the subcommissural ventral pallidum (VP), limbic regions in the ventral area of the medial third of the globus pallidus (GPe and GPi), and the medial tip of the substantia nigra. The limbic STN lies in the mediorostral portions of the nucleus. Reproduced from [2].

Traditionally, commercial image-guided surgery systems used highly onerous manual labeling of tissues in order to achieve anatomical representations of the patient; however,
given the progress in computer algorithms in terms of labeling or segmentation and the myriad approaches to programming MRI pulse sequences, there is considerable impetus to automate this process, possibly by leveraging multimodal MRI. Broadly speaking, there are three basic approaches to mapping intensities in 3D medical images to tissues: voxelbased, atlas-based, and boundary-based [3], and hybrid methods are also feasible. Voxel approaches map intensities or local measurements to a tissue label, often in the context of feature-based classification, and increasingly exploit a deep learning formalism in order to learn the most discriminating features conducive to robust classification [4]. In the second approach, a digital atlas represents a spatial map of anatomical structures that is usually derived from expert labeling; tissues are segmented by warping this 3D atlas to the subject image. Boundary models, also known as codimension- 1 models, consist of deformable 2D contour models and 3D surface models that are defined in the image domain and change their shape under the influence of forces. In addition, codimension2 models are used to segment curvilinear tissues in 3D [5]. Codimension-2 models are more relevant to segmentation. In this approach, the tissue boundary is shrink-wrapped with a contour or surface that is attracted to it, using external forces that are founded on image attractors such as image gradients. These forces are balanced by internal forces that regularize the resulting boundary based on continuity or stabilize it using shape statistics. These deformable models are either implicit, such as in Level Sets, or explicit, such as the snakes and simplex models. The interior of the 2D contour or 3D surface is assumed to coincide with the anatomical structure of interest. In general, complex anatomies must be identified piecemeal, one surface at a time, with little consideration of the agreement between boundaries in contact with each other.

The latter piecemeal approach to deformable surfaces makes it unlikely that multiple surfaces are identified in a manner that results in boundaries in perfect agreement (i.e., pairs of polygonalized boundaries flush with each other). If, in turn, this resulting segmentation were to serve as input for further segmentations within an image sequence, e.g., for intraoperative soft-tissue tracking, given a starting segmentation based on preoperative images, the lack of agreement may, in fact, worsen. As a result, neighboring surfaces can either overlap spatially or nudge each other apart. Although existing multi-surface techniques have used static collision detection to force neighboring surfaces to push each other away [6], this formalism does not enforce agreement between neighboring faces. As a result, there can be space between neighboring surfaces. Likewise, volumetric warping, such as FreeSurfer, which extracts anatomical boundaries based on volumetric nonrigid registration between image volumes, cannot guarantee that the initial configuration based on preoperative images maintains neighboring surfaces while updating the anatomy to account for intraoperative soft-tissue shift. Furthermore, biomechanical applications, in particular musculoskeletal modeling, may require large-scale representations of the anatomy such as a scoliotic spine. These anatomies may entail spaces between tissue boundaries, which may not be visible at coarse visualization scales and may undermine the accuracy of biomechanical (finite element) studies. To address this limitation in single-surface deformable surface models and make these surface models compatible with the use of elaborate digital atlases that are highly descriptive from a functional or anatomical perspective, this paper proposes a boundary-based segmentation technique that combines multi-material mesh generation and deformable surface models. As such, it builds on technical considerations that bridge two communities otherwise isolated from each other: surface meshing, which is founded on rigorous computational geometry, and deformable surface model-based segmentation.

### 1.2. Brief Overview of Mesh Generation

Mesh generation is an important component in visualization and is used in scientific disciplines such as engineering, simulation, medicine, and architecture. The marching cubes (MC) algorithm [7] introduced the concept of producing surface meshes by analyzing the intersections of a volume and a uniform grid. Other methods, such as dual contouring [8] and marching tetrahedra [9], expand on this concept in order to produce surface or
volumetric meshes and non-grid-based methods such as dynamic particle systems [10,11] use physics-based forces to position vertices in an implicit volume. Although surface mesh generation has come a long way since the introduction of MC, defects in meshes, such as non-manifold geometry, cracks/gaps, and intersecting polygons, are still common and require post-processing mesh corrections before the surface mesh can be further used. Recently, there has been a trend toward multi-material surfaces and volumetric meshing, which can compound the above-mentioned meshing errors.

Multi-material surface meshing is the next evolution in surface mesh generation. For multi-labeled data, Bloomenthal and Ferguson [12] decomposed a cube into six tetrahedral cells. For each tetrahedron that intersected the surface, the edges, faces, and interior of each tetrahedron were examined for vertices and polygons were produced. Hege et al. [13] presented a variation of the MC algorithm that produced meshes for non-binary volumes. This involved subdividing a cube into a number of sub-cells whose probable material indices were established using trilinear interpolation. In [14], Bonnell et al. used volume fraction information on a dual grid constructed from regular hexahedral grids, which were then split into six tetrahedral cells to generate non-manifold multi-material boundary surfaces. Wu and Sullivan [15] extended the classical marching cubes algorithm to produce 2D and 3D multi-material meshes, where every faceted surface separated two materials. Reitinger et al. [16] presented a modified MC-based method that produced consistent non-manifold meshes from multi-labeled datasets. A cube whose corners had more than one material label was subdivided into eight smaller cubes and the faces of the cube whose corners had more than one material label were subdivided into four sub-cells. A constrained Laplacian filter was used on the output mesh to reduce staircase-like artifacts. Bertram et al. [17] used a method similar to [13] but relied on a dual grid. In [18], Bischoff and Kobbelt simplified topological ambiguities by subdividing voxels that contained critical edges or vertices before extracting the material interface. In [19], Boissonnat and Oudot presented a Delaunay-based surface mesh generator that produced provably good meshes and Oudot et al. extended this to volumetric meshing in [20]. Pons et al. [21] further extended these Delaunay-based methods to produce surface and volumetric meshes from multi-labeled medical datasets. Zhang and Qian [22] used a modified dual contouring algorithm, where ambiguous grid cubes were decomposed into tetrahedral cells to generate tetrahedrons and polyhedrons for multi-material datasets. Dillard et al. [23] presented an interpolation method using a simple physical model to find likely region boundaries between image slices and then applied marching tetrahedra [9] to produce a surface mesh. Smoothing and simplification methods have also been presented to reduce the number of triangles. Meyer presented a variation of dynamic particle systems [24] to produce multi-material surface and tetrahedral meshes.

The standard dual contouring algorithm is unable to produce two-manifold and watertight surface meshes due to the presence of ambiguous cubes. Our previous work in [25] presented a modified dual contouring algorithm that was capable of overcoming the limitations of standard DC. Ambiguous cubes were subdivided into a number of tetrahedral cells with regular sizes and shapes. The centroids of these tetrahedral cells were used as minimizers and novel polygon generation rules were used to produce single-material surface meshes that were two-manifold and watertight.

Atlas-based segmentation is a paradigm where anatomical atlases are used as a guide for the segmentation of new images, which effectively transforms a segmentation problem into a non-rigid registration problem. This category of segmentation can be divided into two parts: single-atlas-based and multiple-atlas-based. In single-atlas-based segmentation, an atlas is constructed from one or more labeled images and then registered to the target image. The accuracy of the segmentation depends on the registration process. Examples of single-atlas-based segmentation can be found in [26-29]. In multi-atlas-based segmentation, many independently built atlases are registered to the target image and the resulting segmentation labels are combined. The advantage of multiple-atlas-based segmentation over the single-atlas-based approach is that more information is available due to the use of
many independent atlases and the drawback is the number of registration steps required to produce the final segmentation. Examples of multiple-atlas-based segmentation can be found in [29-32].

Deformable models were first presented in 1986 by Sederberg and Parry in [33]. Terzopoulos [34] coined the term deformable models and applied physical properties to objects. The basic idea behind the use of deformable models for segmentation is that the model will evolve using internal and external forces. The internal force will ensure a smooth surface and the external force will move the surface of the model toward the object boundary. Meier provided a thorough survey of the various deformable models in [35]. Snakes [36] was the first deformable model to be used for segmentation and has been used to demonstrate that deformable models produce superior segmentation results, even for datasets with large variations, noise, and discontinuities. Cootes et al. [37] introduced the notion of using statistical shape information to aid in the segmentation process.

Delingette formulated a specific deformable model, the simplex mesh [38-40], for 3D shape reconstruction and segmentation. A k-simplex mesh is defined as a k-manifold discrete mesh, where each vertex is linked to exactly $\mathrm{k}+1$ neighboring vertices. Delingette specified the simplex angle and metric parameters, which can be used to represent the position of any vertex with respect to its neighbors. The simplex angle can be considered the height of a vertex above the plane made by its three neighbors and the metric parameters are expressed as a function of the three neighboring vertices. Simplex meshes are dual to triangular meshes and have predefined resolution control through topology operators. Simplex forces include internal forces based on mesh geometry and external forces based on input image gradients. Various enhancements, such as shape constraints [41], smoothing parameters, shape memory, internal and external constraints [6,42], and statistical shape information [43-48], have allowed simplex meshes to be used for the accurate segmentation of anatomical structures. Gilles used the simplex mesh for segmenting and registering muscles and bone from MR data [6,42]. Tejos extended the 2D Diffusion Snakes process [49-51] and combined it with simplex meshes and statistical shape information for segmenting the patellar and femoral cartilage. Schmidt et al [43] as well as Haq et al. [52-54] incorporated statistical shape information into the two-simplex framework, whereas Sultana et al. [55] incorporated statistical shape information into a 1-simplex framework to segment intracranial nerves.

## 2. Materials and Methods

### 2.1. Overview of Method and Summary of Contributions

The method presented below is a multi-material (MM) dual contouring (DC) technique suitable for producing a triangulated surface boundary from a labeled volume or voxelbased digital atlas, where any shared boundary between two tissue labels is represented as a single triangulated mesh. In turn, this triangulated surface can serve as input to a tetrahedral meshing stage, where shared boundaries are each represented as a single mesh and are used to anchor tetrahedral elements on both sides. Alternatively, the aggregate triangulated surface model can be warped to a target image to produce a surface-based segmentation of that image. The advantage of this approach is that a functional representation of the anatomy is feasible in the target image, beyond the simple decomposition based strictly on conspicuous tissues.

As described in detail in Section 2.2, MM DC consists of decomposing the image domain into cubic grids, determining the nature of the intersections of the volumetric label map with each grid, and then finally stitching together a triangulated surface mesh that is optimally consistent with these grid intersection points. The preceding statement could apply to any contouring technique but what is specific to dual contouring is the particular nature of the intersection point within the grid cell, which can be anywhere within the cell and, as emphasized by Ju [8], enables the surface to capture discontinuous surfaces.

Moreover, the aspect that relates to multi-material meshing and the major contribution of this paper is the consideration of multiple tissue labels on either side of the boundary,
which results in triangulated surface models with shared boundaries. In contrast, it is feasible to mesh the surface boundaries of any digital atlas (or labeled volume) through the iterative application of single-surface contouring; however, that approach would be plagued by double boundaries at the interface of each pair of labels, with no guarantee of agreement between the vertices, edges, and faces and the likelihood of subtle pockets of space in between. These spaces could then undermine a tetrahedral mesh needed for a biomechanical study or lead to drift between deformable surface models in a segmentation application. Multi-material dual contouring addresses the weaknesses of single-surface contouring. The main steps of the process are depicted in Figure 2.


Figure 2. Algorithmic workflow of MM DC-based surface meshing and its extension to deformable surface models and tetrahedral meshing.

The work presented here is an extension of the algorithm presented by the authors in [25]. The new contribution, beyond the originally published algorithm, is the generation of geometrically correct multi-material surface meshes that contain non-manifold elements at the junctions where materials meet. The sub-meshes of each material are 2-manifold and watertight on their own. The proposed method is capable of producing multi-material interfaces or shared boundaries that are consistent between sub-meshes. It is also demonstrated that these multi-material surface meshes can be used to easily ini-
tialize multi-material tetrahedral meshes. The final contribution consists of utilizing these multi-material surface meshes to initialize multi-material 2-simplex deformable surface meshes for segmentation purposes.

### 2.2. Contouring

### 2.2.1. An Overview of the Single-Surface Dual Contouring Algorithm

Dual contouring [8] is a method used for extracting the surface of an implicit volume. The method is dual in the sense that the vertices generated by DC are topologically dual to the faces generated by the marching cubes [7] (MC) algorithm. A labeled input volume is first subdivided using a uniform grid of an appropriate size and an octree is then used to represent and parse through the grid cubes. Once the volume is divided using the uniform grid, the values of the corners of each cube are noted and stored. In standard, single-material DC, the corners are labeled as inside or outside the volume. This results in a single-material mesh. In multi-material DC, each corner of the cube is assigned an integer value, where each integer represents a particular material of the labeled volume. The leaves of the tree represent the grid cubes at their finest level of division.

For each cube that intersects the volume, dual vertices or minimizers are computed using Quadratic Error Functions (QEFs). The general formulation of a QEF is given in Equation (1):

$$
\begin{equation*}
E[\boldsymbol{x}]=\sum_{i=1}^{n}\left(\left(\boldsymbol{x}-\boldsymbol{p}_{i}\right) \cdot \boldsymbol{N}_{i}\right)^{2} \tag{1}
\end{equation*}
$$

where $x$ represents a vertex on the contour or surface mesh (Figure 3a), $\boldsymbol{p}_{i}$ are the intersection points of the isosurface with the grid, and $N_{i}$ are the normals defined at those intersections. Typically, one minimizer is computed for each grid cube that intersects the volume of interest. This minimizer can theoretically be anywhere inside the grid cube, rather than being restricted to the edges of the cube as in MC. This feature allows DC to produce meshes with sharp features.


Figure 3. Multi-material dual contouring geometry. (a) Contouring geometry and quadratic error function. The blue region represents the tissue volume. The position $x$ is an MM DC vertex, which is optimized according to the isosurface intersection points $\boldsymbol{p}_{i}$ and the normals $\boldsymbol{N}_{i}$ (drawn in 2D). (b) A 2D example of a uniform grid superimposed on a multi-material domain. The four corners of the square occupy three different material domains, as well as the background.

The function $E[\boldsymbol{x}]$ can be expressed as the inner product $(\boldsymbol{A x}-\boldsymbol{b})^{T}(\boldsymbol{A x}-\boldsymbol{b})$, where $\boldsymbol{A}$ is a matrix whose rows map to the normals $N_{i}$ and $b$ is a vector whose entries are $\left(\boldsymbol{N}_{i} \cdot \boldsymbol{p}_{i}\right)$. The function $E[x]$ can then be expanded into the following:

$$
\begin{equation*}
E[\boldsymbol{x}]=\boldsymbol{x}^{T} \boldsymbol{A}^{T} \boldsymbol{A} \boldsymbol{x}-2 \boldsymbol{x}^{T} \boldsymbol{A}^{T} \boldsymbol{b}+\boldsymbol{b}^{T} \boldsymbol{b} . \tag{2}
\end{equation*}
$$

In Equation (2), $\boldsymbol{A}^{T} \boldsymbol{A}$ is a symmetric $3 \times 3$ matrix, $\boldsymbol{A}^{T} \boldsymbol{b}$ is a column vector of length three, and $\boldsymbol{b}^{T} \boldsymbol{b}$ is a scalar. This representation of a QEF can be solved using the QR decomposition method of Golub and Van Loan [56] or by computing the pseudoinverse of the matrix $\boldsymbol{A}^{T} \boldsymbol{A}$ using Singular Value Decomposition (SVD) [57,58]. The implementation time depends on the dimensions of the image and the grid size, but in general, SVD is linear in the larger dimension (the number of rows of $\boldsymbol{A}$ ) and quadratic in the smaller dimension (3).

Once the octree is generated and simplified and all the minimizers for the leaf cells are computed, the recursive functions EdgeProc(), CellProc(), and FaceProc(), as defined in [8], are used to locate the common minimal edge shared by four neighboring octree cells. The minimal edge is defined as the smallest edge shared by 4 neighboring octree cells. The concept of a minimal edge is necessary due to the fact that some octrees used in DC are adaptive octrees, meaning that the leaves of the octree are not all at the same level. In such a case, it may be that the four neighboring octree cells are not always the same size.

### 2.2.2. Multi-Material vs. Two-Manifold Contouring

A mesh is defined as being 2-manifold if every edge of the mesh is shared by exactly two faces and if the neighborhood of each vertex is the topological equivalent of a disk. A closed 2-manifold mesh $\mathbf{S}$ satisfies the Euler-Poincaré condition $n+t-k=2-2 * g$. The closed surface mesh is also watertight if it does not contain any holes or cracks.

Since a multi-material surface will inherently contain non-manifold elements along the material interfaces due to its multi-material nature, it is important to present a formal description of a mesh being multi-material, watertight, and 2-manifold. A triangular mesh can be described as a set $\mathbf{S}=\{\mathbf{V}, \mathbf{E}, \mathbf{F}\}$, where $\mathbf{V}$ is a set of $n$ vertices $\left\{v_{0}, v_{1}, v_{2}, \ldots, v_{n-1}\right\}$. For each $v_{i} \in \mathbb{R}^{3}, \mathbf{E}$ is a set of $k$ edges $\left\{e_{0}, e_{1}, e_{2}, \ldots, e_{k-1}\right\}$, where each tuple $e_{i}$ is an edge made up of two vertices and $\mathbf{F}$ is a set of $t$ triangular faces $\left\{f_{0}, f_{1}, f_{2}, \ldots, f_{t-1}\right\}$, where each tuple $f_{i}$ describe a triangle made up of three vertices.

In regular, single-material, grid-based surface meshing algorithms such as marching cubes [7] or dual contouring [8], the input data are a binary volume or implicit function that describes a point as being either greater than or less than a given isovalue. A uniform grid is superimposed on the input data and the corners of the grid cubes are designated as inside or outside the volume.

Multi-label or multi-material input data have material indices describing the different material subdomains of the input data. The material indices are typically implemented in the form of integer values, with 0 indicating the background and the positive integers describing the different materials/labels. The corners of the grid cubes are assigned these integer material indices, indicating that the cube's corner resides inside that material region of the input data. Figure 3 b shows an example of a 2 D uniform grid superimposed on a multi-material domain. There are three materials in this example, red with material index 1 , blue with material index 2 , and green with material index 3 , along with the background whose material index is 0 . The four corners of the square are within each of these regions and are assigned their respective material indices.

A multi-material mesh would have additional material information associated with its vertices and/or faces. In our implementation of a multi-material and 2-manifold dual contouring algorithm, we assigned pairwise integer values to the faces only, with the mechanism of the assignment explained in the next section. The triangular faces of a multi-material mesh $\mathbf{S}_{M}$ of $\boldsymbol{M}$ materials can be described by the set $F=\left\{f_{i}^{p, q}\right\}$, where $p$ and $q$ are the assigned pairwise material indices for a triangular face and $p, q \in \boldsymbol{M}$ and $p \neq q$. For example, $f_{0}^{0,1}$ denotes the first triangle of the mesh with material indices 0 and 1 . This means that the first triangle forms a plane between the background and Material 1. As another example, the face $f_{80}^{2,3}$ describes the triangle, with index 80 forming a plane between Materials 2 and 3. Figure 4 depicts a more complete example. Figure 4a shows a simple mesh comprising two materials with material indices 1 and 2 in red and blue, respectively. This is the actual, whole, and complete mesh. Figure $4 b$ shows a cutout of the mesh. The green-colored part of the mesh is the interface or shared boundary that lies between the
two materials. In this example, all the faces of Material 1 (red) are of the form $f_{i}^{0,1}$, all the faces of Material 2 (blue) are of the form $f_{0}^{0,2}$, and all the faces of the shared boundary (green) are of the form $f_{0}^{1,2}$. Figure $4 \mathrm{c}, \mathrm{d}$ show what the sub-meshes of each material and the shared boundary would look like if they were viewed separately.


Figure 4. A synthetic example of a multi-material mesh of two materials with a shared boundary. (a) The whole and complete multi-material mesh, (b) a cutout of the mesh showing the green shared boundary, (c) the sub-mesh for Material 1, (d) the sub-mesh for Material 2.

One aspect of a multi-material mesh with shared boundaries is that non-manifold elements will occur at the junction where two or more materials meet. In Figure $4 \mathrm{a}, \mathrm{b}$, the junction where Materials 1 and 2 meet is outlined in yellow and these edges are nonmanifold, i.e., they are shared by more than two faces. Although the multi-material mesh (Figure 4a) as a whole is not purely 2-manifold due to the presence of these non-manifold elements, the sub-meshes (Figure $4 \mathrm{c}, \mathrm{d}$ ) of individual materials, along with the shared boundary, are completely 2-manifold and watertight.

Figure 5 shows another synthetic example of a multi-material mesh containing nonmanifold elements, with sub-meshes for Materials 1, 2, and 3 shown in red, blue, and purple, respectively. In Figure 5a,b, there is an additional non-manifold vertex, which is shared between the sub-meshes of Material 1 and Material 2, along with the non-manifold edges (demarcated in yellow). Figure 5b shows a cutout of the mesh and the shared boundary between the sub-meshes for Material 1 and Material 3 is shown in green. Figure 5c-e show the separated sub-meshes for each of the materials. Again, although the whole and complete multi-material mesh is not purely 2-manifold, the three sub-meshes are 2-manifold and watertight.


Figure 5. A synthetic example of a multi-material mesh with three materials with non-manifold edges and vertex. (a) The whole and complete multi-material mesh, (b) a cutout of the mesh to show the shared boundary between the red and purple meshes, (c) sub-mesh for Material 1, (d) sub-mesh for Material 2, (e) sub-mesh for Material 3. All three sub-meshes are 2-manifold and watertight.

### 2.2.3. Ambiguous vs. Unambiguous Grid Cubes

The surface meshing process begins by superimposing a uniform grid over the multilabeled volume in question. As stated earlier, the corners of the grid cubes are assigned material indices to indicate which material domain they occupy. An octree is used to represent the uniform grid. The corner configuration of the grid cubes can be one of two types: (1) all the corners have the same material index, or (2) at least one corner has a material index that is different from the rest. The cubes whose corners all have the same material index are completely inside a particular material and are, therefore, discarded from the octree. Quadratic Error Functions (QEF), as shown in Equation (2), are used to generate a single minimizer for each grid cube.

In the single-material case, each grid cube can have 28 or 256 possible configurations; however, these can be reduced to 14 fundamental cases when rotation and symmetry are taken into account, as shown in Figure 6. Out of these 14 configurations, Cases 0, 1, 2, 5, 8, 9 , and 11 are simple cases for which there is only a single surface that intersects the grid cube (no surface for Case 0) [59].


Figure 6. The 14 fundamental cube configurations for a grid cube with binary labels.
In standard DC, the presence of ambiguous cubes, along with its single minimizer, is the reason that non-manifold elements occur in the resulting surface mesh. Once the octree is generated, it is, therefore, necessary to identify ambiguous and unambiguous grid cubes. A grid cube is called ambiguous because there is more than one possible surface intersecting the cube. Ambiguous cubes have either a face ambiguity or an interior ambiguity. Face ambiguity occurs when the material indices of two diagonal corners of a face are the same while the other two corners have different material indices. Interior ambiguity occurs when the material indices of two diagonally opposite corners of the cube have the same value. Figures 7a and 7 b show an example of face and interior ambiguities, respectively. It may be possible, although costly, to identify each ambiguous case in a single-material case. However, in a multi-material case where a cube can have a total of $8^{8}$ permutations (since there are 8 corners and each corner can have 8 possible labels for a given cube), it is simply not feasible to identify ambiguity for each grid cube. Indicator variables can be used, as demonstrated in [22], to reduce a multi-labeled cube into a series of binary labeled cubes for each material and then determine ambiguity for each material.


Figure 7. Examples of ambiguous cubes. (a) Face ambiguity and the two possible surfaces. (b) Interior ambiguity and the two possible surfaces.

To determine ambiguity, we note that each ambiguous cube (Cases 3, 6, 7, 10, 12, and 13), with the exception of Case 4 , shows at least one instance of face ambiguity. One face of the cube consisting of four points can have a total of $2^{4}$ and $4^{4}$ permutations for single- and multi-material situations, respectively. After taking symmetry and rotation into account, the number of permutations for a single face exhibiting face ambiguity can be reduced to 1 and 2 for single- and multi-material situations, respectively, as shown in Figure 8 (top row).

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 8. Identifying ambiguity for multi-material domains. (Top row) Face ambiguity: (a) one possible configuration for single-material contouring, (b,c) two possible configurations for multi-material contouring. (Bottom row) Interior ambiguity: ( $\mathbf{d}, \mathbf{e}$ ) two possible configurations for single-material contouring, ( $\mathbf{f}-\mathbf{h}$ ) three possible configurations for multi-material contouring.

The situation is slightly more complex for the Case 4 ambiguity. In the single-material case, standard DC produces a non-manifold vertex when (1) only two diagonally opposite corners of the cube are inside the volume and the remaining corners are outside the volume, as shown in Figure 8d, or (2) when only two diagonally opposite corners are outside the volume and the remaining corners are inside the volume, as shown in Figure 8e. This concept holds in the multi-material case involving two materials, three materials, or more than three materials in the most extreme circumstance, as shown in Figure 8f-h. In the proposed multi-material and 2-manifold dual contouring method, a cube is identified as either ambiguous or unambiguous by determining face or interior ambiguity. The exact nature of the ambiguity (i.e., Case 3, Case 4, Case 10, or Case 12) is not necessary. This allows the proposed method to be extremely generalized in its approach.

### 2.2.4. Tetrahedral Decomposition of Ambiguous Cubes

Once grid cubes have been classified into ambiguous and unambiguous cubes, the next stage is to compute the minimizers for each cube. In standard DC, one minimizer is computed for each cube. This single minimizer in ambiguous cubes is insufficient to adequately represent the different topologies that are possible in ambiguous cubes. Hence, when used in conjunction with the minimizers of neighboring cubes to generate surfaces, non-manifold edges and vertices appear in the resulting surface mesh.

Volume smoothing is one method that can be used to reduce the chances of generating non-manifold edges and vertices. However, such approaches do not address the underlying issue of what to do when ambiguous cubes are inevitably encountered. Since the presence of a single minimizer in ambiguous cubes is the main reason for the creation of non-manifold elements, the obvious solution is to introduce multiple minimizers into ambiguous cubes. In [59], based on the intersections between the isosurface and the cube, multiple minimizers were introduced into the cube and new polygons were created by reconnecting the vertices of the mesh to the newly inserted minimizers.

Sohn [60] shows that a cube can be decomposed into a number of tetrahedrons while preserving the topology. Our proposed method decomposes an ambiguous cube into a maximum of twelve tetrahedral cells in the same manner as [22]. The center of the cube acts as a common point for all tetrahedrons. The basic rules for creating the diagonal are as follows:

- If the two diagonally opposite corners are contiguous with each other through the interior of the volume, create a face diagonal between the two corners.
- If the two diagonally opposite corners are inside the volume but not contiguous with each other through the interior, create a face diagonal using the other two corners.
- For all other cases, any appropriate face diagonal can be used.

This rule also allows two adjacently placed ambiguous cubes that share a face to have consistent face diagonals. The consistency of the diagonal of shared faces between two ambiguous cubes is particularly important during polygon generation. Figure 9 Right shows an example of two ambiguous cubes with a shared face (purple). The red and blue dashed lines represent two tetrahedrons for the red and blue cubes, respectively, and the shared face serves as the base for all four tetrahedrons. Notice that the face diagonal (purple dashed line) is the same for both cubes.


Figure 9. An illustration of the decomposition of ambiguous cubes. (Left) A partially decomposed ambiguous cube with two tetrahedra. The front face is the base of two tetrahedra (red lines) and the center of the cube is a common point for all tetrahedra. (Right) Two adjacently placed ambiguous cubes sharing a face (purple square). The face diagonal (purple dashed line) across the shared face of the cubes is consistent between both cubes.

An interior edge is an edge of a tetrahedron that is made up of a corner of the parent cube and the center of the cube. A sign-change edge is an edge of a tetrahedron or a grid cube whose end points have different material indices. A valid tetrahedron is one in which at least one edge is a sign-change edge. Although an ambiguous cube is decomposed into a total of twelve tetrahedrons, our proposed strategy makes use of only valid tetrahedra for polygon generation. For each valid tetrahedron, the centroid is computed and used as its minimizer.

As mentioned above, in the case of single-material surfacing, a cube can have 31 unique configurations when face and interior ambiguity are taken into consideration. The number of configurations drastically increases when dealing with multi-material surfacing. Each cube configuration is representative of a different surface and/or topology. Establishing polygon generation rules for each configuration is difficult at best for single-material surfacing and near impossible when dealing with multi-material surfacing. In order to be effective and feasible, polygon generation rules need to be generalized enough to handle unambiguous cubes, as well as any ambiguous case, for both single- and multi-material surfacing. The next section describes the set of polygon generation rules that are applied to unambiguous cubes and any ambiguous cubes that have been subdivided into a number of tetrahedral cells.

### 2.2.5. Polygon Generation

In standard DC , polygon generation is based on analyzing minimal edges. For each minimal edge, a polygon is created using the minimizers of all cubes that contain the minimal edge. For DC using non-adaptive octrees, a minimal edge will be contained by 4 cubes, and the cubes' four minimizers are used to create a quad or two triangles. The proposed method for generating multi-material surfaces also relies on analyzing the minimal edges contained by four cubes. Additionally, since ambiguous cubes will contain a number of interior edges due to their decomposition into a set of tetrahedral cells, it is also necessary to analyze these interior edges and face diagonals. The proposed method for generating multi-material and 2-manifold surface meshes is only applicable to nonadaptive octrees. Minimal edges will always be shared by four cubes. If all four cubes are unambiguous, we create two triangles using the minimizers of the four cubes. On the other hand, if any of the four cubes exhibit ambiguity, the following rules are applied: (1) the minimal edge rule, (2) the face diagonal rule, and (3) the interior edge rule.

Minimal Edge Rule: Create an $n$-sided polygon, also known as an $n$-gon, using the minimizers of all the unambiguous cubes and tetrahedral cells that contain the minimal edge.

This rule follows the same concept as standard DC, that is, if the minimal edge is a signchange edge, there must be a surface intersecting the minimal edge. The $n$-sided polygon is generated by linking together the minimizers of unambiguous grid cubes and tetrahedral cells that share the minimal edge and then triangulating the $n$-gon. Each ambiguous grid cube will have exactly two valid tetrahedral cells sharing the minimal edge. It should be noted that the resulting $n$-gon does not necessarily have to be convex. It is also worth mentioning that extra care should be taken when using triangulation algorithms such as regular or conventional Delaunay tessellation, which have a tendency to generate convex polygons. In our implementation, we utilized CGAL's [61] 2D triangulation library. The vertices were first projected onto the appropriate XY, YZ, or XZ plane. Then, an $n$-sided polygon (which may or may not be convex) was created and used with Constrained Delaunay Triangulation (CDT) to produce a triangulated surface. CDT uses the $n$-sided polygon as a template to determine if triangles are contained inside or outside the $n$-gon.

Figure 10 illustrates the minimal edge rule. In this figure, the small black square represents one end of the minimal edge that is shared by the four grid cubes. There are two ambiguous grid cubes (green) and two unambiguous grid cubes (grey). The blue and red squares represent the vertices of the tetrahedral cells. The blue and red lines represent the four tetrahedral cells of the two ambiguous grid cubes. All four tetrahedral cells share the minimal edge. In Figure 10, a 6-sided polygon is created by first linking together the minimizers of the two unambiguous grid cubes, as well as the minimizers of the four tetrahedral cells sharing the minimal edge, and then triangulating the polygon.


Figure 10. An illustration of the minimal edge rule. Triangulation using six minimizers, which is an example of a forced convex triangulation. The green cubes represent ambiguous cubes and the gray cubes are unambiguous cubes. The green dots represent the single minimizers of the unambiguous cubes and the red/blue dots represent the minimizers of the tetrahedral cells of the ambiguous cubes. The red/blue squares represent the center/corners of the ambiguous cubes.

Face Diagonal Rule: For any ambiguous cube sharing a face with another cube, if the face diagonal of the shared face is a sign-change edge, create a polygon using all the minimizers surrounding the face diagonal.

Ambiguous grid cubes can share a face with another ambiguous or unambiguous grid cube. In the case of two ambiguous cubes sharing a face, if the face diagonal is a sign-change edge, there are four valid tetrahedral cells that share the face diagonal. The four minimizers are used to generate a quadrangle, which equates to two triangles. In the case of an ambiguous cube sharing a face with an unambiguous cube, there are two valid tetrahedral cells whose bases comprise the shared face. The minimizers of these two tetrahedral cells, as well as the minimizer of the ambiguous cube, are used to generate a triangle.

Figure 11 illustrates the application of this rule. In Figure 11a, the two green cubes are the ambiguous cubes and the red and blue lines represent the four tetrahedral cells sharing the face diagonal. The face diagonal is a sign-change edge. The black cubes are unambiguous. The purple square represents the shared face between the two ambiguous cubes. The red and blue round points represent the four minimizers used to generate the two yellow triangles. In Figure 11b, the green cube is the sole ambiguous cube and the red lines represent the two tetrahedral cells making up the shared face with a neighboring unambiguous cube (purple square). The two round red points are the minimizers of the two tetrahedral cells and the round blue point is the minimizer of the unambiguous cube in question. The three minimizers are used to generate a triangle (yellow).

Interior Edge Rule: For a sign-change interior edge of a tetrahedral cell, which has one end point that is also shared with the minimal edge, create a polygon using the minimizers of all the tetrahedral cells of the parent cube that share the sign-change interior edge.

An interior edge can be shared by multiple tetrahedral cells. If the interior edge is a sign-change edge, it follows that there is a surface intersecting the interior edge and this surface can be constructed using the minimizers of the surrounding tetrahedral cells. Figure 12 depicts the interior edge rule. In this figure, there is one ambiguous grid cube (green) and three unambiguous grid cubes (black). The center of the ambiguous cube (yellow square) is a shared vertex for all the tetrahedral cells. The small red squares are the vertices of the tetrahedral cells. The round white and black points make up the minimal edge. The interior edge with a sign-change edge in this figure is made of the round white point and the center of the ambiguous cube. The red lines represent four tetrahedral cells
that share the sign-change interior edge. The round blue points are the minimizers of the tetrahedral cells. A polygon is created using these four minimizers.


(b)

Figure 11. An illustration of the face diagonal rule. The purple square is the shared face between two cubes. Ambiguous cubes are green and unambiguous cubes are black. (a) The case of two ambiguous cubes sharing a face. (b) The case of an ambiguous cube and an unambiguous cube sharing a face.


Figure 12. An illustration of the interior edge rule. The round white and black points represent the minimal edge. The red squares depict the vertices of the four tetrahedral cells incident on the minimal edge: the vertices of the minimal edge are also vertices of two tetrahedral cells. The round green point and the orange square make up the sign-change interior edge. The red lines represent the four tetrahedral cells that share the sign-change edge. The round blue points are the minimizers of the tetrahedral cells that are used to create a polygon.

### 2.2.6. Verifying Two-Manifoldness and Quality of Multi-Material Meshes

Multi-material meshes are inherently non-manifold due to their multi-material nature. Specifically, the junctions where two or more materials meet will contain non-manifold edges and/or vertices. The proposed algorithm is capable of generating multi-material surface meshes where each material's sub-mesh is a watertight and 2-manifold mesh. In order to verify this, the whole multi-material mesh is split into each material's sub-meshes, as shown in Figures 4 and 5. For each sub-mesh, the open source software MeshLab [62] is used rather than relying on visual inspection to detect the presence of non-manifold edges and vertices and boundary edges. MeshLab is an open source mesh processing tool that makes extensive use of the VCG (Visualization and Computer Graphics) library (http:/ /vcg.isti.cnr.it/vcglib; accessed on 2 March 2023). Our experiments show that even
though an entire multi-material mesh can have non-manifold elements, an individual material's sub-mesh is always watertight and 2-manifold. A commonly used metric to describe the quality of triangles in surface meshes is the radius ratio described in [63], as shown in Equation (3).

$$
\begin{equation*}
\text { ratio }=2 \frac{r_{i n}}{r_{\text {circ }}} . \tag{3}
\end{equation*}
$$

In Equation (3), $r_{i n}$ describes the radius of the circle inscribed in the triangle and $r_{c i r c}$ is the radius of the circumscribing circle. A value close to 1 indicates a very good quality triangle (close to an equilateral triangle) and a value near zero indicates a poor-quality triangle (a triangle that is collapsing to an edge). Section 3 demonstrates the application of these techniques to a digital atlas of basal ganglia [64].

### 2.3. Multi-Material Tetrahedral Mesh Generation

One type of mesh that is commonly used in engineering and biomedical research is tetrahedral mesh. Tetrahedral mesh generation can be classified [65] into the following four categories: (1) octree-based, (2) Delaunay, (3) advancing front, and (4) optimizationbased. Among these categories, Delaunay-based techniques are the most frequently used. In many applications, an initial surface mesh, known as a piecewise linear complex (PLC) that coincides with the boundary of the problem domain, is used as an initial starting point for the tetrahedralization process. In such cases, the user has to ensure (either manually or by using mesh-editing software) that the input surface mesh does not contain geometric errors such as holes, slivers, intersecting triangles, or non-manifold elements. Software such as TetGen [66] and the open source library CGAL (Computational Geometry Algorithms Library) [67] are able to generate tetrahedral meshes from an input PLC using Delaunay-based methods.

As mentioned previously, the geometric errors are further compounded when using multi-material surface meshes as the input PLC. Apart from requirements such as 2-manifold, watertight, and intersection-free polygons, there is a further need to ensure that the shared boundary or material interface between two materials remains consistent. The proposed DC algorithm can produce multi-material 2-manifold surface meshes, where the shared boundary or material interface is consistent and each sub-mesh is watertight and 2-manifold. These multi-material meshes can be readily used as the input PLC in the generation of multi-material tetrahedral meshes.

### 2.4. Deformable Multi-Surface Models

In this section, we present an application for the proposed multi-material and 2-manifold surface mesh. Specifically, we use the multi-material triangular surface mesh to initialize a multi-material 2-simplex mesh. A 2-simplex mesh is a 2-manifold discrete mesh where every vertex is connected to three neighboring vertices. A 2-simplex mesh undergoes deformations based on geometry-based internal forces and image-based external forces. The dynamics of each vertex can be modeled using the Newtonian law of motion shown in Equation (4).

$$
\begin{equation*}
m_{i} \frac{d^{2} \boldsymbol{P}_{i}}{d t^{2}}=-\gamma \frac{d \boldsymbol{P}_{i}}{d t}+\boldsymbol{F}_{i n t}+\boldsymbol{F}_{e x t} \tag{4}
\end{equation*}
$$

where $m_{i}$ is the mass and $\boldsymbol{P}_{i}$ is the position of a vertex of the mesh. $\boldsymbol{F}_{i n t}$ represents the sum of all internal forces, $\boldsymbol{F}_{\text {ext }}$ represents the aggregate of all the external forces acting on $\boldsymbol{P}_{i}$, and $\gamma$ represents a damping coefficient.

The internal force $F_{\text {int }}$ can be a linear sum of any number of geometry-based forces. Gilles [6] defined several internal forces for a 2-simplex mesh based on Laplacian smoothing, shape memory, and global volume preservation, as follows, respectively:

$$
\begin{equation*}
\boldsymbol{F}_{i n t}=\alpha\left(\boldsymbol{P}-\widetilde{\boldsymbol{P}}_{i n t}\right) \tag{5}
\end{equation*}
$$

$$
\begin{gather*}
\widetilde{\boldsymbol{P}}_{\text {int }}=\frac{s_{1} \boldsymbol{P}_{1}+s_{2} \boldsymbol{P}_{2}+s_{3} \boldsymbol{P}_{3}}{s_{1}+s_{2}+s_{3}}\left\langle h_{i}\right\rangle_{\eta} \boldsymbol{n},  \tag{6}\\
\widetilde{\boldsymbol{P}}_{\text {int }}=\widetilde{\epsilon_{1}} \boldsymbol{P}_{1}+\widetilde{\epsilon_{2}} \boldsymbol{P}_{2}+\left(1-\widetilde{\epsilon_{1}}-\widetilde{\epsilon_{2}}\right) \boldsymbol{P}_{3}+\widetilde{h_{P}} S t^{1 / \alpha} \boldsymbol{n},  \tag{7}\\
\widetilde{\boldsymbol{P}}_{\text {int }}=\boldsymbol{P}+\frac{\widetilde{V}-V}{S} \boldsymbol{n} . \tag{8}
\end{gather*}
$$

Equation (5) summarizes the internal force resulting from the difference between an idealized position $\widetilde{\boldsymbol{P}}_{\text {int }}$ based on internal shape-driven considerations and the current vertex position $\boldsymbol{P}$ (subscript $i$ is dropped for readability). Equation (6) represents the barycentric weighted Laplacian smoothing-based internal force, where $s_{1}, s_{2}$, and $s_{3}$ represent the surfaces associated with the neighboring vertices $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}$, and $\boldsymbol{P}_{3}$. The operator $\langle\cdot\rangle_{\eta}$ represents the averaging around the neighborhood $\eta$ of vertex $\boldsymbol{P}$. Therefore, $\left\langle h_{i}\right\rangle_{\eta}$ represents the average elevation around the neighborhood of $\boldsymbol{P}$. A reference shape model can be used to represent the prior shape information in the deformation. In Equation (7), $\widetilde{\epsilon_{1}}, \widetilde{\epsilon_{2}}$, and $\widetilde{h_{p}}$ represent predefined metric parameters. Volume preservation can be used to exploit the fact that biological tissue is incompressible. In Equation (8), $\widetilde{V}$ represents the target volume, $V$ represents the current volume, and $S$ represents the surface area of the closed mesh.

In the context of the segmentation of anatomical structures, the main criterion by which an organ or anatomical structure is identified without human assistance is through the use of image gradients that delineate the boundaries of the target structure. For the 2-simplex discrete deformable mesh, external forces are derived from maximal image gradients. The idea is to derive a force function based on the gradient values around the neighborhood of a vertex's position. The neighborhood of a vertex's position can be defined as a fixed space along the bidirectional surface normal of the vertex.

To compute an external force, this maps to a force that nudges the vertex of interest toward a desired position that is defined from image information such as a strong gradient.

$$
\begin{equation*}
\boldsymbol{F}_{\text {ext }}=\beta\left(\boldsymbol{P}-\widetilde{\boldsymbol{P}}_{\text {ext }}\right) \tag{9}
\end{equation*}
$$

In this case, we define a vertex $\boldsymbol{P}$, with normal $\boldsymbol{n}$ (defined at that vertex) and a predefined step size $s$, and the sample points for the image gradient can be defined as:

$$
\begin{equation*}
\widetilde{\boldsymbol{P}}_{\text {ext }}=\boldsymbol{P}+j s \boldsymbol{n}, \tag{10}
\end{equation*}
$$

where $j$ is an integer representing the optimal shifts in the surface normal direction. An interpolation method such as trilinear interpolation can be used to interpolate the values between the voxels of the gradient image intensities. The maximal gradient magnitude at $\widetilde{j}$ can be obtained using:

$$
\begin{equation*}
\widetilde{j}=\operatorname{argmin}_{-\frac{d}{s}<j<\frac{d}{s}}(\|\nabla \boldsymbol{T}(\boldsymbol{P}+j s \boldsymbol{n})\|), \tag{11}
\end{equation*}
$$

where $\nabla \boldsymbol{T}$ represents the image gradient of the input image $\boldsymbol{T}$.
In order to achieve model-to-image registration, the goal is to align a source image $S$ to the target $T$ using model deformations. The model is initially aligned to $S$ and its initial vertex positions are given by $\boldsymbol{P}_{0}$. It is iteratively deformed until each vertex matches the target, where a maximum similarity metric $\Delta$ is achieved in the vertex neighborhood $\eta$ :

$$
\begin{equation*}
\tilde{j}=\operatorname{argmin}_{-\frac{d}{s}<j<\frac{d}{s}} \Delta\left(S\left(\eta\left(\boldsymbol{P}_{0}\right), T(\eta(\boldsymbol{P}+j s \boldsymbol{n}))\right) .\right. \tag{12}
\end{equation*}
$$

As mentioned above, the vertex neighborhood $\eta$ is constructed using sampling points with Equation (10) along the direction of the surface normal $n$. The weights $\alpha$ and $\beta$ determine the relative contributions of the internal and external forces.

Initializing Multi-Material Two-Simplex Meshes
A 2-simplex mesh is the topological dual of a triangular mesh [39]. This geometric duality can be exploited to generate 2 -simplex meshes from triangular surface meshes, with the assumption that a triangular mesh is watertight and 2-manifold. Figure 13 shows an illustration of the duality.


Figure 13. Converting a triangular mesh into a simplex mesh using duality.
A closed 2-simplex mesh is a watertight 2-manifold mesh with no gaps and/or boundary edges. On the other hand, a multi-material 2-simplex (MM2S) mesh will contain non-manifold edges and/or vertices. This situation is analogous to the multi-material triangular surface meshes discussed in the previous section. The multi-material and 2-manifold dual contouring methods described in the previous section were used to generate multi-material triangular surface meshes, which can be used to initialize MM2S meshes in the following manner:

- $\quad$ Step 1: Compute the centroids of each triangle of the triangular mesh.
- Step 2: For each material index, perform the following:
- Step 2.1: For each $i^{\text {th }}$ vertex of the triangular mesh,
- $\quad$ Step 2.1.1: Locate all the triangles with the current material index that contain the $i^{\text {th }}$ vertex;
- $\quad$ Step 2.1.2: Use the centroids of these triangles to create one simplex cell.

Once the initial MM2S mesh is generated from the triangular mesh, it can be split into its constituent sub-meshes. Each sub-mesh is a pure 2-simplex mesh where every vertex is connected to exactly three neighboring vertices. Since simplex vertices and cells are being created for each material index, care must be taken to avoid duplicate and overlapping cells along the shared boundaries. Figure 14 illustrates the conversion process for a multimaterial triangular mesh. Figure 14a shows a synthetic box comprising two materials shown in red and blue, respectively. Figure 14b shows the converted 2 -simplex mesh and Figure 14c shows the separated sub-meshes. The green surfaces of the two sub-meshes represent the shared boundary.

For every iteration of the deformation, the internal and external forces are computed. The internal forces are based on mesh geometry and the external forces are based on an input image or volume. The input image or volume is not used directly in the deformation process. Instead, an edge-preserving anisotropic diffusion smoothing filter (implemented in VTK's vtkImageAnisotropicDiffusion3D filter) is applied and then the gradient of the volume is computed. This gradient image is used to determine the external forces for each vertex. Both the internal and external forces are computed independently of each sub-mesh.

Since the forces are computed independently of the sub-meshes, the corresponding vertices making up the shared boundary may not necessarily remain consistent after deformation. Therefore, after each deformation iteration, it is necessary to ensure that all corresponding vertices of the sub-meshes making up the shared boundary are aligned and consistent. This is done by averaging the positions of each corresponding shared boundary
vertex and then updating the shared boundary vertices in the MM2S mesh, as well as the sub-meshes, with these newly computed vertex positions. Figure 15 shows a flowchart of the deformation process.


Figure 14. Converting a multi-material triangular mesh into a multi-material 2-simplex mesh. (a) A multi-material triangular mesh of two materials shown in red and blue with a shared boundary, (b) converted multi-material 2-simplex mesh, (c) split multi-material 2-simplex mesh, where the green surfaces represent the shared boundary.


Figure 15. A flowchart of the multi-material 2-simplex deformation process.

## 3. Results

### 3.1. Multi-Material Surface Meshing

Figures 4 and 5 show two examples of multi-material and two-manifold surface meshes generated using the proposed method. The proposed method has also been applied to a digital atlas [64] of the basal ganglia and thalamus to produce multi-material surface meshes of anatomical structures. The atlas is in MINC 2.0 format (Medical Imaging NetCDF) and contains a total of 92 labeled structures. The atlas consists of $334 \times 334 \times 334$ voxels with a step size of 0.3 mm .

A multi-material mesh of five anatomical structures in close proximity was generated using the proposed method. Figure 16 shows a multi-material mesh of the striatum (purple), interior capsule (yellow), globus pallidus (green), globus pallidus external (red), and globus pallidus internal (blue). The upper figure shows both (left and right) parts of the mesh and the lower figure shows a close-up of the right side of the mesh. Typically, the striatum and internal capsule almost completely surround the globus pallidus so the striatum and internal capsule are rendered transparent in this figure. The white lines denote the non-manifold edges along the material interfaces. For the sake of simplicity, the shared boundaries between materials have not been differentiated in Figure 16, even though they do exist. The shared boundaries are shown in Figure 17.


Figure 16. A multi-material representation of the striatum (purple), internal capsule (yellow), globus pallidus (green), globus pallidus external (red), and globus pallidus internal (blue). The striatum and internal capsule are rendered transparent. The black lines represent the non-manifold edges where two materials meet. Each structure is represented by a single color. The shared boundaries are not depicted here.


Figure 17. An illustration of the complexity of the shared boundaries between the (a) striatum, (b) internal capsule, (c) globus pallidus, (d) globus pallidus internal, and (e) globus pallidus external. The different colors represent the parts of the mesh that are shared between the structures.

Figure 18 shows a cross-section of the multi-material mesh in Figures 16 and 17. Table 1 shows the quality of the triangles of the meshes. The overall quality of the triangles of the meshes is roughly 0.81 on average and the worst value is 0.11 . The poor-quality triangles of the mesh are a result of the implementation of the minimal edge rule. In the current implementation of the surface meshing method, constrained Delaunay triangulations are used, which may not always result in high-quality triangulations.


Figure 18. A coronal slice of the multi-material mesh of the striatum (s), internal capsule (ic), globus pallidus (GP), globus pallidus internal (GPI), and globus pallidus external (GPE). The different colors represent the different shared boundaries between the two structures.

A multi-material surface mesh of the thalamus consisting of 34 separate labels is shown in Figure 19. In this figure, the different colors represent the different parts of the thalamus and the white lines represent the non-manifold edge of the material interfaces. Figure 20 shows a cross-section of the mesh of the thalamus with the major regions labeled. Table 2 shows the quality of the triangles for all the components of the thalamus. The average radius ratio for this mesh is approximately 0.81 and the average worst value is 0.12 .

Table 1. Mesh quality report for the striatum, internal capsule, and globus pallidus group.

|  | Atlas Label | Structure Name | Number of <br> Triangles | Number of <br> Vertices | Average <br> Radius Ratio <br> (Worst Value) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Figure 16 | Whole mesh | $1,672,483$ | 813,209 | 0.8104 <br> $(0.0917)$ |  |
| Figure 17a | 1 | Striatum | 842,266 | 419,399 | 0.8044 <br> $(0.0921)$ |
| Figure 17b | 4 | Internal capsule | $1,023,284$ | 509,696 | 0.8082 <br> $(0.0966)$ |
| Figure 17c | 5 | Globus pallidus | 76,120 | 38,010 | 0.8083 <br> $(0.1192)$ |
| Figure 17d | 11 | Globus pallidus <br> internal | 73,008 | 36,382 | 0.8008 <br> $(0.1148)$ |



Figure 19. A multi-material representation of the thalamus.


Figure 20. A cross-section slice of the multi-material mesh of the thalamus. The different colors represent the different constituent components of the thalamus.

Table 2. Mesh quality for the components of the thalamus.

| Atlas <br> Label | Structure Name | Number of Triangles | Number of Vertices | Average Radius Ratio <br> (Worst Ratio) |
| :--- | :--- | :--- | :--- | :--- |
|  | Whole Mesh | 656,909 | 307,226 | $0.8101(0.0394)$ |
| 22 | Stria medullaris thalami (st. m) | 6044 | 3030 | $0.8357(0.1240)$ |
| 26 | Nucleus lateropolaris thalami (Lpo) | 39,404 | 19,638 | $0.8062(0.1324)$ |
| 27 | Nucleus fasciculosus thalami (Fa) | 13,116 | 6552 | $0.8257(0.1142)$ |

Table 2. Cont.

| Atlas Label | Structure Name | Number of Triangles | Number of Vertices | Average Radius Ratio (Worst Ratio) |
| :---: | :---: | :---: | :---: | :---: |
| 28 | Nucleus anterior principalis (Apr) | 22,276 | 11,144 | 0.8299 (0.0730) |
| 37 | Nucleus medialis (M) | 80,866 | 40,417 | 0.8135 (0.1088) |
| 40 | Lamella medialis thalami (La. M.) | 66,876 | 33,242 | 0.7932 (0.0795) |
| 48 | Ruber (Ru) | 14,754 | 7349 | 0.8317 (0.1928) |
| 49 | Nucleus Centralis (Ce.) | 41,260 | 20,566 | 0.7923 (0.0885) |
| 51 | Nucleus parafasicular (Pf.) | 21,654 | 10,769 | 0.7746 (0.0885) |
| 60 | Fasciculus gracilis Goll (G) | 24,230 | 11,995 | 0.8155 (0.1313) |
| 68 | Corpus geniculatum mediale (G.m) | 41,182 | 20,541 | 0.8162 (0.1722) |
| 70 | Nucleus Limitans (Li) | 20,548 | 10,266 | 0.8233 (0.1675) |
| 71 | Ventro-caudalis parvocell. (V.c.pc) | 9646 | 4825 | 0.8171 (0.2153) |
| 81 | Ventro-oralis medialis (V.o.m.) | 7644 | 3824 | 0.8089 (0.1467) |
| 86 | Ventro-oralis internus (V.o.i.) | 22,450 | 11,147 | 0.8033 (0.1008) |
| 87 | Ventro-oralis anterior (V.o.a) | 26,216 | 12,956 | 0.7827 (0.0835) |
| 88 | Ventro-oralis posterior (V.o.p.) | 18,254 | 9019 | 0.8024 (0.1338) |
| 89 | Dorso-oralis internus (D.o.i) | 18,998 | 9391 | 0.7945 (0.1200) |
| 90 | Zentrolateralis oralis (Z.o.) | 4346 | 2137 | 0.7715 (0.0394) |
| 91 | Ventro-intermedius internus (V.im.i) | 20,196 | 9980 | 0.7889 (0.1410) |
| 92 | Zentro-lateralis externus (Z.im.e) | 12,268 | 6022 | 0.8000 (0.1048) |
| 94 | Ventro-intermedius externus (V.im.e) | 23,382 | 11,559 | 0.7994 (0.1088) |
| 95 | Ventro-caudalis internus (V.c.i) | 23,364 | 11,566 | 0.7950 (0.1505) |
| 96 | Ventro-caudalis anterior internus (V.c.a.e) | 12,282 | 6105 | 0.8109 (0.1134) |
| 97 | Zentro caudalis externis (Z.c.e) | 15,438 | 7675 | 0.8217 (0.1512) |
| 98 | Zentro caudalis internis (Z.c.i) | 8868 | 4420 | 0.8168 (0.0999) |
| 99 | Dorso-caudalis (D.c.) | 3882 | 1929 | 0.8092 (0.1426) |
| 100 | Nucleus pulvinaris orolateralis (Pu.o.l.) | 34,254 | 16,981 | 0.8172 (0.1105) |
| 101 | Nucleus pulvinaris oromedialis (Pu.o.m.) | 26,330 | 13,079 | 0.8057 (0.1218) |
| 102 | Ventro-caudalis portae (V.c.por) | 25,636 | 12,734 | 0.8220 (0.1036) |
| 104 | Nucleus ventroimtermedius internus (V.im.i) | 4146 | 2055 | 0.7847 (0.1412) |
| 105 | Nucleus pulvinaris intergeniculatus (Pu.ig) | 35,768 | 17,562 | 0.7929 (0.1091) |
| 106 | Nucleus pulvinaris (Pu.m) | 86,364 | 43,020 | 0.8277 (0.1036) |
| 107 | Pulvinar laterale (Pu.l) | 37,448 | 18,440 | 0.7925 (0.1444) |

### 3.2. Multi-Material Tetrahedral Mesh Generation

Figure 21 shows an example of a multi-material tetrahedral mesh. Figure 21a shows a multi-material surface mesh of the subthalamic nucleus and substantia nigra that was generated using the proposed surface meshing algorithm and was used in TetGen [66] to generate a multi-material tetrahedral mesh. Figure 21b shows a cutout of the generated multi-material tetrahedral mesh, with the internal tetrahedra shown in purple. Figures 21c and 21d show cutouts of the tetrahedral meshes in Figures 16 and 19, respectively. In the three cases, the multi-material surface mesh generated using the proposed surface meshing algorithm was used as the input PLC for TetGen.


Figure 21. An example of a multi-material tetrahedral mesh. (Top row) (a) The multi-material 2-manifold surface mesh of the subthalamic nucleus (red) and substantia nigra (green), (b) cutout of tetrahedral mesh of the subthalamic nucleus and substantia nigra, (c) cutout of the basal ganglia mesh in Figure 16, (d) cutout of the tetrahedral mesh in Figure 19.

### 3.3. Deformable Multi-Surface Models

The multi-material two-simplex deformable system was used on realistic data to achieve meaningful segmentation of anatomical structures. The subthalamic nucleus (STN) and the substantia nigra (SN) are two deep-brain structures that are difficult to detect and segment from MRI. T2-weighted MR data were used. O'Gorman [68] studied the visibility of the STN and GP internal segments using eight different MR protocols and concluded that the different iron levels present in the basal ganglia structures can affect the contrast-to-noise ratio.

The MR data used in this section are freely available from Neuroimaging Informatics Tools and Resources Clearinghouse (https://www.nitrc.org/projects/deepbrain7t; accessed on 2 March 2023) and were produced as part of the research in [69]. In [69], T1and T2-weighted MR images of 12 healthy control subjects were acquired using a 7T MR scanner and an unbiased average template with T1w and T2w contrast was generated using groupwise registration. Both images had dimensions of $267 \times 367 \times 260$ voxels and 0.6 mm isotropic spacing. A labeled volume was also provided (and referred to as the Wang atlas) that contained segmentations of the left and right globus pallidus, mammillary body, red nucleus, substantia nigra, and subthalamic nucleus. This labeled volume,
which was recently made public, serves as a ground truth for validating our multi-surface atlas-to-image registration approach.

An initial watertight and two-manifold multi-material triangular mesh of the left SN-STN was constructed from Chakravarty's atlas [64] using the multi-material surface meshing algorithm described in Section 2. This atlas has a step size of 0.3 mm and a triangular mesh generated at this resolution is simply too large (approximately 410 k triangles and 20 k vertices) to be practical. Therefore, the atlas was downsampled to an appropriate size and a much coarser multi-material triangular mesh was generated ( 2.5 k triangles and 1.2 k vertices). Figure 22a shows a mesh representation of the SN and STN from the Wang atlas and Figures 22b and 22c show the surface mesh and wireframe mesh, respectively, of the SN and STN constructed using Chakravarty's atlas.


Figure 22. Meshes of the SN and STN. (a) A mesh representation of the SN (blue) and STN (pink) from the Wang atlas, (b) the multi-material triangular surface mesh of the SN (yellow) and STN (blue), (c) the wireframe representation of the mesh, where the red part represents the shared boundary.

For the deformation process, the T2-weighted MR image was used because the SN and STN are more visible than in T1-weighted MR images. The image was anisotropically filtered and then the gradient image was computed. The external forces for the deformation were computed using the gradient image. Laplacian-based internal forces were used to achieve a smooth mesh. Figure 23 shows the deformation of the SN and STN mesh for several iterations. Figure 24 shows the final deformed mesh of the SN and STN at 160 iterations.

In another segmentation experiment, the multi-material surface meshing algorithm was used to generate triangular surface meshes of the striatum and combined globus pallidum (globus pallidus, globus pallidus external, and globus pallidus internal segments from the Chakravarty atlas [64]), as shown in Figure 25 (top row). This multi-material triangular mesh was then used to initialize a multi-material two-simplex mesh, as shown in Figure 25 (bottom row).

For the deformation, the MR image from [69] was anisotropically smoothed and then the gradient image was computed. The external forces for the deformation were computed using the gradient image. In this experiment, the gradient images for both the T1- and T2-weighted images were computed. The T1-weighted image was used to compute the external forces for the striatum and the T2-weighted image was used to compute the external forces for the combined globus pallidum. Laplacian-based internal forces were used to achieve a smooth mesh.

Figure 26 shows the state of the deformation using both T1- and T2-weighted MRI over several iterations. In this figure, the blue outline represents the outline of the striatum, the yellow outline represents the outline of the GP, and the red outline shows the shared boundary between the GP and striatum. As shown in Figure 26, the deformation achieved a steady state after about 250 iterations. Figure 27 shows the final meshes of the striatum and GP after 250 deformation iterations.


Figure 23. State of the deformation of the SN and STN. The red outline represents the outline of the STN and the blue outline represents the outline of the SN . The green outline represents the shared boundary.


Figure 24. Final surface mesh (left) and wireframe (right) of the SN (blue) and STN (red).


Figure 25. Simplex mesh generation for the striatum and combined globus pallidum. (Top) The multi-material triangular mesh of the striatum and combined globus pallidus. (Bottom) The multimaterial 2-simplex mesh initialized from the triangular mesh. The red part of the mesh depicts the shared boundary between the combined globus pallidus and striatum.


Figure 26. Cross-sections of the striatum and globus pallidus during deformation using both T1and T2-weighted MRI. The blue outline represents the striatum, the yellow outline represents the GP, and the red outline represents the shared boundary. The mesh cross-sections are shown on the T2-weighted image.


Figure 27. The final surface mesh (left) of the striatum and combined globus pallidum after deformation using both T1- and T2-weighted MRI. (Middle and right) A wireframe rendering of the striatum and combined globus pallidum.

For validation, surface mesh representations of the SN, STN, and combined GP were created from the labeled volume that is part of the data from [69] and this was used as the ground truth. The open source VTK library implementation of the marching cubes algorithm was used to generate the surface meshes. Unfortunately, a segmentation of the striatum was not available in the data from [69] so a quantitative analysis of the striatum was not possible.

The surface-to-surface distance between the deformed mesh and the ground-truth mesh of the SN and STN was computed using uniform sampling. The metrics calculated were the Hausdorff distance (HD), mean absolute distance (MAD), mean square distance (MSD), and Dice's coefficient (DC), as reported in Table 3. The Hausdorff distance is the largest error between the deformed mesh and its corresponding ground-truth mesh. Dice's coefficient measures the amount of similarity/overlap between the deformed mesh and the ground-truth mesh. The mean square distance reports the average squared difference between the sampled points on the deformed mesh and the ground-truth mesh, and the mean absolute distance reports the mean of the absolute difference between the sampled points of the deformed mesh and the ground-truth mesh.

Table 3. Segmentation results for deformation using the multi-material 2-simplex mesh framework.

| Anatomical Structures | Hausdorff Distance | Mean Square Distance (MSD) | Mean Absolute Distance (MAD) | Dice's Coefficient |
| :--- | :--- | :--- | :--- | :--- |
| Subthalamic <br> nucleus | 2.10539 | 0.30867 | 0.35002 | 0.773219 |
| Substantia nigra | 2.54666 | 0.357749 | 0.455244 | 0.799318 |
| Globus pallidum | 2.42717 | 0.216618 | 0.307724 | 0.927084 |

Figure 28 shows the final deformed meshes of the SN, STN, and combined GP. The color scheme is as follows: for the deformed meshes, red indicates over-segmentation, blue represents under-segmentation, and green indicates segmentation accurate to within $15 \%$ of each extremum (roughly 0.3 mm ) with respect to the ground truth. For the deformation of the SN and STN, the maximum over-segmentation is shown in Figure 28. The highest over-segmentation errors for the STN and SN were approximately 1.55 mm and 1.97 mm , respectively. The highest under-segmentation errors for the STN and SN were -0.898 mm and -1.63 mm , respectively. For the combined GP, the maximum over-segmentation was approximately 2.43 mm and the maximum under-segmentation was -2.19.


Figure 28. A visualization of the mesh errors. (Left) deformed mesh of the subthalamic nucleus, (middle) deformed mesh of the substantia nigra, and (right) deformed mesh of the combined globus pallidum.

Table 3 shows the HD, MSD, MAD, and DC values for the deformed STN, SN, and combined GP. The MSD and MAD values of the SN and STN are larger because along the main body of both structures, the segmentation was fairly accurate (as indicated in green in Figure 28), with over and/or under-segmentation occurring at the lateral ends of both structures, coinciding with lower gradient values. The DC values show that there was approximately $77 \%$ and $80 \%$ similarity, respectively, for the STN and SN with their corresponding ground-truth meshes. The DC value for the combined GP was considerably higher at approximately $93 \%$. This is because the contrast of the GP was more discernable with respect to the surrounding tissue in the T2-weighted image. The HDs for the STN, SN, and GP were $2.11 \mathrm{~mm}, 2.55 \mathrm{~mm}$, and 2.43 mm , respectively.

## 4. Discussion

We present a modified dual-contouring (DC) method that can produce surface meshes that are (1) watertight and two-manifold, and (2) multi-material, where each sub-mesh is completely watertight and two-manifold and the material interfaces are consistent. Ambiguous cubes are divided into regular tetrahedral cells and polygons are generated around the sign-change edges of the tetrahedrons or parent cubes. The polygon generation rules are simple, generalizable, and can be applied to any combination of cubes and/or tetrahedrons.

The marching cubes (MC) [7] algorithm is considered the gold standard for meshing. However, as explained in [8], the MC algorithm is not able to reproduce sharp features due to the fact that vertices are produced along the edges of the grid. The DC algorithm in [8] is able to reproduce sharp features by using Hermite data and project the minimizer inside the grid cube but it cannot prevent non-manifold elements in the mesh. The proposed method is capable of reproducing sharp features and preventing the generation of nonmanifold elements.

A method for dealing with topology ambiguity in dual contouring was presented by Zhang and Qian in [59]. This approach relied on first generating a base mesh using the standard DC method and then analyzing ambiguous cubes. Depending on a cube's ambiguity and intersections between the cube and the isosurface, multiple minimizers are introduced into the cube. The final step consists of remeshing using the new minimizers. Although this method can produce topologically correct surface meshes, it relies on complex remeshing rules for each ambiguous cube. These rules may be further compounded by the
presence of adjacent ambiguous cubes with their own additional minimizers. Our proposed method is capable of producing topologically correct surface meshes while relying on a consistent rule for inserting additional minimizers into ambiguous cubes and having a single set of polygon generation rules that are applicable to any combination of ambiguous cubes and tetrahedrons. Furthermore, the proposed method does not need to produce an initial base mesh.

The method proposed by Meyer et al. [24] uses a variation of dynamic particle systems and a novel, differentiable representation of material junctions in order to sample corners, edges, and surfaces of material intersections. Delaunay-based meshing algorithms are used to produce high-quality watertight meshes. Although the surface mesh quality (radius ratio) in [24] is reported to be greater than 0.9 on average and a minimum of 0.3 , the total execution time is reported to be several hours. In contrast, the multi-material and two-manifold DC method presented here produces surface meshes with an average radius ratio of about 0.8 and a minimum of slightly over 0.1 but the total execution time does not exceed 1 h (approximately 26.5 min for Figure 16 and approximately 11.3 min for Figure 19).

The proposed method exhibits some of the same limitations as the single-material two-manifold DC method [25], namely that the mesh has a staircase-like effect. The cause of the staircase-like effects is the centroids of tetrahedral cells being used as minimizers. Specifically, these minimizers are static and are not able to move around within their respective tetrahedral cells in the same way that minimizers of unambiguous cubes can. This further exacerbates the staircase-like effects exhibited in the surface meshes. A mechanism for adjusting the positions of these minimizers based on the corner values of the tetrahedral cells may result in smoother meshes. This limitation can be somewhat mitigated through the careful use of a post-processing smoothing filter. The current implementation of the proposed DC algorithm only works on non-adaptive octrees. By incorporating an adaptive octree, the standard DC algorithm is more flexible in terms of creating and producing triangles of differing sizes (larger triangles for flat surfaces). However, the current implementation of the proposed multi-material and two-manifold DC algorithm assumes that all grid cubes are the same size (lowest level of the octree) and that each minimal edge shares four cubes. Incorporating an adaptive octree may prove difficult in the sense that new cube decomposition methods and polygon generation methods need to be formulated.

Given the emergence of deep neural networks in image segmentation, medical and otherwise, the question arises of how multi-material meshing and DNNs could co-exist or potentiate each other. The senior author of this paper has recently published a hybrid method that leverages single-surface extraction-mediated ligamentoskeletal meshing of the spine, where the conspicuous vertebrae are used to anchor the transformation of deformable multi-surface anatomy that subsumes inconspicuous ligaments, which is based on a digital atlas of the spine that includes these tissues [70]. For future biomechanical studies, this anatomical modeling method would benefit from a means of converting a multi-surface model constructed piecewise to a multi-surface model with shared boundaries, as this paper advocates. It is also worth mentioning that increasingly, DNNs are successful in incorporating local tissue structure into the learning process, as this paper advocates for meshing [71,72].

## 5. Conclusions

In conclusion, a modified dual contouring method is introduced that is able to produce error-free surface meshes. These meshes are multi-material and two-manifold in the sense that the sub-meshes of the individual materials are watertight and two-manifold, even though the entire mesh can contain non-manifold elements along the material interfaces. The sub-meshes have consistent shared boundaries. Each triangle of the mesh is identified using pairwise material indices. The proposed method is effective in generating geometrically correct and accurate representations of anatomical structures.

A multi-material two-simplex (MM2S) deformable mesh framework is also presented, along with the results using synthetic and realistic data. One limitation of this method is that
the initialized MM2S mesh may not, in fact, be very representative of the target structure, especially when using a single atlas to initialize the deformable mesh of a specific subject. Since the initial MM2S mesh plays a significant role in the accuracy of the deformation, it makes sense to incorporate more structural information when generating the initial MM2S mesh. One potential approach is to utilize statistical shape information similar to [52-54] and $[5,55,73$ ] in generating the initial MM2S mesh so that the resulting mesh would be a generalization of the specific shape.

The MM2S deformation process uses internal forces, which are based on mesh geometry, and external forces, which are based on image gradients. The accuracy of the deformation relies heavily on the external force, and, therefore, it can be said that the deformation process is dependent on image gradients. In the case of clear and crisp gradients, the deformation will likely result in a good approximation of the target structure. On the other hand, if the gradients are not very clear or if there are competing gradients within the search space, the deformation is likely to result in poor segmentation. The use of specialized imaging protocols such as quantitative susceptibility mapping (QSM) [74-76] would likely improve the segmentation results. For example, the subthalamic nucleus (STN) is difficult to detect in standard T1- and T2-weighted MRI. Specialized MR acquisition protocols, such as QSM or the multi-contrast, multi-echo protocol of [77], can be used to produce superior segmentation results.

Multi-resolution registration in terms of discrete deformable meshes implies the ability of the deformable mesh to take on several levels of resolutions: coarser levels for algorithmic robustness and finer levels in order to capture the small and fine features of the target. Finer-resolution meshes have a larger number of cells and vertices and thus incur increased processing times. Moreover, if the deformation starts with a very high-resolution mesh, not only will the overall processing time increase but the mesh may also be susceptible to being trapped in false minima. The solution is to start the deformation with a coarse mesh and then after a suitable number of deformation iterations, switch to a higher-resolution mesh that is based on the previous deformed coarse mesh. The coarse mesh will deform at a much faster pace since it has fewer cells and vertices.

Although it is true that convolutional neural networks (CNNs) have had a significant impact on segmentation in the past decade, CNNs generally only segment tissues that are conspicuous in the target image while atlas-based segmentation can provide functional tissue maps anchored by a subset of visible tissues and is inclusive of functionally separate but inconspicuous tissues. This method makes it possible to produce a multi-surface tissue map with shared boundaries, which goes beyond a strictly bottom-up approach such as CNNs.

Finally, this paper represents a more extensively described and validated update of a previous conference paper [78]. We saw fit to flesh out the discussion on multi-material surface acquisition and simplex deformable models in more detail while also alluding to tetrahedral extensions in specific terms and proposing more descriptive validation studies.
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