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Abstract: Road intelligence monitoring is an inevitable trend of urban intelligence, and clothing infor-
mation is the main factor to identify pedestrians. Therefore, this paper establishes a multi-information
clothing recognition model and proposes a data augmentation method based on road monitoring.
First, we use Mask R-CNN to detect the clothing category information in the monitoring; then, we
transfer the mask to the k-means cluster to obtain the color and finally obtain the clothing color and
category. However, the monitoring scene and dataset are quite different, so a data augmentation
method suitable for road monitoring is designed to improve the recognition ability of small targets
and occluded targets. The small target mAP (mean average precision) recognition ability is improved
by 12.37% (from 30.37%). The method of this study can help find relevant passers-by in the actual
monitoring scene, which is conducive to the intelligent development of the city.

Keywords: data augmentation; instance segmentation; deep learning

1. Introduction

Pedestrian recognition technology has shown high application value in the fields of
the intelligent transportation system, intelligent security monitoring, and intelligent robot,
and it has become one of the important research directions in the field of computer vision.
However, due to different or too small target scales and the problem of target occlusion
in crowded scenes, pedestrian recognition faces great challenges. The current recognition
algorithm is divided into one-stage recognition and two-stage recognition. The one-stage
recognition method does not need to obtain the suggestion frame stage but directly gener-
ates the category probability and position coordinate value of the object, and then, it directly
obtains the final recognition result. Two-stage recognition focuses on finding the location
of the target object, obtaining the suggestion box, and then classifying the suggestion box
to find a more accurate location. Two-stage recognition can be more accurate, but the
speed is slower. In monitoring, complex scenes are a challenging recognition situation.
Due to the existence of NMS (non-maximum suppression), the traditional recognition
framework makes highly overlapping objects difficult to identify. A low NMS threshold
can cause pedestrian overlap, while a higher one brings in plenty of false positives [1].
Chu [2] introduces the concept of multi-instance prediction, predicts a group of instances
for each suggestion box, and improves the recognition ability of overlapping objects. Wu [3]
analyzed from the perspective of video in the past, using the information of the before
and after frames to correct the information of the current frame. Zhang [4] used 3D point
cloud technology and proposed generating temporal proposals with both current and past
boxes. There is no need to explicitly correlate objects across frames, and the prediction
quality is improved. Recently, the visual attention mechanism [5] has been shown to have
strong performance in a series of visual tasks. Jin [6] added a multi-scale deformation
self-attention mechanism to the one-stage detector, which improved the cross-level spatial
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adaptive features. Zhang [7] considered the direction of coordinate points and added a
coordinate attention mechanism to focus on the region of interest in the image by way of
weight adjustment, which enhanced the feature extraction capability of the model.

At present, researchers prefer to change the model and loss function in the research
direction of pedestrian recognition. This paper tries to solve the problem from the dataset
source. According to the characteristics of monitoring scenarios, it uses data enhancement
methods and sets reasonable ways to improve the identification results. In order to have
more applicability, the recognition of people is changed into the recognition of clothing,
and the corresponding personnel can be found according to the clothing information.
The responsibility of data enhancement is to improve the generalization ability of the
model, which is a key component of the initial stage of the training network. It has proven
to be a key technology for solving a variety of challenging deep learning tasks, including
object recognition [8], natural language understanding [9], text recognition [10] and semi-
supervised learning [11]. Initially, researchers augmented the dataset with some basic
geometric changes, such as cropping and flipping operations, to generate more images with
data perturbations. However, in word recognition, operations such as rotation and flipping
are not applicable, so different augmentation methods need to be designed according to
the needs of different requirements of engineering. Now, more attention is paid to the
data enhancement of auto-tuning parameters. However, the automated approach itself
requires a lot of iteration and is time-consuming. The emergence of GAN (generative
adversarial network) brings a different approach to data enhancement, with generator and
discriminator optimizing in opposite directions to counter training. Brais [12] designed
a downsampled GAN, which requires a large object dataset and a small object dataset.
The large object dataset uses the generator to generate small fake samples, which are mixed
into the small object dataset to fool the discriminator.

The popularity of online stores and the high transaction volume of the clothing market
make clothing retrieval more and more important. Most buyers will filter by search type.
The feature recognition of clothing images has become a hot research topic. Attractive
clothing color details are making more and more people buy clothing in specified colors.
It is also widely used in the security field. Face recognition provides face distinction and
recognition functions for security services. However, in winter or cold periods, facial
information may not be able to correctly compare the similarity with the sample due
to headwear, scarves, and camera angles. In the case that facial information cannot be
obtained normally, clothing features can be used to retrieve and identify specific target
people, which can not only protect the privacy of residents but also identify the target they
are looking for.

With the advancement of technology, deep learning has greatly improved the per-
formance of recognition and classification tasks, and the development of clothing image
datasets [13,14] has promoted the development of clothing feature acquisition. Niza [15] et al.
proposed a segmentation mechanism based on RoI (Region of Interest), which uses human
anatomy to divide the person in the picture into several parts and uses HOG (Histogram of
Oriented Gradient) features for similarity comparison to filter similar images. However,
when shopping, images are often strange. This method requires pictures of specific poses,
so the search is limited and it is difficult to apply in real life. Hussain [16] et al. developed
an intelligent formal clothing recognition system, which is based on scale-invariant features
and artificial intelligence technology for unified clothing classification. The method used
SIFT (Scale-Invariant Feature Transform) and SURF (Speeded Up Robust Feature) features
to extract invariant features in the video and then inputs the features into KNN for training
and optimization feature solving, which can judge the wearing situation of formal clothes
in real time. The CenterNet [17] feature point recognition network of Alexey [18] takes the
target as a point and uses the center point to regress some attributes such as size and 3D
range. The algorithm is simple, fast, and end-to-end. This neural network architecture
has only one stage, each image takes about 35 ms, and it has a high accuracy rate for
clothing recognition tasks. The color of clothing as a non-biological feature is an important
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piece of information that can easily classify people by color. Jiri [19] proposed a clothing
color recognition method, which uses mean filtering to remove the background to extract
the outline of the person and detects the extracted outline using the gradient descriptor
algorithm based on the histogram. It selects 26 nodes as the feature points of human body
parts and finally divides the entire outline into 26 parts and merges them. However, the
algorithm still fails to remove the problem of insufficient background separation ability.

The key issue of this paper is how to make the clothing-based instance segmentation
model improve the generalization ability of the model in the case of a small dataset
and speed up the training speed in the case of a large data volume. Therefore, the data
augmentation of clothing images is designed to increase the generalization ability and
training speed of the model, and a framework for multi-information extraction of clothing
is studied according to the characteristics of instance segmentation. It is worth noting that
the previous clothing recognition task is to detect single information through clustering or
deep learning models. However, this paper not only designs an instance segmentation data
augmentation algorithm but also implements a multi-task clothing information recognition
system. In addition to identifying the type of clothing in the image, color recognition can
also be performed.

For the problems of small datasets and the low efficiency of training, we propose Mask-
Mosaic and Mask-Mosaic++ data augmentation for clothing-based instance segmentation.
The validity of the model is verified from three aspects: time effect comparison experiment,
model switching adaptation experiment, and generalization effect experiment. In the acqui-
sition of color information, in view of the lack of existing background removal, this paper
designs a method combining instance segmentation and clustering to remove background
through powerful instance segmentation and obtain color by k-means clustering used for
foreground pixel information.

For the data augmentation problem in the field of clothing feature recognition, the main
contributions of this paper are as follows.

• Mask-Mosaic and Mask-Mosaic++ data augmentation methods are proposed. Both
of them involve data augmentation of mixed samples, the former can speed up the
training speed of the network, and the latter can improve the generalization ability of
the network. Both of these data augmentation methods combine four pictures into
one picture by placing them in a certain form. In the end, the recognition ability of
Mask-Mosaic++ in the case of small targets and occlusions is greatly improved.

• An integrated system of clothing type recognition and color recognition is proposed.
By using the Mask R-CNN [20] instance segmentation model to predict the clothing
type, the instance mask is input into the k-means clustering, and the main color
information is obtained after k-means clustering of the color.

The remainder of this paper is organized as follows. Section 2 introduces the overall
structure of the model, data enhancement methods, case segmentation model, network
training parameters and model evaluation formula. Section 3 visualizes the effect of the
model and verifies the performance of data enhancement. Finally, Section 4 concludes the
paper and provides guidelines for future work.

1.1. Instance Segmentation

CNN (Convolutional Neural Network) has brought revolutionary changes to many
fields of computer vision in recent years. R-CNN [21] made a breakthrough in using
candidate regions to locate objects, changing the way of image recognition and image
classification. However, the selective search algorithm is used to randomly generate a
large number of candidate boxes, which leads to a slower running speed. In order to solve
this problem, He Kaiming proposed Faster R- CNN [22], which uses a fully convolutional
RPN (Region Proposal Network), which can greatly reduce the speed of recognition frame
generation. In order to further improve the accuracy, He Kaiming added a branch of
prediction mask on the basis of faster R-CNN, which can achieve pixel-level segmentation
masks, with higher accuracy and a certain degree of slowdown. As the transformer [23]
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achieved excellent results in the NLP (Natural Language Processing) task, it has also begun
to migrate to use this method for recognition in vision. The Swin ransformer [5] builds
hierarchical feature maps by incorporating deeper image patches, computes self-attention
only within each local window, and has linear computational complexity over the input
image size. Therefore, it can serve as a general backbone for image classification and dense
recognition tasks.

1.2. Data Augmentation

Data augmentation [24] is mainly divided into three ways: basic geometric transforma-
tions [25,26], mixed sample [27–29], and data augmentation based on generative adversarial
networks [30–32]. The data augmentation of mixed samples brings people different ideas.
Mixup [30] is equivalent to the superposition of two faded images, but this faded method
will change the distribution of data to a certain extent, and there is a negative increase
in the ImageNet dataset. CutMix [28] is used to paste the rectangular frame of the target
key area of one image to a random area of another image. Mosaic [29] randomly crops,
scales, and stitches four images to generate a new composite image, which improves the
robustness of the model for small object recognition. Data enhancement is also applicable to
medical images; magnetic resonance imaging can use discrete wavelet and inverse discrete
wavelet transform to enhance image quality [33].

1.3. Clothing Recognition Task

At present, there is not much research on the task of clothing recognition. This paper
aims to accurately identify the target person from the picture according to the clothing
characteristics of the pedestrian. Clothing mainly has three characters: category, color [33],
and style [34]. In color recognition, it is usually necessary to use clustering to remove the
background. With the development of neural networks, feature point recognition [16,17]
becomes an effective way to remove background. In type recognition, the recognition
is usually performed by means of deep learning. In the style judgment, the recognition
is usually performed from the previous single image clothing separation to the current
multimodal information style judgment method [35].

2. Model

The clothing recognition framework includes two parts: clothing type recognition
and color recognition, as shown in Figure 1. Mask-Mosaic++ data augmentation using
deepfashion2 [36] corrected data in type recognition is followed by Mask R-CNN training.
The trained model splits the mask image of the target and uses k-means clustering to
extract the main color. Finally, the extracted main color and color label is subjected to SVM
(support vector machine) linear training to obtain a model for clothing color recognition.

Backbone
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Figure 1. Clothing Multi-information Recognition Framework.

2.1. Mask-Mosaic++ Data Augmentation

In actual clothing recognition, the targets are often too small, and the number of large
targets in the datasets is relatively large, which cannot fit the reality well, and the huge



Information 2023, 14, 125 5 of 15

amount of data will also bring difficulties for training. As shown in Figure 2, we first
propose Mask-Mosaic instance segmentation data augmentation that can speed up training,
and its principle is similar to the Mosaic [27] target recognition data augmentation method
in yolov4. Four training images are mixed, and the size is changed to 512 pixels by 512
pixels (512 × 512). The four images are randomly flipped, randomly cropped, scaled,
and stitched together. This data augmentation will be verified in subsequent experiments to
speed up the pre-training of the model. The probability of a random flip is 0.5. In random
clipping, if the bounding box area of the original target is less than 0.7 times the original,
the original target will be deleted.

Figure 2. Mask-Mosaic++ data augmentation.

The ultimate purpose of data augmentation is to improve the robustness of the model,
and speeding up the training speed is not the original intention of data augmentation.
Improved Mask-Mosaic++ data augmentation is proposed through a modification of the
strategy. The Mask-Mosaic data augmentation that is shown in Figure 3 selects four distinct
images each time, and the number of datasets is compressed to one-quarter of the original.
The improved Mask-Mosaic++ still selects four images at a time, but the images selected
each time only replace one image for fusion instead of replacing four images, so the size
of the transformed dataset is three less than the original dataset. We added the original
datasets for training, so the amount of data is about twice the original, and the training
strategy is used to regenerate the datasets every 10 rounds for training again.

Figure 3. Data Augmentation Strategy.

2.2. Mask R-CNN

Mask R-CNN was proposed in 2017. This network can obtain high-quality image
segmentation while accurately detecting objects. The network uses the Resnet series net-
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work as the backbone network to perform image feature extraction at different levels. Mask
R-CNN uses the backbone network to compress the feature image twice, three times, four
times, and five times for the construction of the FPN (feature pyramid network) [37] to
achieve multiple fusion. It input the fused image into the RPN (region recommendation
network) to obtain candidate regions that may contain the target object, that is, the sug-
gestion box [22]. Then, it uses the suggestion box to intercept the effective feature layer,
obtains the local feature layer, unifies the intercepted results to a certain size [20], and then
locates, classifies and segments the target.

As shown in Figure 4, Mask R-CNN is an instance segmentation model proposed
by He [13], which is mainly divided into three parts: backbone network, region proposal
network, and RolAlign. RolAlign is a method of generating an Rol (Region of Interest),
and Rol is the proposed region for the original image. The original image extracts a specific
map through the backbone network, inputs the feature map into the region proposal
network, obtains the candidate region, and then inputs the feature map and the candidate
region into RolAlign to obtain a fixed feature map. The output results predict the category,
bounding box, and mask of the image. Due to the feature pyramid structure, there are five
feature maps of different sizes, and objects of different sizes are assigned to different feature
maps. In the observation of the dataset, it is found that the target of the data is too large,
and the target in the application is too small, so the training of the small target should be
increased. It can be seen from formula 1 that the preselected frame is assigned to a feature
map of the feature map P2-P6, depending on the width and height of the target. Therefore,
it will be reduced to obtain the target of the small object so that the target will be allocated
to the small feature map, and the training of the small target will be increased to improve
the recognition ability of the small target. The experimental analysis and application are
calculated as shown in Equation (1).

K =
[
K0 + log2(

√
wh/256)

]
(1)

w and h correspond to the width and height of the preselected box, respectively;
K represents the level at which the preselected box belongs to the feature layer;
K0 generally takes 4.

Figure 4. Mask R-CNN framework.

Mask R-CNN has three branches: prediction of classification loss of target category,
prediction of boundary box loss of target boundary box, and prediction of mask prediction
loss of target contour. Equation (2) is the total loss function, which is the sum of the three.

L = Lcls + Lbox + Lmask (2)

Lcls represents the loss of classification branch;
Lbox represents the loss of the location branch, which is the boundary frame regression loss;
Lmask represents the loss of the split branch, which is the loss of mask.
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Equation (3) is the calculation of classification and location loss. The first half of
Equation (3) represents classification loss, and the second half represents location loss or
boundary box regression loss.

L(pi, ti) =
1

Ncls
∑

i
Lcls(pi, p∗i ) + λ

1
Nreg

∑
i

p∗i Lreg(ti, t∗i ) (3)

Lcls = −[p∗i ln(pi) + (1− p∗i ) ln(1− pi)] (4)

Lreg (ti, t∗i ) = ∑
i

smooth L1(ti, t∗i ) (5)

smoothL1(x) =

{
0.5x2 if |x| | 1
|x| − 0.5 otherwise

(6)

P∗i represents the probability that the ith anchor is predicted to be a true frame;
λ is a constant, generally 10 in the experiment;
ti represents the boundary box regression parameter of the ith anchor predicted;
t∗i represents the regression parameter of the boundary box of the ith anchor corresponding
to the real label;
Ncls represents the number of samples; and
Nreg represents the number of anchor positions.

When training Mask R-CNN, it is also necessary to label the mask: that is, mark the
outline of the object. Lmask is defined as the average binary cross entropy loss function,
as shown in Equation (7). This function will classify each pixel and use the sigmoid function
to perform the secondary classification to determine whether it is the category.

Lmask = −∑
y

y ln(1− ŷ) + (1− y) ln(1− ŷ) (7)

y represents the true value after binarization; and
ŷ represents the predicted value after binarization.

2.3. k-Means Clustering Algorithm

The k-means algorithm is a typical representative of the partition clustering algo-
rithm. In essence, this algorithm is based on the average value of objects in the cluster.
To achieve global optimization, partition-based clustering requires all possible partitions to
be exhausted. The processing process of the algorithm is as follows:

(1) Given a set of sample values X, randomly select k sample points as the center of k
clusters. (2) For each data object, calculate the distance between the object and the center
of k clusters and allocate the remaining samples to a cluster according to the minimum
distance principle. (3) Calculate the arithmetic mean E of all data points in the cluster,
as shown in Equation (8). (4) Repeat two and three times until Equation (9) is established.

E =
K

∑
i=1

∑
X∈Ci

∣∣X− Xi
∣∣2 (8)

|E2 − E1| < ε (9)

K is the total number of clusters, and Xi is the average value of cluster Ci.
ε is a small number, E1 and E2, respectively, represent the results of the previous and

second iteration of Equation (9).

2.4. Network Training

We conduct all the experiments on NVIDIA GTX 1070Ti with the tensorflow1.15.0
and Keras2.1.5 frameworks. The size of the input training network image is 512 × 512
pixels, and the non-maximum suppression value of the suggested box is 0.7. The number
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of boxes before is 1000, the resnet101 network is used as the backbone network, and the
ratio of positive and negative samples is 1:3. In terms of optimizer selection, Adam can
have faster gradient descent, and SGD (Stochastic Gradient Descent) is relatively more
inclined to tuning. The mixed use of Adam and SGD was initially used, and the test found
that the mixed use is not as effective as the direct use of SGD. Based on this, an optimizer
in the form of SGD+Momentum is used to iterate for 40 epochs with a learning rate of
3 × 10−4. Usually, the evaluation standard of data augmentation is based on the results of
Box AP and Mask AP. In this experiment, Box AP is used for verification. It is better to use
a pre-trained model in the case of small data [36], and for the initialization parameters of
the backbone network, the coco dataset is used to pre-train the model.

2.5. Model Assessment

The mAP index is used for the evaluation of data enhancement results. mAP is defined
as the average of the curve areas of precision (P) and recall (R) for each category. Generally
speaking, when R is very low, P is very high. When more objects are recognized, more
errors are recognized, and P may decrease. Finally, when all objects are recalled, that is, r is
1. At this time, the area of the curve from 0 to 1 is the AP value of this category. P, R, AP
and mAP are calculated by Equation (10), Equation (11), Equation (12) and Equation (13),
respectively.

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

AP =
∫ 1

0
P(R)dR (12)

mAP =
∑C

i=1 APi

C
(13)

TP, FP and FN are true positive, false negative and false positive, respectively, C is the
number of categories, each category has an AP value, and P(R) is the P value when R is a
certain value.

3. Results

As shown in the left of Figure 5, with the idea of solving the difficulty of identifying
complex scenes, a two-stage detector was used. Trading precision for speed, it is only
about four frames, but in a surveillance scenario, recognition can be set to three to four
frames (GTX 1650 GPU) per second. The most important thing is that it can be selectively
identified according to the color and category of clothing, and it can select specific clothing
information to find relevant people, as shown in the right of Figure 5.

Figure 5. On the left is the resulting figure identifying clothing categories and colors at the same
time, and on the right is the category set to recognize trousers.
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3.1. Dataset

The data enhancement is based on the fact that the data volume is relatively small, so
only a portion of the deepfashion2 [38] dataset was selected, as shown in Table 1. Moreover,
it is difficult to label the instance segmentation dataset. As shown in Figure 6, it is inevitable
that there will be multi-labeled and incorrectly labeled images, which will affect the training
and need to use Labelme to re-label the mask.

0 : _background_


1 : long sleeve top1


2 : trousers1


0 : _background_


1 : long sleeve top1


2 : skirt1


0 : _background_


1 : trousers1
 0 : _background_


1 : skirt1

2 : long sleeve top1


3 : skirt1


Figure 6. Adjusting the wrong (top) clothing tag to the correct one (bottom).

Table 1. Dataset.

Dataset Train Valid Test

Deepfashion2 [38] (a little) 1044 456
degree of occlusion object size

small moderate serious small medium large normal test
269 265 193 191 253 192 418

3.2. Data Augmentation Experiment

In this section, we will show that Mask-Mosaic++ is an effective data augmentation
method and provide the reasons. Table 2 gives the comparison results of mAP in the case
of original data and data augmentation training. It can be seen that from the degree of
occlusion and the size of the target, two cases are performed to verify the effectiveness of
this data augmentation. It can be seen that in the case of a small amount of data, Mask-
Mosaic++ has an average improvement of 6.17% compared with the model trained on the
original data in different degrees of occlusion. In the case of smaller instance sizes, there is
a significant increase of 12.37%.

The reason can be explained. Most of the images of the original data have an area
larger than 512 × 512, and the size of the four placement areas of the image in the data
augmentation is about 205 × 205∼307 × 307 pixels. Therefore, many pictures have to be
reduced to more than twice the original size. In the section on the clothing recognition
model, the value of K obtained from Equation (1) is reduced by 1, and the number of feature
maps trained with small fields of view is increased accordingly. It can be seen from the
Mask R-CNN frame diagram that in the training process, as shown in P2–P5, the smaller
the feature map, the more detailed things can be trained, and it has a certain feedback
effect on the network area with a large field of view. Therefore, a model trained in this
way will effectively increase the ability to recognize small objects. Mask-Mosaic++ has
a certain degree of improvement compared to the original results in various occlusion
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situations, mainly because it generates some occlusion-like data through random clipping,
which directly increases the model’s anti-occlusion ability. Use the valid dataset, we try to
replace different backbone networks and train these backbone models on the image size
of 512 × 512. As shown in Table 3, the applicability of Mask-Mosaic++ is still very good,
while the performance of Mask-Mosaic has dropped significantly. From the mAP change
graph in Figure 7, it can be seen that Mask-Mosaic cannot be trained effectively, so I want
to check the change of Mask-Mosaic generalization ability by observing val_loss.

Table 2. Instance segmentation mAP for different augmentation strategies.

Resnet101(512)
Degree of Occlusion Target Size

Small Moderate Serious Small Medium Large

APiou =0.50
box Original 34.89 32.33 31.11 30.37 35.75 34.59

APiou =0.50
box Mask-Mosaic 32.60 32.63 25.55 36.05 30.35 26.89

APiou =0.50
box Mask-Mosaic++ 39.8 1 39.90 37.13 42.74 39.65 38.52

APiou =0.75
box Original 25.62 23.43 17.62 21.67 24.35 22.56

APiou =0.75
box Mask-Mosaic 22.73 23.34 15.23 25.36 20.57 16.39

APiou =0.75
box Mask-Mosaic++ 29.63 29.47 26.35 30.28 28.37 28.88

APbox Original 17.26 13.68 13.33 12.19 16.58 14.36
APbox Mask-Mosaic 14.75 14.26 10.38 16.48 11.78 8.37
APbox Mask-Mosaic++ 20.75 19.89 18.38 21.45 17.45 18.23

Table 3. Validation using two backbone networks on the common testing set.

Model #Params APiou =0.75
box

Resnet101 FPN (512) 250 M 33.49
w/Mask-Mosaic 250 M 29.38

w/Mask-Mosaic++ 250 M 37.65

Resnet51 FPN (512) 175 M 24.82
w/Mask-Mosaic 175 M 12.34

w/Mask-Mosaic++ 175 M 27.49

As shown in Figure 8, the change diagram of val_loss and train_loss, train_loss is
a normal decline, only Mask-Mosaic++ can effectively decline in the change of val_loss,
val_loss in the original tends to remain unchanged, and val_loss of Mask-Mosaic has
an increased trend, indicating data overfitting. These findings indicate that only Mask-
Mosaic++ can effectively improve the generalization ability of the model in the case of a
small number of clothing datasets.

Although the Mask-Mosaic data augmentation experiment has a negative effect on
the generalization ability, due to the advantages of the Mask-Mosaic datasets enrichment,
it may speed up the training speed, so we tried a speed comparison experiment in this
paper. Since the time consumed by saving the model is quite different from the training
time, it is found through experiments that the size of the dataset is almost proportional to
the training time. We take one epoch as the time benchmark for Mask-Mosaic training: that
is, Mask-Mosaic, Mask-Mosaic++, and original training for one epoch consume the time
of 1, 8, and 4, respectively. It can be seen from Figure 9 that Mask-Mosaic can speed up
the pre-training speed. When the datasets are huge, Mask-Mosaic can be used to improve
the pre-training effect and then use the original datasets or Mask-Mosaic++ datasets for
training. In the case of a large instance segmentation dataset, Mask-Mosaic can be used to
speed up the training in the early stage, and Mask-Mosaic++ or the original dataset can be
used for replacement in the later stage.
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Figure 7. mAP changes of different backbone networks.

Figure 8. Comparison of val_loss and train_loss.

Finally, different one-stage detectors were used for verification. As shown in the
Table 4, Mask-Mosaic++ data enhancement is feasible. In YOLOv5n and YOLOCT ++ [39],
the two most advanced detectors, mAP improved by 1.36% and 1.47%, respectively.

Table 4. Validation using two backbone networks on the common testing set.

Model APiou=0.50
box APiou=0.50

mask

YOLOv5n + Resnet101 31.79 30.36
YOLOv5n + Mask-Mosaic++ 33.15 31.65

YOLOCT++ + Resnet101 32.58 31.22
YOLOCT++ + Mask-Mosaic++ 34.05 32.52
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Figure 9. Time effect comparison.

3.3. Clothing Color Recognition

The effect of color clustering in different spaces is different. In addition, even though
the foreground is clean, monochrome outfits are rare. For example, if the clothes are mostly
black and k is 1, the result might not be black. Therefore, the k values of different color
spaces and k-means are compared experimentally.

Color recognition is carried out on the basis of instance segmentation. Regardless of
whether the instance segmentation classification is correct, we only look at the accuracy
of the color at the final corresponding position. The mask of the instance segmentation is
the outline of the object, which is 26 pixels by 26 pixels. By mapping the mask graph to
the original graph, it collects the pixels of the target, and these pixels are the data source
of k-means clustering. The number of pixels varies according to the target size. We add
the color attribute to the deepfashion2 dataset, using only 400 images, in which the ratio
of training and testing is 8:2. We can see in Table 5 that the best result is 76.66% after
converting the mask of the image to HSV space and using the SVM linear classifier to
train it. It can be seen that the correct increase of the k value can eliminate the erroneous
influence of the secondary color to a certain extent.

Table 5. The influence of k value of k-means on accuracy.

1 2 3 4

RGB_image + RGB_k-means 1 73.33% 75% 75% 73.33%
RGB_image + HSV_k-means 71.66% 73.33% 73.33% 75%
HSV_image + RGB_k-means 63.33% 65% 62% 65%
HSV_image + HSV_k-means 71.66% 75% 76.66% 73.33%

1 RGB_image means to convert the mask of the image to RGB value. RGB_k-means means to convert the masked
values into RGB format. If the mask itself is RGB, no transformation is required.

4. Discussion

At present, there are few kinds of research on instance segmentation data augmenta-
tion, and different augmentation methods are suitable for different practical applications.
To this end, this paper proposes a data augmentation algorithm Mask-Mosaic++ for cloth-
ing instance segmentation. Experimental results show that this data enhancement method
can increase the generalization ability of the model and prevent the model from overfitting.
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The recognition ability of small target objects and occluded objects is improved. It also
provides a simple expansion idea for splitting datasets for instances with small amount
of data. Although the performance of Mask-Mosaic is not very good, it can be seen from
Figure 9 that Mask-Mosaic can accelerate the early training speed. Continuing training
on the Mask-Mosaic++ dataset can speed up the pre-training. In terms of application
value, this paper proposes a clothing recognition method that combines clothing type
recognition and color recognition. Experiments show that Mask R-CNN can extract the
foreground of clothes, which can solve the problem of insufficient background separation
in complex cases. The combination of the two tasks makes up for the problem of insuf-
ficient background removal in complex scenes and provides a new idea for information
acquisition. This method can be directly optimized by replacing the model and clustering
algorithm. Target tracking applications can be extended in the future. Tracking people in
blue, for example, also provides an alternative way of thinking about goal-tracking apps.
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