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Abstract: Most of the existing estimation methods of spreading code sequence are not suitable for the
QPSK-DSSS. We propose a spreading code sequence estimation method based on fast independent
component analysis (Fast-ICA). It mainly includes signal preprocessing, calculations of separation
matrix, and spreading code sequence. Firstly, the received signal is segmented according to the
period of the spreading code sequence, and the covariance matrix can be calculated. Then, the signal
subspace and corresponding eigenvalues are obtained by eigenvalue decomposition of the covariance
matrix. Subsequently, the received signal matrix needs to be whitened. Finally, the Fast-ICA algorithm
is used to find the separation matrix to estimate the in-phase and orthogonal spreading code sequence.
The experiment result shows that the estimation of the spreading code sequence can be carried out
based on Fast-ICA under a low SNR of −12 dB. Compared with the constant modulus algorithm
(CMA) and the decomposition method for the real part of the self-covariance matrix (EVD-R), this
method has a better performance.

Keywords: independent component analysis; QPSK-DSSS; spreading code estimation; signal whitening;
low SNR

1. Introduction

The direct sequence spread spectrum (DSSS) signal has the advantages of low power
spectral density, low probability of interception, strong anti-interference ability, and good
security performance [1]. Therefore, it is widely used in military and civil communi-
cation systems such as code division multiple access (CDMA) communication systems,
tactical communication systems, tracking, and data relay satellite systems, etc. [2]. For
non-cooperative receivers, even if the signal is intercepted, when the spreading code se-
quence cannot be accurately estimated, the original signal cannot be demodulated from the
intercepted signal [3]. Therefore, how to accurately estimate the spreading code sequence
of the spread spectrum signal under non-cooperative conditions has been a hot issue in the
field of DSSS signal reconnaissance and processing.

The research on blind estimation of the spreading code sequence of DSSS signals
mainly focuses on the baseband DSSS signal and the binary phase shift keying (BPSK)
modulated DSSS signal. It mainly includes the covariance matrix eigendecomposition
method, the correlation coefficient judgment method, the principal component analysis
method, and the neural network method, etc. Choi, H. et al. proposed a spreading
code sequence estimation method based on turbo processing [2]. This method can be
implemented for both synchronous and asynchronous cases. Sun, X.Y. et al. proposed a
spreading code sequence blind estimation algorithm based on fractional low order (FLO)
joint M estimation [3]. This method further reduces the noise component of the received
signal by constructing the fractional low order matrix of the received signal and using the
weighted M estimation function. Mehboodi, S. et al. proposed a method of estimating the
spreading code sequence by judging the correlation coefficient after segmenting the received
signal according to the period [4]. By selecting some symbols in each cycle for the correlation
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operation, the correlation length is reduced and the calculation amount of the algorithm is
reduced. Xiong, G. et al. designed an optimal estimator using the Hebb criterion [5]. They
used the neural network method to estimate the spread spectrum sequence and improved
the real-time performance of the algorithm. Some methods for estimating the spreading
code sequences of long code DSSS signals have also been proposed [6,7]. The algorithms
above were all researched on DSSS signals with BPSK modulation. They were not suitable
for DSSS signals modulated by QPSK.

Because the I/Q (in-phase/quadrature) of the QPSK-DSSS signal used different spread-
ing sequences, the principal component eigenvectors of the signal correlation matrix were
stretched by two spreading code sequences. Therefore, these traditional algorithms could
not be directly used. Zhang, H.G. et al. pointed out that the two-dimensional signal
subspace after the eigendecomposition of the covariance matrix of the QPSK-DSSS signal
has a fuzzy emirates matrix, hence it cannot be directly used to estimate the spreading
code sequence [8]. They modeled the question as the solution to emirate the matrix fuzzy
problem of the signal subspace, and then optimized the solution according to the constant
model characteristic of spreading sequences. However, the performance of this algorithm
was seriously degraded in the case of a low signal to noise ratio (SNR). Qiu, Z. Y. et al.
studied the problem of QPSK-DSSS signal spreading sequence estimation with residual
frequency offset based on Zhang, H.G. et al. [9]. However, this method has poor per-
formance in the case of low SNR. Chen, X.L. et al. proposed a spreading code sequence
estimation method based on signal correlation matrix spectral norms and correlation matrix
eigendecomposition combined with an all-digital phase-locked loop [10]. However, this
method is computationally intensive.

Independent component analysis (ICA) is a commonly used signal blind source sep-
aration algorithm. It has both fixed point and floating point types. It has applications in
feature extraction [11], blind separations of speech signals [12], images, and underwater
acoustic signals [13], etc. Fast-ICA algorithm is a fast optimization iterative neural network
algorithm proposed by Hyvarinen, A. [14]. It treats the received signal as a linear combina-
tion of multiple independent signals and separates the different types of signals from the
mixed signal by using a separation matrix. This method has the characteristics of simple
calculation and fast convergence [15]. In the spread spectrum communication system, it is
mainly used to estimate the spread spectrum code sequence of the CDMA system [16–18].
In Ref. [16], Albataineh, Z. et al. proposed a new blind detection algorithm based on
hyper-differential evolution (H-DE) combined with ICA, which improved the accuracy of
information code extraction in CDMA signals. In Ref. [17], Tian, R.X. et al. proposed an
efficient iterative dimension-increasing method based on Fast-ICA algorithms to obtain
the spreading code sequence of the DS-CDMA signal. The method blindly estimated the
entire or part of the periodic spreading sequence from a small spreading period to a larger
spreading period, and then used the two-norm of the vector to separate the spreading
code sequences of different spreading periods, and finally obtained the spreading code
sequences of all users. These methods can bring some reference to the estimation of the
spreading code sequence of the QPSK-DSSS signal.

The motivations and contributions of this paper are as follows:

• This paper mainly focuses on the spreading code sequence estimation problem of
QPSK- DSSS signals modulated by two different spreading code sequences with
the same period. A blind estimation method of QPSK-DSSS signal spreading code
sequences based on Fast-ICA algorithms is proposed.

• The proposed estimation method of spreading code sequences mainly includes signal
whitening, separation matrix calculation, and spreading code extraction.

• The computational complexity of the algorithm is analyzed in Section 3.4 and is
compared with other algorithms.

• In Section 4, we make experiments to study the influence of different spreading
code lengths, information code lengths, frequency offsets, and different SNR on the
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spreading code estimation method. Finally, it is compared with the existing spreading
code estimation method of QPSK-DSSS signal.

The rest of this paper is structured as follows. In Section 2, we elaborate the model of
the QPSK-DSSS signal, and analyze the feasibility of Fast-ICA algorithms. In Section 3, we
present a spreading code sequence estimation algorithm of the QPSK-DSSS signal based on
Fast-ICA, which mainly includes signal whitening, separation matrix calculation, spreading
code extraction, and algorithm complexity analysis. Section 4 is the simulation experiment
and result analysis where we analyze the estimation performance of the proposed algorithm
under different SNR, spreading code lengths, information code lengths, and residual
frequency offsets, and compare them with CMA and EVD-R algorithms. Section 5 is the
conclusion of this paper and the future work directions.

2. QPSK-DSSS Signal Model

The QPSK-DSSS signal model is shown in Figure 1. The information sequence, S(t),
is mapped into in-phase branch, a(t), and quadrature branch, b(t), after serial-to-parallel
conversion. Then, two different spreading code sequences with the same period is used
to spread the I/Q (in-phase/quadrature) two channels, respectively. When the spread
spectrum signal passes through the forming filter, the two channel signals will be carrier
modulated with mutually orthogonal carriers. Finally, the two signals can be combined to
be the QPSK-DSSS signal.
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Figure 1. QPSK-DSSS signal model diagram. 
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Figure 1. QPSK-DSSS signal model diagram.

The QPSK-DSSS signal is equivalent to the synchronized two-user BPSK-DSSS signal.
The model can be expressed as:

r(t) = A(a(t)P1(t) + jb(t)P2(t))ej2π fct + n(t) (1)

where A represents the amplitude of the signal, and n(t) represents white Gaussian noise.
We assume that the spreading code period, carrier frequency, and code rate have been
obtained. Therefore, the discrete form of the baseband signal with noise obtained by
down-converting and sampling the signal represented by Equation (1) can be expressed as:

r(k) = A[a(k)P1(k) + b(k)P2(k)] + n(k) (2)

where k = 0, 1, 2, . . . , N − 1, N represents the total number of symbols after spreading. If
we segment the received signal, r(k), without overlapping by the spreading code period L,
we can obtain the received signal matrix R as the following:

R =


r(1) r(2) · · · r(L)

r(L + 1) r(L + 2) · · · r(2L)
...

...
. . .

...
r((M− 1)L + 1) r((M− 1)L + 2) · · · r(ML)

 (3)
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where M is the number of information codes, and L is the length of the spreading code
sequence, so N = LM. Substituting Equation (2) into Equation (3), we can get:

R = A


a(1)P1(1) + b(1)P2(1) a(1)P1(2) + b(1)P2(2) · · · a(1)P1(L) + b(1)P2(L)
a(2)P1(1) + b(2)P2(1) a(2)P1(2) + b(2)P2(2) · · · a(2)P1(L) + b(2)P2(L)

...
...

. . .
...

a(M)P1(1) + b(M)P2(1) a(M)P1(2) + b(M)P2(2) · · · a(M)P1(L) + b(M)P2(L)

+


n1
n2
...

nM



= A


a(1) b(1)
a(2) b(2)

...
...

a(M) b(M)


[

P1(1) P1(2) · · · P1(L)
P2(1) P2(2) · · · P2(L)

]
+


n1
n2
...

nM


(4)

Making S =


a(1) b(1)
a(2) b(2)

...
...

a(M) b(M)

, P =

[
P1(1) P1(2) · · · P1(L)
P2(1) P2(2) · · · P2(L)

]
, N =


n1
n2
...

nM

, then

R = ASP + N (5)

It can be found that the recovery of the spreading code from the received signal is a
typical blind source separation problem. Therefore, the spreading code can be extracted by
the Fast-ICA algorithm.

3. Spreading Code Estimation Based on Fast-ICA Algorithm

The Fast-ICA algorithm is based on kurtosis, maximum likelihood estimation, maxi-
mum negative entropy, and other forms [13]. In this paper, the Fast-ICA algorithm based
on maximum kurtosis is used to estimate the spreading code sequence. According to the
central limit theorem, the solution is to find an optimal separation matrix, W, by maximiz-
ing the non-Gaussian property of WT . In this paper, the objective function to measure the
non-Gaussianity is the kurtosis function. When the kurtosis function reaches the maximum
value, the optimal separation matrix, W, can be obtained. Then, the two spreading code
sequences can be restored from the receiving signal after whitening. The algorithm frame
diagram is shown in Figure 2.
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3.1. Signal Whitening

Since the signals of each cycle of the received signal, R, are correlated, before using the
Fast-ICA algorithm to estimate the spreading code sequence, the received signal needs to
be whitened [16]. The new vector after whitening,ṽ, must satisfy E

{
ṽṽT

}
= I. Whitening

can remove the correlation between the received signal data, and it can simplify the blind
separation algorithm, and then to improve the separation performance of the signal blind
separation algorithm [17]. This process can be achieved by doing eigendecomposition,
which is shown in the following:

(1) The first step is calculating the covariance matrix of the received signal, r(t), Rr =
1
M RRH.

The larger M means, the richer the information of the spreading sequence contained
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in the received signal. Therefore, theoretically, under the same condition of the SNR,
the longer the information code length, M, means the better the estimation effect of
the spreading sequence;

(2) Then, the eigendecomposition should be performed on Rr, as shown in Equation (6).

Rr = [Us Un]

[
Λs

Λn

][
Us Un

]H (6)

where Us represents the signal subspace, Un represents the noise subspace, Λs and Λn
are the matrices formed by the eigenvalues corresponding to the vectors constituting
the signal subspace and the noise subspace, respectively.

(3) Finally, the received signal should be whitened using Us and Λs.

Z = Λs
−1/2Us

HR (7)

3.2. Calculate the Separation Matrix

In the process of estimating the spreading code, the absolute value of kurtosis is used
as the objective function to measure non-Gaussianity, which is

J(W) = |kurt(y)| =
∣∣∣kurt(WTZ)

∣∣∣ (8)

where W is the separation matrix. Therefore, maximizing non-Gaussianity is equiva-
lent to finding the maximum of J(W) where the constraint is of ‖W‖ = 1. Kurtosis
is an index to define the non-Gaussianity of a random variable, which is defined as
kurt(y) = E

{
y4}− 3E2{y2}, where the random variable y is assumed to have zero mean.

Therefore, by calculating the absolute gradient of the kurtosis of WTZ, we obtain,

∂|kurt(WTZ)|
∂W = ∂

∂W

√
kurt2(WTZ)

= 1
2
√

kurt2(WTZ)
2kurt(WTZ) ∂

∂W kurt(WTZ)

= sign
(
kurt(WTZ)

)
∂

∂W

[
E
{
(WTZ)4

}
− 3E2

{
(WTZ)2

}]
= 4sign

(
kurt(WTZ)

)[
E
{

Z(WTZ)3
}
− 3WE

{
(WTZ)2

}] (9)

The data after whitening satisfies the Equation E
{
(WTZ)2

}
= ‖W‖2 = 1, so Equation (9)

can be simplified as:

∂
∣∣kurt(WTZ)

∣∣
∂W

= 4sign
(

kurt(WTZ)
)[

E
{

Z(WTZ)
3}− 3W‖W‖2

]
(10)

Therefore, W ∝
[

E
{

Z(WTZ)3
}
− 3W‖W‖2

]
, ∝ means equivalent, we can get

W =
[

E
{

Z(WTZ)
3}− 3W

]
(11)

W =
W
‖W‖ (12)

Equations (11) and (12) are repeated until the convergence condition is achieved. Then,
W can be used to isolate an independent component. In order to avoid getting the same
sequence in every time, it is necessary to perform Schmidt orthogonalization on W obtained
both this time and before. Assuming that the j-th components has been obtained, it is
necessary to orthogonalize W before extracting the (j + 1)-th component,

Wj+1 = Wj+1 −
j

∑
i=1

Wj+1
TWjWj (13)
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Wj+1 =
Wj+1

‖Wj+1‖
(14)

3.3. Calculate the Spreading Code Sequence

After calculating the separation matrix W, the operation of Equation (15) is performed
through the separation matrix, W, to separate the spreading code sequence from the
whitened received signal.

P̃ = sign
(

WTZ
)

(15)

The spreading code sequence estimation steps based on the Fast-ICA are shown in
Table 1.

Table 1. The steps of the spreading code estimation method based on Fast-ICA.

Step 1: Use Rr = E
{

RRH} to calculate the covariance matrix of the received signal. Then, the
eigendecomposition of this matrix is used to get Us and Λs;
Step 2: Compute the whitened signal Z by Equation (7);
Step 3: Set initial values for the separation vector Wj, and normalize it by using Equation (12);
Step 4: Iterate according to Equation (11), and use Equation (12) to unitize the iterative result for
each iteration;
Step 5: Determine whether the separation vector Wj converges, if not, return to step 4;
Step 6: Orthogonalize the separation vector Wj by Equation (13);
Step 7: Determine whether all source signals have been completely separated.That is to judge
whether j is less than the number of spreading sequences, if not, return to Step 4 until all
spreading sequences are separated;
Step 8: The estimated spreading code sequence

[
P̃1 P̃2

]
is calculated by Equation (15).

3.4. Algorithm Complexity Analysis

In this paper, the proposed estimation method of spreading code sequences mainly
includes signal whitening, separation matrix calculation, and spread spectrum code ex-
traction. The computational complexity of signal whitening is O(M3 + M2L + 2ML + 4L).
The computational complexity of Equation (11) is O(4L). Assuming convergence after k
iterations, the computational complexity of calculating the separation matrix is O(8kL). It
is estimated that the computational complexity of spread spectrum code is O(4L). There-
fore, the total computational complexity of the proposed spread spectrum code estimation
method is O

(
M3 +

(
M2 + 2M + 8 + 8k

)
L
)
.

The computational complexity of the CMA is O
(

L3 + ML2 + KL
)
, K represents the

number of iterations, and its size depends on the size of the iteration interval and the
iteration step. The computational complexity of the EVD-R is O

(
L3 + ML2 + 4L

)
. In this

paper, k = 2, K = 300, so the complexity of Fsat-ICA is O
(

M3 +
(

M2 + 2M + 24
)

L
)
, the

complexity of the CMA is O
(

L3 + ML2 + 300L
)
. If L is a constant, for example, L = 127, the

complexity curves of the three algorithms versus M are shown in Figure 3.
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It can be seen that when M is less than L, the complexity of the Fast-ICA is less than
the other two algorithms. In this condition, the Fast-ICA has a lower complexity. When M
is bigger than L, the complexity of the Fast-ICA will no longer be an advantage.

4. Simulation Experiment and Result Analysis

This paper uses the average bit error rate (BER) to evaluate the estimation performance
of the spreading sequence [19,20]:

BER =
1
K

K

∑
i=1

errorNum
2L

(16)

where errorNum represents the number of different spreading codes from the original
spreading codes in the estimation result of spreading codes, and K represents the number
of experiments. The smaller the average BER, the better the estimation performance. If
BER = 0, it means that the estimated value is equal to the true value.

In order to verify the performance of our algorithm, the influence of SNR, the spread-
ing code length, the information code length, and the residual carrier are researched by
simulation experiments. The performance is compared with other algorithms.

4.1. Relationship between BER and Spreading Code Length

In order to study the effect of spreading code length on the estimation performance,
m-sequences with lengths of 127, 255, 511, 1023, and 2047 bits are used, respectively. In the
simulation, the information code length is 200 bits, the spreading code rate is 1 MHz, the
information code rate is 1/L MHz, and the sampling rate is 1 MHz; there is no residual
carrier. One hundred Monte Carlo experiments are performed with different spreading
code sequence lengths, and the results are shown in Figure 4.
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It can be seen that no matter how long the spread spectrum code sequence is, the
BER of the estimated result decreases continuously with the increase in the SNR. When
the SNR is higher than −8 dB, the spreading code sequence estimation method proposed
in this paper is no longer affected by the length of the spreading code. When the SNR
is lower than −8 dB, the longer the spreading code is, the lower the average BER is. It
shows that in the case of low SNR, the longer the spreading code length is and the better
the estimation performance.

4.2. Relationship between BER and Message Code Length

In order to study the influence of the information code length on the estimation
performance, the information code length M = [100 : 50 : 800] bit is selected. The SNR is
−10 dB, the length of the spreading code is 255 bits, and other experimental parameters are
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the same as those in Section 4.1. One hundred Monte Carlo experiments were performed
with different information code lengths, and the results are shown in Figure 5.
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From the experimental results in Figure 5, it can be seen that the longer the information
code is, the lower the bit error rate. When the length of the information code reaches 750 bits,
the method proposed in this paper estimates a nearly completely correct spreading code
sequence when the SNR is −10 dB. The larger the length of the information code, the richer
the information of the spreading code sequence contained in the received signal. We can
get a more accurate estimation result of the spreading code sequence under the same SNR.
In practical application, it is easier to estimate the spreading code when the longer signal
is intercepted.

4.3. Relationship between BER and Residual Carrier

In order to study the effect of the residual carrier on the estimation performance, the
residual frequency offsets in the simulation experiments were selected to be 10, 100, 500,
1000, and 2000 Hz, respectively. The length of the spreading code was 127 bits, the length
of the information code was 100 bits, the SNR was [−20 dB, 0 dB], and other experimental
parameters were the same as in Section 4.1. One hundred Monte Carlo experiments were
performed with different residual frequency offsets, and the results are shown in Figure 6.
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From the simulation results in Figure 6, it can be seen that the effect of different
residual frequency offsets on the estimation results is smaller with the lower SNR. When
the SNR is −20 dB, the maximum difference of the average BER between the different
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residual frequency offsets is 4%. When the residual frequency offset is less than 100 Hz,
the residual frequency offset has little effect on the spreading code estimation, and the
estimation result is not affected by the residual carrier when the SNR is greater than 5 dB.
When the residual frequency offset is greater than 100 Hz, the larger the residual frequency
offset is, and the worse the estimation performance. The algorithm proposed in this paper
is not suitable for the situation with a large residual frequency offset.

4.4. Comparison Experiment with Different Methods

In order to study the estimation performance of the method proposed in this paper, it
is compared with the QPSK-DSSS signal spreading sequence estimation method based on
CMA [8] and EVD-R [9]. In the simulation experiment, the spread spectrum code period is
127 bits, the information code length is 100 bits, the other experimental parameters are the
same as in Section 4.1. One hundred Monte Carlo experiments were performed, and the
results are shown in Figure 7.
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It can be seen from the Figure 7 that with the increase in the SNR, the average BER
of the three algorithms all decreased. However, when the SNR is lower than −14 dB, the
average BER of the Fast-ICA is almost 5% lower than the EVD-R and CMA. When the SNR
is above −14 dB, the average BER of the EVD-R and Fast-ICA gradually tend to be the
same. However, the average BER of CMA has reached a constant of about 15% value when
the SNR reaches −9 dB. When the SNR is above −5 dB, the average BER of the Fast-ICA is
less than 2%, which is same to the EVD-R. Overall, the spreading code estimation method
of Fast-ICA is superior to the EVD-R and CMA.

5. Conclusions

Most research on the estimation of spreading sequences has been aimed at BPSK-DSSS
signals. In this paper, by studying the generation principle of QPSK-DSSS signal, it can
be equivalent to two channels of the BPSK-DSSS signal, which is similar to a two-user
DS-CDMA signal. We proposed a spreading code estimation method of QPSK-DSSS signal
based on Fast-ICA algorithm.

Theoretical analysis and simulation results show that the Fast-ICA can effectively
estimate the two-channel spreading code sequence of QPSK-DSSS signal under the condi-
tion of low SNR. Through a comparative experiment, it shows that the performance of the
Fast-ICA is better than CMA and EVD-R. Meanwhile, when the number of information
codes, M, is less than the period of spreading codes, L, the computational complexity of the
Fast-ICA is less than the other two algorithms. However, the estimation performance of
the proposed algorithm is poor in the case of large residual frequency offset, which needs
to be improved. Next, we plan to further study how to reduce the influence of frequency
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shifts on the algorithm estimation results and consider the deep learning method in the
spreading code sequence estimation.
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