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Abstract: The induction of the semantics of unstructured text corpora is a crucial task for modern nat-
ural language processing and artificial intelligence applications. The Named Entity Disambiguation
task comprises the extraction of Named Entities and their linking to an appropriate representation
from a concept ontology based on the available information. This work introduces novel method-
ologies, leveraging domain knowledge extraction from Wikipedia in a simple yet highly effective
approach. In addition, we introduce a fuzzy logic model with a strong focus on computational
efficiency. We also present a new measure, decisive in both methods for the entity linking selection
and the quantification of the confidence of the produced entity links, namely the relative commonness
measure. The experimental results of our approach on established datasets revealed state-of-the-art
accuracy and run-time performance in the domain of fast, context-free Wikification, by relying on an
offline pre-processing stage on the corpus of Wikipedia. The methods introduced can be leveraged as
stand-alone NED methodologies, propitious for applications on mobile devices, or in the context of
vastly reducing the complexity of deep neural network approaches as a first context-free layer.

Keywords: named entity disambiguation; text annotation; context-free Wikification; word sense
disambiguation; ontologies; Wikification; fast Wikification; artificial intelligence; machine learning

1. Introduction

The natural languages’ immanent peculiarities introduce several challenges in the
semantic interpretation of unstructured text corpora. Specifically, the linguistic phenomena
of homonymy and polysemy entail the coexistence of diverse potential perceptions for
a word or phrase in different occurrences and contextual information backgrounds. The
research area of Artificial Intelligence (AI) and Natural Language Processing (NLP) engaged
with this class of predicaments is known as Named Entity Disambiguation (NED). The
focus of this domain is the semantic resolution, convergence, and assignment, of a textual
mention or text unit, to a corresponding entity concept from an ontology or knowledge base.

The research area of NED domain is gaining popularity at the limelight of recent
works in the semantic search, web search, information retrieval, and data mining, as deeper
knowledge acquisition is essential for attaining more expressive and, hence, more accurate
results, in contrast with the widely adopted semantically superficial approaches exhibiting
knowledge-acquisition impediments. Subsequently, the NED task is crucial in knowledge
extraction processes for research and commercial purposes in the broader Al, information,
and Internet industries.

Wikipedia is one of the largest online general knowledge sources of encyclopedic
structure. It consists of millions of articles, which are developed and maintained by the con-
vergence of abundant points of view from a large online community of active contributors,
editors, and administrators. Therefore, each such article tends to summarize a consensus of a
semantic concept, hence, the entire structure of Wikipedia can be leveraged and interpreted
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as an ontology or knowledge base. The affluent contextual and link structure within the
corpus of Wikipedia articles is being fruitfully exploited by several similar works, for
high-performing NED applications, in a task that is commonly known as Wikification in
the relevant literature [1-9].

The maintenance of ontologies and knowledge sources in general has been among
the key adversities on the NED task, as concepts tend to change over time while new
conceptual areas emerge. The integration of Wikipedia as a knowledge source in the
task, led to considerable advances in the knowledge acquisition challenge and substantial
progression at the antagonistic knowledge source resolution, as the article knowledge-
convergence process is leveraged for deriving a set of widely accepted textual descriptions
for a vast set of concepts in the form of encyclopedic articles.

Research works on several Al applications and fields have adopted deep neural net-
work architectures with noteworthy success in the domains of computer vision [10], image
analysis and processing [11], audio and speech recognition [12-14], fraud detection [15],
healthcare [16-18], autonomous driving [19], natural language processing [18,20,21] etc.
Essentially, deep learning architectures have near-human accuracy.

Deep neural networks are being exploited as black boxes for the purpose of mapping
input data to classification or approximation outputs, and the mentality of interpretation
of the internal workings is often absent in the data science lifecycle process due to the
inherent challenges and elevated complexity of the task. This interpretability problem
of deep learning architectures [22,23] is outlined as one of the main adversities, and in
several use-cases can be an inhibitory factor for adoption despite the impressive predictive
accuracy for business-critical applications and mission-critical processes [23]. The evolution
of Al integration on such applications preconditions faith and trust for the machine output,
which is essentially dependent on interpretability in terms of a human’s understandable
rationalization for the machine output, hence, intuition regarding the internals of deep
learning models. Interpretability is a trending field in the machine learning domain, as the
extraction of knowledge regarding relationships that are accommodated in the data or the
model as visualizations or mathematical equations, for instance, can derive insights that
could drive actions and research.

Deep neural network methodologies come at a considerable, computational cost
for attaining state-of-the-art accuracy on several Al tasks and applications. According
to Thompson et al. [24], the progress on Al tasks including named entity recognition,
which have been thoroughly reviewed, has been identified as strongly dependent on vast
computational resources. The projections indicate several sustainability challenges on the
progress of deep neural network approaches, in terms of technical, environmental, and
economical aspects. The authors call out the necessity to explore more efficient approaches,
for supporting sustainable progress on Al fields, which would require the exploration of
other machine learning approaches or radical changes on deep learning. As also noted
in [24], deep learning computational complexity is inherent to its design, although the
lower theoretical bounds do not seem to follow the computational requirements scaling
trend, thereby implying that optimizations on that regard may be as well feasible.

Knowledge attainment in the form of the intricacy to obtain sense-annotated text
corpora is among the main strains of the NED task, largely known as the knowledge-
acquisition bottleneck [25-27]. Successful deep learning methods are data-hungry, requiring
extensive training datasets [25,26]. To that end, the current work is focused on a semantic
ontology graph representation of Wikipedia, leveraging the rich information of contextual
content and hyperlinks present at its corpus. Another noteworthy adversity for deep neural
network implementations is believed to reside on the catastrophic forgetting problem [28],
posing limitations on model generalization. In addition, the vast input dimensionality of the
problem introduces representation and computational efficiency challenges, as summarized
in [29]. In that regard, some recent research works outline the impediments of production
grade big data applications based on deep neural networks, for real-world applications [2].
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As the focus is generally aimed towards prediction precision rather than run-time efficiency,
there is an increasing demand for performance-oriented yet accurate methodologies.

Considering the ICT sector contribution estimates range from 2% according to [30]
to 4%, including the supply chain pathways according to the more recent data from [31]
and the global challenges in the post-COVID era, in this work, we are exploring some
differential perspectives to deep learning approaches for the NED task. Specifically, we
explore some performance-oriented approaches for the NED to the Wikipedia Entities
problem, as an alternative to deep learning architectures, aiming for high precision with
computational efficiency, with a high degree of scalability in mind. Since deep neural
network based methods have been dominating research fields and intricate application
domains, the big-data industry retains a focus on high performance applications, rendering
our method a good candidate for adoption on bigdata.

This manuscript is organized in the following sections: An overview of the related
work along with the relevant work background is covered in Section 2. A presentation of
our methods and their implementation specifics are detailed in Section 3. An analysis and
discussion of our experimental evaluation approach and results is presented in Section 4,
in conjunction with some future work items. A final summary of our results is conferred
along with our conclusions in Section 5.

2. Brief Related-Work Background

The methodologies for NED may be classified on several aspects. Disambiguation can
be aiming, for instance, to an ontology level linking or the broader domain identification.
The scope of disambiguation may be focused on a single concept or anchor within a given
text or even any candidate anchor that can be a linked to an entity. From a machine
learning perspective, according to Navigli [25], NED can be supervised, hence relying
on semantically annotated corpora or knowledge bases, or unsupervised, namely reliant
on unstructured text datasets that can be leveraged for semantic inference. In addition,
depending on the kind of sources of knowledge employed, we may distinguish knowledge-
rich methods, relying on ontologies, thesauri, or other lexical resources and knowledge-poor
methods relying on unstructured text corpora. The focus of this work is an approach for
the NED problem with Wikipedia, a topic commonly referred to as Wikification. Due to
the complexity of the task, a literature overview is best fit for briefly covering the related
works background and the motivation of the current work.

2.1. Named Entity Disambiguation with Wikipedia Entities Methodologies

The concept of Named Entity Disambiguation [32] was expanded to Wikipedia En-
tities, initially by [1,6]. These first works have set the basis for further research, while
proposing some first approaches to the problem leveraging the commonness, namely the
prior probability of linking a mention to a specific entity as a feature for the disambiguation
phase. The introduction of relatedness, in the form of a measure of overlapping inbound
inter-wiki links between Wikipedia entities followed by [3,7], quantifyies the semantic
relevance among Wikipedia entities, for building a coherence based ranking system for
ambiguous text anchors. Scoring based on the semantic detachment of global and local
context, based on consensus attainment of both, in a ranking formalization, led to further
improvements in [5]. A framework combining previous work, aiming at short-text-input
Wikification with computational efficiency was proposed in [8], based on a voting structure
and a ranking and filtering phase. In [33], a graph representation is utilized modeling the
main features of previous works, along with contextual relatedness, utilizing a graph-search
approach for deriving disambiguation. A similar graph representation is used in [34], using
a PageRank-based methodology. An exhaustive technique and an iterative method are
presented by [4], employing Wikipedia graph features. In [9], the TAGME methodology is
revisited, with the exploration of several variants and a contribution of a set of methods.
Finally, in [2], the authors present a Wikification suite focusing on run-time-efficiency
oriented yet efficacious approaches, for big-data adoption. According to our research, the
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methods described in [2] attain competitive run-time performance, improving previous
state-of-the-art approaches for fast Wikification such as [9], in terms of run time, by at least
one order of magnitude.

2.2. Recent Compute Intensive Approaches

The authors of [35,36] presented some of the first deep learning approaches, using a
vector space representation. In [35], mainly a convolutional neural network and a tensor
network model are employed for the disambiguation and pruning phases. In [35], a skip-
gram model extension based on a KB graph and a vector-proximity measure are being used
in the process. An ensemble-learning approach is described by [37], involving statistics
and a graph representation, entity embeddings, and processing on variable context scopes.
The work in [38] has a differentiated approach relying on the unsupervised extraction of
semantic relations and an optimization process for the final-mention selection, exhibiting
promising quality-performance experimental results. Another knowledge-graph-based
methodology is employed for the problem by [39], involving entity embeddings and
transformations on the knowledge-graph density, through coreference statistics inference
from unstructured text corpora. The authors of [40] are shifting the focus to denser con-
text windows, via a sequence-decision modeling of the task, by leveraging an exclusion
process for non-consistent candidate mentions before employing a reinforcement learn-
ing neural network in a wider context. Another noteworthy work is presented in [41],
with a BERT-based model for attaining an accuracy and speed balance, depicting, simi-
larly to [2], the importance of run-time performance for industry adoption, yet requiring
substantial resources.

3. Materials and Methods

The Wikification process on several similar approaches and the current work involves
four main phases that will be described in this section:

1. Extraction, transformation, and loading phase of our underlying knowledge base.

2. Mention parsing and identification of candidate mentions within the unstructured
text input.

3. Mention disambiguation/entity linking for selecting mention annotations.

4. Mention annotation scoring and pruning based on confidence evaluation.

The terminology and notation applied throughout this section follows the established
literature norms. More specifically:

The notion p will be used for Wikipedia articles, i.e., entities.
A mention will refer to a hyperlink to a p.
A mention to a p will be referred to as a. Consequently, sequences of such mentions
may be using indexing for reference, starting from a4; and ranging to a,,, hence, m will
be referring to the cardinality of the input mentions.

e  The ensemble of linkable Wikipedia entities of a specific mention text will be denoted
as Pg(a),

3.1. Preprocessing, Knowledge Extraction, Transformation, and Load

Our proposed methodologies rely on domain knowledge and rich semantic informa-
tion extracted from Wikipedia. However, our domain knowledge base is not limited to
Wikipedia, but can be extended with semantic information from any Wikipedia annotated
text corpora.

Wikipedia is being actively maintained by a large number of administrators and
individual contributors, who collaboratively accord encyclopedic articles spanning on a
variety of domains as a result of an online public consensus convergence process to textual
and conceptual descriptions that can be interpreted as a knowledge ontology. However,
apart from an encyclopedic article entity inventory, Wikipedia features a rich internal and
external hyperlink structure, interconnecting internal articles or external resources with
textual mentions. In this work, we exploit this inventory of mention texts as our set of
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candidate entity mentions. More specifically, our mention universe consists of mentions
linked to article pages in the (Main) MediaWiki namespace with identifier 0 [42]. This
main namespace also contains redirect pages, essentially introducing a redirection from a
set of article titles to a specific destination entity. We performed a unification to the end
Wikipedia Entity ID on our internal representation.

The pre-processing of our Wikipedia snapshot involves common rules and method-
ologies from similar works [3-5,7-9,34], for managing stop-words and special symbols and
characters. We use Unicode format and apply escape rules for special characters along
with a common stop-words list included in our codebase. Finally, we extract a 3-tuple
inventory for each individual mention occurrence within the Wikipedia main pages corpus,
consisting of the:

Mention text: the anchor hyperlink text of the specific mention occurrence.
Mention Wikipedia entity ID: the Wiki ID [43] linked by the mention text.
Source article Wikipedia ID: the Wiki ID [43] of the page of occurrence of the specific mention.

As Wikipedia tends to contain some less accurate mentions, with a low frequency, as
outlined in previous works [2,8,9], some relative frequency rules for discarding the long
tail of the mention’s occurrence distribution are common. In our current experimental
setup, for further simplifying our methods and densifying the data structures involved, we
effectively maintain the top 2 most-common interpretations of each mention text, for the
computation of relative commonness.

For streamlining the anchor-extraction-process performance and mitigating some of
the impediments outlined in [2], a mention inventory of the title mentions to their respective
articles has been used for the expansion of our mention set, using a source article Wikipedia
ID of 0, for creating our mentionMap hash map in memory.

In the relevant literature, Commonness (1) [1,6] is a widely used feature and has been a
key factor in early approaches and several run-time performance-oriented works.

Commonness(py,a) = P(pk|a) 1)

The Commonness score for each py of any Wikipedia anchor occurrence in the Wikipedia
corpus can be efficiently pre-calculated by a single parse of the Wikipedia corpus. Specifi-
cally, the parse may retain all occurrences of 4 as an inter-wiki link, along with its linked
Wikipedia entities. The count of occurrences of a as a link to a specific Wikipedia en-
tity py, divided by the total number of occurrences of a4 as an inter-wiki link, derives the
Commonness(py,a) score. This score has been calculated in a map-reduce fashion from
our implementation during our initial experimental exploration stages of this work, for
the creation of an in-memory hash map for a comparison with the mentionMap approach
of [2]. Taking this a step further, we introduce Relative Commonness of the most common py
annotation of mention 4 as:

Relative Commonness(pj,a) = W’

pr - max(P(pgla), px € {p1, p2--.pn})), 2)
pj : max(P(pj|a), pj € {p1, p2---pn} —{px})),

For example, let a sequence of candidate detected mentions from a text fragment:
... ap,ay,ap ...

For:

| Pg(ag) | =2, Pg(ao) = {poo, po1} and
P(poo lag) = 0.8,
P(p()l |a0) = 0.2,

108—-02|

the Relative Commonness(poo, ag) would be : 038 = 0.75.
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For:

| Pg(aq) | =3, Pg(a1) = {p10, p11, p12} and

P(p1ola1) = 0.8,

P(p111a;)=0.1,

P(plz |a1) = 0.1,

0.8 0.1
0.8

The relative commonness measure is effectively expressing the normalized difference of
the highest commonness entity, with the second highest commonness entity for a mention.
This measure improves the ranking of candidate p, annotations of an g, as intuitively
it is expected that a frequently common candidate p. is more valuable compared to the
next most common candidate p, when the absolute commonness of Commonness(py, a)
>> Commonness(p.,a). Our initial commonness-based experimental-exploration analysis
was further improved, as intuitively anticipated by the introduction of relative commonness;
hence, the current contribution is centered around the relative commonness-based methodol-
ogy. To summarize, the relative commonness measure is inherently computing and accuracy
performant and interpretable.

Relative commonness ranges in [0, 1], is a valuable metric that can be efficiently pre-
calculated for the entire set of candidates mentions, and is being employed for our mention
disambiguation and confidence evaluation steps. Evidently, in Formula (2), unambiguous
mentions have a relative commonness of 1. At the last stage of pre-processing, we create a
hash map of the mention and the max occurring relative commonness value element for the
set of mentions encountered as links or titles in Wikipedia.

the Relative Commonness(p1p,a;) would be : = 0.875.

3.2. Entity Linking

The current work addresses the end-to-end entity linking task with Wikipedia Entities,
namely the mention extraction of the semantically dominant concepts from an unstructured
text fragment, followed by the disambiguation and annotation to entities drawn by the on-
tology interpretation of Wikipedia. Our focus is aimed at combining the run-time efficiency
with high-quality performance in terms of the predicted entity-linking results, for empow-
ering (i) mobile and edge applications, or (ii) reducing the computational complexity of
runtime demanding more accurate approaches, by layering such methods on top of our
method’s high confidence results, or further processing our fuzzy set derivation methodol-
ogy. In this section, we present a method attaining state-of-the-art run-time performance
compared to [2], while significantly outperforming its quality-performance characteristics.
Specifically, Section 3.2.1 describes our mention parsing process, and Section 3.2.2 pro-
vides detailed information regarding the subsequent mention disambiguation algorithm.
Finally, in Section 3.2.3, we present our confidence evaluation scoring methodologies for
the assessment of an outcome mention prediction.

3.2.1. Mention Parsing

The first stage of any end-to-end entity linking approach involves some type of
extraction of candidate mentions, bearing semantic relevance within the unstructured
text input. This phase is supported by the mention inventory described in Section 3.1.
Although this limited inventory outlines the limits of our entity-detection capabilities, the
method described in Section 3.1 ensures full coverage of all Wikipedia entities by at least the
Wikipedia entity article title, and for most of the entities several distinct mention hyperlink
text alternatives drawn from the current evaluation Wikipedia dump [44].

At this stage, the unstructured input text is tokenized, to form n-grams in the size
range of one up to six. As pointed out by previous works [1,3,8,9], longer or shorter n-gram
size ranges may impose both efficacy and efficiency challenges. The n-grams created, are
compared and matched within our mentionMap, and a simple rule of preference to longer
n-grams is used for the final candidate mention selection for our relative commonness method.
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The parsing phase is based on highly efficient rules, both in terms of run-time and precision
performance, with interpretability in mind.

However, the entity-linking problem tends to convolute to a philosophical question
on several occasions, and that is indeed reflected on some inaccurate output annotations
we evaluated during our experimentation. For instance, the phrase “England national
football team”, in some contexts, is linked and interpreted to the “England national football
team” titled entity, however, the interpretation of the word “England” to the Wikipedia
entity “England” and the word “football” to the homonym entity could be considered
as a correct annotation as well. In fact, choosing the right entity link between the two
options is challenging even for human interpretation. A focus on more specific entity
links would yield the “England national football team” as an entity link, while focusing on
broader entities provides an output of entity links in broader and less-specific scope. Both
interpretations cannot be considered as entirely inaccurate, hence, maintaining both entity
links can effectively increase the value of semantic context output. Consequently, a fuzzy
set approach [45,46] may be crucial in reflecting the semantic context in linked Wikipedia
Entities. To that end, our fuzzy relative commonness method extracts and evaluates the set of
mention matches as a fuzzy set.

More specifically, the fuzzy relative commonness method, extends the mention parsing
phase of the relative commonness methodology, using the assumption that a given text input
candidate mention representation is not limited to an explicit entity from the Wikipedia
entity ensemble. As Wikipedia entity scope is variant, ranging from very broad and generic
to very specific and niche concepts, during the fuzzy set mention parsing we maintain all
candidates mention matches. For example, in the phrase “England national football team”,
we may extract the following candidate mentions, as a fuzzy set for the interpretation
of that phrase: {“England national football team”, ” England”, “National”, “Football”, “ Team”,
etc.}. The number of occurrences for each set item can be used for weighing their grade of
membership, yet in the context of this approach, the plain assessment of membership is
being evaluated during our experiments.

3.2.2. Mention Disambiguation

The run-time performance is at the limelight of this work. Thereby, the computational
overhead has been shifted to the creation of data structures capable of supporting fast
operations in-memory, for minimizing the run-time complexity. Specifically, as described
in Section 3.1, a hash table containing the max Relative Commonness values for the mention
universe of our method is pre-calculated and loaded in memory, allowing for disambigua-
tion in O(1), on the average case. Both unambiguous and polysemous mentions that have
been detected in the mention extraction step are assigned a linked Wikipedia entity. For
unambiguous mentions where | Pg(a) | =1, the value of relative commonness is 1, while for
ambiguous mentions it may range in the (0, 1) interval.

3.2.3. Confidence Evaluation Score

The successful evaluation of confidence for the disambiguation process is crucial for
the adoption of our methodology both on the edge and mobile applications domain, and in
a phased entity linking approach is paired with a more compute intensive methodology.
The confidence evaluation is a core component of the entity linking process and as such
performance is yet again a key factor. To that end, the relative commonness has been propi-
tious in both the disambiguation and confidence evaluation stages and has been proven to
be a great metric in depicting disambiguation quality. As a result, a hash table lookup of
O(1), on the average case, is involved in this stage.

3.3. Experimental Evaluation Methodology

For the experimental assessment of our methods, we performed a baseline comparison
with the best performing methods described by [2], which according to our literature review
attain state-of-the-art run-time performance to date. More specifically, we implemented and
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open sourced RedW with SRyomm scoring method [47], as described in [2], as this approach
attains a higher F1 score than most comparative evaluations from the authors.

Our experiments leverage Wikimedia Foundation Wikipedia exports from 20 April
2022 [44]. We processed the snapshot of all Wikipedia article pages from the dump enwiki-
20220420-pages-articles.xml.bz2 [48], and the specific resource in WikiText [49] formatting
has been, therefore, the input of both our baseline and methodologies implementation for
an even comparison based on the same knowledge sources. The ETL process, described
in Section 3.1 above, is developed in a distributed processing framework with horizontal
scalability in mind, featuring the capacity to follow the future expansion of Wikipedia,
while achieving high performance via a streaming-pipeline implementation.

The widely adopted AIDA CoNLL test-a and test-b datasets available in [50] have
been used, containing entity annotations from the CoNLL 2003 entity recognition task.
The datasets creation is derived by the Reuters Corpus, as described in [51], and has
been, therefore, adopted by several related works. Furthermore, we evaluated the popular
ClueWeb12-wned [52,53] and WNED-WIKI [53] datasets, for ensuring a thorough exper-
imental assessment of our method. Our evaluation leverages the ETL implementation
described in [41] and open-sourced by Facebook Research in [54].

For the quality performance comparative evaluation of our methods, the typical
Precision (3), Recall (4), and F1 score (5) metrics have been applied:

TP
PreCiSion — m (3)
Recall = 7TI.) 4)
|mentions|

Precision * Recall
F1 =
2x Precision + Recall ©®)

True Positives (TP) correspond to a successful mention detection and a compatible entity
linking output with our evaluation dataset ground truth. False Positives (FP) correspond to
either failure to detect the correct mention during the mention parsing phase or failure to derive
a correct entity linking output, which is identical with our dataset ground truth entity id.

4. Results and Discussion

The experiments for our evaluation can be practically carried out on almost any
modern commodity personal computer. For efficiently pre-processing Wikipedia, we used a
40vCPU instance with 64 GB memory and Apache Spark framework version 3.2.1 [55]. Our
implementation is mainly using the PySpark [56] interface for the preprocessing phase and
Python 3.8.10 for the actual methods implementation, evaluation, and visualization [57].

In the context of research on the specific domain, several methodology variations
have been explored, however, our assessment revealed the highest value on the variants
achieving state-of-the-art run-time performance compared to [2], which is a noteworthy
precision-performance improvement. Our evaluation explores two methods focusing
on different aspects of the problem. The relative commonness methodology relies on the
calculated data structures from Section 3.1, performing the disambiguation and anchor
pruning for the longest-matching token sequence, as described in Section 3.2.1, and the
max attaining relative commonness mention entity, as detailed in Section 3.2.2. The fuzzy
relative commonness method uses the same primitives for entity linking all matched token
sequences during the anchor parsing phase, as described in Section 3.2.1, in a fuzzy logic
approach to the entity linking task.

Our experimental evaluation is covering the end-to-end entity-linking process, includ-
ing the mention extraction, disambiguation, and confidence-evaluation scoring. According
to our analysis, the actual impediment of the end-to-end task is mainly the mentions pars-
ing phase, as also outlined by [2]. The set of Wikipedia entities on the dump utilized after
our preprocessing was 11,518,591, and the distinct entities covered by the 17,200,390 distinct
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AIDA-YAGO2-testa (Precision - Recall)

mentions were 6,339,457. As a result, the mention set expansion, described in Section 3.1,
enables the full coverage with at least one mention for the set of Wikipedia Entities.

4.1. Experimental Results

The Precision-Recall performance of our methods in comparison with the current
state-of-the-art baseline methods is presented in Figure 1 and Table 1. Our fuzzy sets
methodology achieves considerably higher performance, especially in the [0, 0.5] recall
interval, potentially due to the richer and less-scattered mentions link coverage. However,
since the baseline methods approach the problem by selecting a single most-coherent mention,
rather than evaluating the full set of available matches, the fuzzy relative commonness method
can be perceived as depicting the highest attainable end-to-end entity-linking accuracy, based
on the available links-domain knowledge in our evaluation Wikipedia dump, for the rela-
tive commonness entity-linking methodology, considering an ideal mention-extraction phase.
Thereby our plain relative commonness method performance is our main method for an one-
to-one comparison with the highest performing baseline of [2], hence, the fastest accurate
state-of-the-art in fast end-to-end Wikification method to date, according to our research.
Apparently, on our evaluation datasets our methodology outperforms considerably Red W
SRyorm method across the entire recall range. As seen on Table 1, for full recall, our method
attains accuracy near 0.62, compared to the approximately 0.50 accuracy of [2]. For a recall
of 0.6, our method attains almost 0.8 precision, compared to approximately 0.57 of [2].

AIDAYAGO2-testb (Precision - Recall)
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Figure 1. Precision-Recall curves of Redw SRyorm, RedAW SR max norm, relative commonness, and fuzzy
relative commonness for: (a) AIDA CoNLL—YAGO test-a dataset [50], (b) AIDA CoNLL—YAGO test-b
dataset [50], (c) ClueWeb12-wned [52,53], and (d) WNED-Wiki [53]. F1 lines are included in both diagrams.
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Figure 2 and Table 2 display the F1 score performance of our evaluated methodologies,
for the evaluated datasets. We should highlight the context variance the evaluation datasets.
However, the entity-linking F1 score performance is clearly superior on our introduced
methodologies. Specifically, on the [0, 0.4] recall interval, our relative commonness method is
performing marginally yet consistently better than the baseline methods. The improvement
is gradually accelerated in the (0.4, 0.7] interval and far more apparent in the (0.7, 1] recall
range. In all cases, the adoption of our simple run-time efficiency-focused methods is
proven superior, also from an entity-linking quality perspective, reaching a 10% F1 score
improvement in the evaluation datasets in the 1.0 recall case, hence clearly outlining the
value of our method for edge and mobile applications.

Table 1. Recall-Precision table of RedW SRorm, RedW SR iy ymax norm» telative commonness, and fuzzy
relative commonness for AIDA CoNLL—YAGO test-a dataset [50].

Recall RedW SR00m RedW SR,,.in-max Relative Commonness  Fuzzy Relative Commonness
0.1 0.7411 0.6942 0.8058 0.9799
0.2 0.7246 0.7637 0.8573 0.9844
0.3 0.7517 0.7755 0.8654 0.9792
0.4 0.7670 0.7129 0.8623 0.9638
0.5 0.7707 0.5923 0.8430 0.9318
0.6 0.7640 0.5693 0.7930 0.8777
0.7 0.6964 0.5323 0.7483 0.8235
0.8 0.6193 0.5223 0.6998 0.7659
0.9 0.5508 0.5240 0.6558 0.7227
1.0 0.4972 0.4972 0.6190 0.6899

Recall-Precision table.
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Figure 2. F1 score-Recall curves of RedW SRiorm, RedW SRy max norm» telative commonness, and fuzzy relative
commonness for: (a) AIDA CoNLL—YAGO test-a dataset [50], (b) AIDA CoNLL—YAGO test-b dataset [50],
(c) ClueWeb12-wned [52,53], and (d) WNED-Wiki [53]. F1 baselines are included in both diagrams.

Table 2. Recall-F1 score table of RedW SRyiorm, RedW SRyi max norm- telative commonness, and fuzzy
relative commonness for AIDA CoNLL—YAGO test-a dataset [50].

Recall RedW SR0m RedW SR,in-max Relative Commonness  Fuzzy Relative Commonness
0.1 0.1762 0.1748 0.1779 0.1815
0.2 0.3135 0.3170 0.3243 0.3325
0.3 0.4288 0.4326 0.4456 0.4593
0.4 0.5258 0.5125 0.5465 0.5654
0.5 0.6065 0.5423 0.6277 0.6508
0.6 0.6722 0.5842 0.6831 0.7128
0.7 0.6982 0.6048 0.7234 0.7567
0.8 0.6981 0.6320 0.7466 0.7826
0.9 0.6834 0.6624 0.7588 0.8017
1.0 0.6642 0.6642 0.7646 0.8165

F1 score-Recall table.

The runtime performance for the end-to-end entity linking process, including the
mention-extraction, mention-disambiguation, and confidence-score evaluation of the entire
AIDA CoNLL test-a and test-b b datasets [50], is presented in Table 3. The approach of RedW,
according to [2], presents an astounding 95% improvement compared to popular previous
baseline approaches such as [8]. Our relative commonness method clearly contributes further
to those run-time improvements by over 15% for the AIDA CoNLL test-a dataset, over 25%
for the CoNLL test-b, over 13% for the ClueWeb12-wned dataset, and over 12% for the
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WNED-WIKI dataset, according to our evaluation, demonstrating a clear improvement in
both run-time and entity linking performance, via a simple-yet-effective methodology.

Table 3. Single core run-time table in seconds for AIDA CoNLL test-a and test-b datasets [50].

Relative Fuzzy Relative
Dataset RedW SRyorm RedW SRynin-max Commonness Commonness
AIDA CoNLL test-a 10.282576 10.245567 8.561391 32.421240
AIDA CoNLL test-b 6.675579 6.700371 4.936130 18.709551
Clueweb12-wned 85.141593 83.307072 72.562388 193.694214
WNED-WIKI 11.431783 11.233509 9.852915 37.373979

Timings are in seconds, using Python 3.8.10 [57] time.time() function timestamps.

4.2. Future Work

This work leverages context-free features in a simplified yet highly effective method-
ology, superior to several more compute-intensive and context-aware methodologies, as
compared with [2] by the authors. Despite the state-of-the-art performance on both run-
time and entity-linking precision in the fast Wikification field, some further improvement
areas are worth deeper analysis and experimentation.

Our future analysis can include an experimental comparison of run-time performance
against several current popular deep learning alternatives attaining state-of-the-art pre-
cision, facilitating the value assessment of the commensurate-benefits question of vast
resources allocation to the problem. In addition, a hybrid method leveraging a layered
approach for fast entity linking with Wikipedia, for high confidence NED of some mentions
using our current methodology, with a resource intensive deep learning approach for the
more challenging mentions with higher precision, could improve the run-time performance
of the current state-of-the-art general-purpose NED methods.

The Wikification task is heavily reliant on knowledge, hence, the acquisition of seman-
tically linked corpora to Wikipedia entities can further improve our results. To that end,
the contribution of unsupervised link-prediction methods on the Wikipedia corpus, along
with fuzzy matching for the expansion of inter-wiki coverage, could enrich our knowledge
base and further improve our methods accuracy.

Furthermore, the introduction of a parameter for wider or narrower context-mention
extraction can further improve the relevant process, in tandem with the introduction of
weighting on the Wikipedia title link-enrichment phase.

Finally, the development of a coreference hash table during the pre-processing phase
could induce context awareness and encode additional knowledge on our base data struc-
tures, for improving our one-shot methodology precision accuracy, with no substantial
overhead from a run-time perspective.

5. Conclusions

In this work, we proposed a novel context-free named-entity-disambiguation method-
ology, achieving state-of-the-art run-time performance by approximately 15%, compared
to previous approaches in the fast end-to-end entity linking with a Wikipedia task [2],
and up to 10% in entity-linking-accuracy performance in the context of these levels of
run-time performance. We introduced the relative commonness measure, in a methodology
leveraging this feature in a robust data structure for the mention extraction, entity linking,
and confidence evaluation of entity-linking outputs for unstructured texts to Wikipedia
entities. In addition, we leveraged the relative commonness measure for proposing a fuzzy
sets representation for the Named Entity disambiguation, for overcoming some of the
shortcomings of the mention selection process.

Our highly effective and efficient methodologies can be leveraged due to their re-
duced computational requirement footprint in edge, mobile, and real-time applications,
but can be also leveraged for achieving a vast complexity reduction in conjunction with
more complex, precision-oriented, and compute-intensive approaches in a layered archi-
tecture, for retrieving, at the first stage, entity links using our relative-commonness-based
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methodology, followed by a more complex yet accurate entity-linking phase using more
compute-intensive methodologies. However, the value of our simple-yet-effective method-
ology is clearly outlined by our experimental results.

The codebase of our work has been open-sourced in [58], for streamlining the adop-
tion of high-performance semantic representation from Al applications and facilitating
further improvements. We intend to explore areas for further enhancing the entity-linking
performance of our methodology and expose a public REST API interface for interaction
with the relative commonness method framework.

The focus of this article has been on proposing and evaluating a new method for
reducing the current computational barrier for employing a named entity disambiguation
task. Our experiments on established datasets outline propitious results, constituting our
method being auspicious for wide adoption on big data.
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