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Abstract: The large number of new services and applications and, in general, all our everyday
activities resolve in data mass production: all these data can become a golden source of infor-
mation that might be used to improve our lives, wellness and working days. (Interpretable) Ma-
chine Learning approaches, the use of which is increasingly ubiquitous in various settings, are
definitely one of the most effective tools for retrieving and obtaining essential information from data.
However, many challenges arise in order to effectively exploit them. In this paper, we analyze key
scenarios in which large amounts of data and machine learning techniques can be used for social
good: social network analytics for enhancing cultural heritage dissemination; game analytics to foster
Computational Thinking in education; medical analytics to improve the quality of life of the elderly
and reduce health care expenses; exploration of work datafication potential in improving the man-
agement of human resources (HRM). For the first two of the previously mentioned scenarios, we
present new results related to previously published research, framing these results in a more general
discussion over challenges arising when adopting machine learning techniques for social good.

Keywords: interpretable machine learning; game analytics; social network analytics; HRM analytics;
medical analytics

1. Introduction

The new millennium has seen a rapid acceleration of technological innovation and
the rise of a large number of new services and applications, such as cloud storage services,
the IoT and social networks, just to name a few, and these quickly catapulted us into what
has been called the big data era. Everyday activities resolve in data mass production: all
sorts of data is collected by sensors in all sorts of contexts (e.g., medical, cities, buildings),
different types of contents (text, images, video) are shared in social media networks, records
related to purchases on e-commerce sites are created, GPS signals are exchanged, activity
logs record our activities in enterprise collaboration software at work, and so on.

The amount of produced/stored data was estimated at 64.2 zettabytes in 2020
(with previsions over the next few years, up to 2025, that they will grow to more than
180 zettabytes [1]). All these data have quickly become a golden source of information that
might be used to improve our lives, wellness and work. Researchers have new challenges
to face: there is a need for methods to properly collect and prepare data, to adequately
analyze data and properly interpret analysis results.

Machine Learning (ML) approaches, the use of which is increasingly ubiquitous in var-
ious settings, are definitely one of the most effective tools for retrieving and obtaining
essential information from data. More specifically, the current focus on the need for clarifi-
cations on ML systems has also resulted in an even more specialized trend in research, i.e.,
interpretable machine learning [2], for example in a clinical environment where clinicians
wish to know what is behind ML-based predictions. Recent research has suggested and
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implemented new interpretable models and frameworks, which go beyond the blackbox
nature or opacity of many ML techniques.

A social good is generally defined as something that benefits a large number of people
in the largest possible way: clean air, clean water, Internet connection, education, and
healthcare are just a few good examples of social goods. However, information technology
(IT) and computer science innovations widened the meaning of the concept. Social good
is now also about exploiting the potential of individuals, technology, and collaboration
to create a positive societal impact. For example, social media platforms are important
in the context of social good as they can be used to educate people, understand their feelings
regarding public institutions or initiatives, or start fundraising for social activities.

In the new acceptation of social good, machine learning techniques and data analytics
are powerful tools that can be successfully used in many different contexts. In this paper
we will present some scenarios and discuss how to use such techniques for social good,
highlighting the technical challenges that arise and that have to be dealt with.

It is, however, important to recall and remember that machine learning comes with
some (ethical) issues [3-5]: even if not at the focus of this paper, these might be particularly
critical when dealing with social good. Machine learning techniques are not exact algo-
rithms but the outcome is “just” a prediction given with a certain degree of confidentiality,
based on the tests performed by the designers over a data set built at this purpose. It
is important to recall that not all predictions are correct and be aware of the technical
challenges arising when using machine learning with the aim to make such predictions
as much reliable as possible.

In this paper we present an overview and analysis of four key scenarios in which large
amounts of data and machine learning techniques have been (and might further be) used for so-
cial good. The paper extends our previous conference work [6] in several aspects, expanding
the analysis of all the introduced scenarios, discussing novel and unpublished results for two
of the aforementioned scenarios and framing these results in a more general discussion over
challenges arising when adopting machine learning techniques for social good.

In particular, we will consider the social network analytics, game analytics, med-
ical analytics and human resource management analytics scenarios (see also Figure 1
for an overview). These correspond to some of the trendiest and most difficult use cases
connected to our everyday life where data analytics and (interpretable) ML-based tech-
niques can actually provide a large number of benefits. For each, we explain the latest
findings and explore the consequences and future prospects in these contexts. The discus-
sion is further expanded for the social network and game analytics scenarios by means
of a discussion on recent unpublished results.
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Figure 1. Overview of the four scenarios and of the main datasets used in the analyses.

Moreover, we bring a specific focus to the actual challenges that are involved, dis-
cussing both the general and the specificities of each setting:

*  Challenge 1 (C1)—Dataset acquisition and preparation:

The acquisition of datasets is always a complex matter, for instance in scenarios such
as the medical one due to ethical issues, but also in others due to data confidentiality.
Moreover, from a technical point of view, extracting the required data in large quanti-
ties and from multiple sources, while also preparing it (e.g., feature extraction, dataset
balancing, etc.) in such a way to properly support the specific machine learning tasks,
is often a challenge in itself.

*  Challenge 2 (C2)—Output interpretation: designing and building the model(s),
choosing the most suitable and effective ML algorithm(s), performing the tests and
evaluating effectiveness results are only the first steps in these contexts. Interpretation
of the results in terms of the reasons why ML models produced specific results are key
to advancing knowledge and obtaining the complex goals envisioned in each scenario.

The reminder of the paper is organized as follows: in Section 2 we present the four
scenarios, including a description of their scope, issues, open directions, and relevant
research; Sections 3 and 4 focus on the Social Network Analytics and the Game Analytics
scenarios, deepening their specific challenges by means of a discussion on novel results,
while Section 5 summarizes the challenges in the Medical and HRM fields; Section 6 com-
plements the paper with additional related works on the four scenarios, finally conclusions
are drawn in Section 7.

2. Machine Learning for Social Good

In this section we present some interesting scenarios in which machine learning and
data analytics are used for social good, highlighting some limitations in the current state
of the arts and some open research directions.

2.1. Scenario 1: Social Network Analytics

Scope: Social network analysis for better cultural heritage diffusion.
Short description. Cultural heritage institutions are increasingly adopting social me-
dia to engage and interact with citizens and visitors. It is not, however, simple to convey
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the cultural message and communicate effectively, since millions of messages are uploaded
every day via social media and cultural posts might not be as sensational as others on dif-
ferent topics. For this reason, for example, [7] describes how cultural organizations could
exploit Twitter to reach potential visitors of exhibitions, [8] aims to understand more about
how museums exploit social networks by studying the types of tweets and the kinds
of activities museums perform to engage their visitors, and [9] proposes a five-step strategy
to make art museums influential over Twitter. The interested reader can refer to [10-13]
for further relevant research.

Issues and open directions: There are some issues relative to social network analytics
in general: (1) one of the challenges in retrieving a social network dataset is the fact that
only Twitter allows access to data through public available APIs, and this is one of the main
reasons why the majority of research on social network data concentrates on Twitter; and (2)
social network posts in datasets are composed by Internet users and there is no indication
or guarantee of how authoritative such users are, as well as if the content of the posts is
truthful or not. As for the cultural heritage scenario in particular, whereas social media
data are being used to understand user sentiments and behaviour [14-17], there appears
to be a lack of techniques that exploit social media data to help proactively produce more
successful posts in a cultural heritage scenario. To the best of our knowledge, a first attempt
has been proposed in [10] and will be further discussed in Section 3 together with some
new results.

2.2. Scenario 2: Game Analytics

Scope: Discover unknown aspects of games that might be exploited for social good.

Short description. Games are being used in an ever-increasing variety of disciplines
in our daily lives, ranging from entertainment to education, creativity to technology, and
game-related research has become a hot topic in computer science. For example, gamifica-
tion is a technique that is often used to engage Internet users in very different activities [18],
and data analytics and artificial intelligence have been used for computer-assisted game
design [19] or to teach computers to play games [20]. In [21], the authors showed how to au-
tomatically determine board game categories and mechanics by means of a short textual
description of the game only, and argue that this kind of analysis might be used to discover
new games features and make games effective tools in a variety of socially useful domains,
e.g., the promotion of Computational Thinking in schooling, or the identification of those
games that are the most suited in social distancing situations.

Issues and open directions: The vast potential of games is mostly untapped, and
it appears that there is much more to learn about the benefits of game-related applications,
particularly in non-entertainment situations [22]. Machine learning could certainly help
in this, however datasets specifically devoted to gaming information and descriptions
of games are still very hard to find, and almost none of the available ones present a suffi-
ciently large size and the rich textual features needed for the scope. Moreover, interpretable
machine learning techniques have very rarely been applied in this context.

2.3. Scenario 3: Medical Analytics

Scope: Medical and biological analytics to improve people’s quality of life and reduce
healthcare costs.

Short description. The use of data analytics and machine learning to monitor and
achieve general “healthy” conditions is becoming more and more popular. Indeed, these
might help reduce health care expenses and improve people’s well being by introducing
personalized medicine and moving from a detect-and-cure strategy to a predict-and-prevent
one. For example, wearable gadgets can be used at small costs to evaluate people’s and
patients” well-being constantly, inside and outside medical facilities. Passive sensing
methods have been adopted to measure mental and physical health [23] and to keep track
and to forecast [24] weight loss or gain objectives. In [25], a data-driven method is exploited
to forecast long-term patient wellness conditions, taking into consideration clinical, self-
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monitoring, and self-reporting longitudinal observations. The proposal has been applied
to the My Smart Age with HIV (MySAwH) dataset, which was acquired through a novel
approach from older HIV patients. The aim of this approach is, on the one hand, to eliminate
the need of clinical experts in defining wellness metrics and, on the other hand, to provide
these experts with machine learning predictions that are easy to understand. The interested
reader can refer to [25-28] for further relevant research.

Issues and open directions: It has been recently highlighted [2,29,30] that the suc-
cess of applying machine learning techniques in health care depends on a deeper un-
derstanding of machine system outputs. Indeed, output misinterpretations might lead
to wrong diagnoses, treatments and therapies, that might cause serious damage to patients.
Moreover, inputs to machine learning techniques are critical. Needless to say, health-related
data make very sensible datasets that have to be handled not only respecting data protection
regulations but also moral laws.

2.4. Scenario 4: Human Resource Management (Hrm) Analytics

Scope: Exploration of the managerial potential of work datafication for improving HRM.

Short description. Digital transformation in organizations has affected at least two
aspects of organization management [31]: workplace collaboration is more powerful [32],
and digital traces left by workers allow work to be “observed” [33]. For example, it is
possible to search for correlations between digital working behaviours and employees’
attitudes [34], and then use these findings to define good practices to improve workplace
well being. This will possibly open up further possibilities, such as the prediction of em-
ployee attitude constructs (such as organizational embeddedness [35]) from behavioural
and relational patterns of digital data extracted from Enterprise Collaboration Softwares
(ECSs). The interested reader can refer to [34,36,37] for further relevant research.

Issues and open directions: data are still mostly unused and there is a lack of useful
tools to collect and analyze such data [38]; thus, the potential societal benefit of work
datafication still remains largely unexplored [39]. Moreover, data themselves might not be
easy to retrieve for academic purposes: data usually came from within private companies
that might be reticent to share them with researcher outside the company, either because
they do not have consensus from their employees or they do not wish the outcome to be
known outside of the company.

3. Challenges in the Social Network Analytics/Cultural Heritage Scenario

In the cultural heritage scenario, we concentrate on museums communication over
Twitter. Our final goal is to help museums to improve their communication and better
spread their cultural messages. To this aim, we provide museum social media managers
with a tool that helps them in composing successful tweets, where success is measured
with the numbers of likes and retweets a tweet receives (the higher the numbers, the higher
the success). We propose to exploit interpretable machine learning techniques to: (a)
predict whether or not Twitter users will appreciate a tweet posted by the museum; (b)
design a simple system that is able to automatically produce recommendations on how
to enhance a message and increase the likelihood of its success. The general proposal has
been presented in [10], and here we extend it significantly by introducing a new phase
in the dataset preparation that takes into consideration the topic of tweets and by presenting
new preliminary results. Task (a) is accomplished by classifying tweets as GOOD or BAD:
the former will probably have a significant impact, while the latter will not generate much
interest. To achieve task (b) we propose to classify tweets written by museum social media
managers before publishing and to exploit the classification interpretation to understand
if and how the tweet might be enhanced, so that it has better chances to be appreciated.
Figure 2 shows the complete dataset acquisition, preparation, and analysis pipeline which
will be described in the following.
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Figure 2. Dataset acquisition, preparation and analysis pipeline for the social networks analytics scenario.

3.1. Challenge 1—Dataset Acquisition and Preparation

As we said, social network datasets might be difficult to deal with, but here we
concentrate on museum tweets and therefore we confine ourselves in a situation in which
the authors of posts are authoritative and we do not need to be concerned by the possibility
that posts might contain false or misleading information, might be offensive or incite
to violence, and so on.

Data acquisition: We concentrated on Twitter and we prepared a dataset composed
of about 40 K tweets in English posted by 23 well-known art museums around the world
retrieved using the Twitter APIs. We balanced the number of tweets per museum by
considering approximately 1700 tweets from each museum.

Dataset Preparation:

*  Tweet topic feature: Reading some of the tweets in the dataset, we observed that
museums have a limited number of different tweet topics. Therefore, we decided
to take advantage of this particular situation for the GOOD/BAD classification by
adding the relevance of a tweet to topic classes. This step in the dataset preparation is
new with respect to the proposal presented in [10].

With the collaboration of 10 students, we manually inspected and classified 6K tweets
of the dataset equally distributed among museums. This activity was double fold: (a)
determine the set of topics and then define one feature for each topic; (c) for each topic
make a list of the most significant. These lists will then be used to define the actual values
of the topic features for the tweets. The resulting topics are the following;:

- Artwork: description/presentation of some piece of art;
- Festivities greetings;

- Historical celebrations or facts related to artworks;

- Happened #OnThisDay;

- Museum promotions;

- Important historical people or their citations;

- Miscellany: tweets not falling into other classes .

As for the list of words, for example, the one for Festivities contains the words “cele-
brate, anniversary, fun, wish, birthday”, and the one for #OnThisDay contains for example
“onthisday, today, born, die, happen(s)”. These lists were completed by computing the most
frequent words appearing in the tweets and adding the most significant ones.

We then associated a list of entities to each list of words. Entities are used to generalize
the meaning of single words. To this aim we used the spaCy library and, for example, we
found the entity “event” for Festivities as an hyperonym of “anniversary” and “birthday”,
and the entity “time” for #OnThisDay as an hyperonym of “today”.

Finally, we used the two lists to associate a value to each topic feature for each tweet
in the following way:

- wecounted how many words of the corresponding word list are contained in the tweet;

- wecounted how many entities of the corresponding entity list are contained in the tweet;

- we then normalized the counts with respect to the lists lengths, and summed the re-
sulting numbers.



Information 2022, 13, 359

7 of 16

Features extraction: We identified a set of features to be used for GOOD/BAD clas-
sification. Some of these features are content-dependent (e.g., number of mentions
and URLs in the message, the length of the message, if the post contains an image
or not, and so on), others are context dependent (e.g., the time of the day in which
the post was published or if it is a retweet or not). The complete list of content and
context features might be found in [10]. Moreover, we added one feature per topic
and the feature value as explained before.

Grouping: As we said, we measure the success of a tweet by the numbers of likes and
retweets it received. However, it is not possible to define the same thresholds to these
numbers for all museums. Indeed, the best tweet posted by a small museum might
have the same number of likes (or even less) of the worst post of a very large museums.
Therefore, we divided the museums into three groups according to the number of fol-
lowers of their Twitter accounts, grouping together museums with similar numbers.
Tweets in the dataset were divided accordingly into three groups.

3.2. Challenge 2—Output Interpretation

Tweet Classification: We classify tweets into GOOD and BAD by considering the content
and context features, and the topic class features. We evaluated different classifiers
to identify the best performing one (XGboost) and obtained the promising accuracy
results shown in Table 1.

Table 1. Accuracy results for Tweet GOOD/BAD classification for the three museum groups.

Museum Group Accuracy
Group 1 87.63%
Group 2 92.65%
Group 3 81.29%

Future works will be devoted to a deeper study on prediction results.

Model interpretation: Besides tweets classification, other information can be gathered
by interpreting the machine learning algorithm output. We want to understand which
feature values contributed the most to tweets being classified into BAD. Such insights
are then used to suggest to the museum social media manager how the tweet can be
enhanced to make communications (and cultural heritage diffusion) more effective.
Suggestions are indications on how to modify features values (e.g., add a mention
or remove a URL) are thus easy to give, to understand, and to implement.

For example, Figure 3 shows a graphical interpretation of the impact of the values

of the features (wWhose name is shown on the left) on the GOOD/BAD classification one
tweet posted by one museum. At the top we have the feature that most contributed
to the classification, and moving down toward the bottom we have less and less determinant
ones. Here, we concentrate on content and context features because these are those that can
be exploited to enhance the message by giving proper suggestions to the author of the post.

We can see, for example, that the four most determinant features for the classification are

the number of followers of the author, the number of mentions in the tweet, the number
of hashtags and the time in the day (morning) when the tweet has been posted. On the other
side, less determinant are the fact that the tweet has been sent in the evening or in the night,
and that it contains names of organizations.



Information 2022, 13, 359

8 of 16

High
FOLLOWERS R et e & -
NMENTION e
NHASH .
PARTOFDAY_morning -t ——-
ISRETWEET —lee
LENGTH R
NURLS +-.
B 3. . :
[
HASNERLOC - o
PARTOFDAY_afternoon + %
DENSE -4 -
HASNERMISC S
HASEMARK .|.
HASQMARK -
SENT *
PARTOFDAY _night - |
HASNERORG "
PARTOFDAY_evening B
Low

04 -03 -02 -01 00 01 02 03 04
SHAP value (impact on model output)

Figure 3. An example of interpretable machine learning result in the context of the Social Network
Analytics scenario.

Moreover, colors and dots distribution allow us to better understand the impact
of the features in the output classification. Horizontal lines are composed of dots, each
one representing a tweet (a sample of the training set). The further a dot is to the left
(resp. on the right) the more negative (resp. positive) its impact on the classification is.
The color of the dot is blue (resp. red) if the value of the corresponding tweet feature is
small (resp. large). Therefore, we can see that a small number of mentions and hashtags are
to be preferred to a larger one, as it is preferable to post in the morning. Such insights are
easily transformed into suggestions for social media managers and can be used to improve
the impact of their tweets.

4. Challenges in the Game Analytics Scenario

As to the considered Game Analytics scenario, we will now shortly describe some
of the challenges involved in the Data Analytics/Machine Learning process for auto-
matically identifying game category information, leveraging on some recent and still-
unpublished methodologies and results going beyond the previously cited preliminary
work [21]. The final aim of the scenario is to employ data analytics and machine learning
techniques to better understand games and, ultimately, discover new features that can help
in exploiting them more effectively in a variety of socially useful domains. In particular,
in the current phase of this research, we focus on board games and on how effectively differ-
ent machine learning techniques can help in automatically discovering game categories and
game mechanics. The dataset is constructed by considering information taken from refer-
ence websites in this field and includes, among other data, textual descriptions of the game
and additional information coming from external resources (e.g., official game rulebooks)
that have not been considered in previous works. Figure 4 shows the complete dataset
acquisition, preparation and analysis pipeline which will be described in the following.
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Figure 4. Dataset acquisition, preparation and analysis pipeline for the game analytics scenario.

4.1. Challenge 1—Dataset Acquisition and Preparation

Data acquisition and enrichment: As previously discussed, the lack of sufficiently
large and detailed datasets on gaming information (in this specific case, board games) re-
quired the acquisition of a dataset that could support the objective and enable interpretable
machine learning techniques. Creating the dataset of 50,000 board games posed a number
of challenges:

*  Data acquisition: First of all, the data had to be acquired from the BoardGameGeek -
BGG (http:/ /boardgamegeek.com/, accessed on 5 May 2022) website, the current ref-
erence for the board game community. The website is based on a very large database
which, however, is not directly accessible as a download. Some information is ac-
cessible from an API, other information is available only through direct navigation
on the website pages. This required the identification of the relevant information
from the page of each game, construction of an ad hoc parser exploiting both di-
rect scraping and BGG API to acquire the data from the pages and associated XML
data of the first 50,000 games in the BGG ranking. Among the extracted fields, one
of the most important is the textual description of the game;

*  Data enrichment: In order to possibly enhance the effectiveness of ML classification,
the dataset has been enrinched with additional information coming from the rulebook
associated to each game. This enrichment process was completely unfeasible to be
done manually: in BGG, each game was associated to a community page containing
various files, and the rulebook could be “hidden” among dozens of files (which are
not categorized in any way and typically vary a lot from game to game in terms
of content). In order to solve this, the process was modelled as an ML process it-
self: a subset of the files (some thousands) were manually identified and labeled
as “rulebook” or “other”. Then, based on the file contents, an ML model was built and
trained in order to automatically learn if a file was actually a rulebook: this allowed
the extension of the whole dataset with a very high accuracy ratio (>95%).

Dataset preparation: Preparing the dataset with the right features (especially those
coming from textual information and that need to be specifically processed) and balancing
it for the specific machine learning tasks required further steps:

*  Pre-processing and feature extraction included elaborating the textual information, per-
forming stopword removal and computing the textual features” TF-IDF values;

*  Resampling was needed since the categories distribution of the dataset was very un-
balanced: only the most frequent categories were kept, each with an equal number
of samples.

4.2. Challenge 2—Output Interpretation

Machine learning results and their interpretation: Building the model, running
tests on different classifiers and, most importantly, applying interpretable machine learning
techniques to this context (typically unexplored from this point of view) was performed
in the following ways:
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*  Dataset splitting, cross validation: grid search techniques, combined with cross vali-
dation, enabled us to perform a significant number of runs and determine the best
parameters for the model;

*  Different classifiers: Evaluating different classifiers was crucial to determine the best-
performing ones for the specific situation; Figure 5 shows the accuracy, precision,
recall and f1 levels obtained in the best performing case (Random Forest). As we
can see, the accuracy obtained on the “enriched” dataset (also including rulebook
information) was quite satisfying (82%);

*  Model interpretation: Besides accuracy levels, interpreting the models can lead to in-
teresting knowledge. By analyzing the Shapley values in a summary plot (Figure 6
shows the one for the Fantasy category), it is possible to acquire possibly unknown
information about the games and their categories, including the most discriminant
features (keywords). For instance, terms such as “dragon” and “land” positively
connote the category, while others (e.g., “tank”) are typically not found in its games.
More in-depth analyses can also be performed by plotting a dependency plot spe-
cific to a particular feature (Figure 7 shows an example of the “secretly” feature
for the Cardgame category): since the SHAP value of each sample (vertical axis)
grows for increasing TF-IDF scores (horizontal axis), we understand that the concept
of “having secret information” is indeed typically found in card games but seldom
in others. By exploiting insights coming from analyses such as these, the knowledge
about games, game categories and game mechanics can be effectively improved.

macc mprec mrec ufl

0.83

0.81
0.7
0.7
0.75

rulebook description rb+descr

©

~

Figure 5. Obtained accuracy results for game category classification.
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Figure 6. An example of interpretable machine learning result in the context of the Game Analytics
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le=5
.
7
6, -
; . - -
. - "l
b 3 ” ...o ‘“n ...:"kd. s T, c"‘ .
H
= o & et 2
g% 44 ‘ .ﬁ.-q.c B .
o wrs * ¥ e o
> g 34 Fa .
o §
I 3 . .
] . .
I3
1 4
1 - > i
o
i
=14

00 01 02 03 04 05 06 07 08
secretly

Figure 7. An example of interpretable machine learning result in the context of the Game Analytics
Scenario scenario: dependency plot for classification of games, Cardgames category, “secretly” feature.
Horizontal axis shows TF-IDF values, vertical axis SHAP values.

5. A Short Overview of the Challenges in the Medical and HRM Analytics Scenarios

In this section ,we will continue the discussion and briefly comment on some of the main
challenges we have faced in our past (published) research in the Medical and HRM fields.
Even if not explicitly presenting novel results (thus the shorter length with respect to previ-
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ous sections), this will allow the reader to have a broader view on the subject of the paper.
All the details on the analysis and techniques are available in the referenced works.

5.1. Medical Scenario

In the medical analytics scenario, the goal of our research is to predict wellness
states for long-term patients [25] in novel data-driven ways. In a standard knowledge-
driven approach, patients are monitored from the computation of standard indices deriving
from variables manually selected and combined by clinical experts. Instead, in a data-driven
approach, wellness states are predicted from a combination of clinical, self-monitoring, and
self-reporting longitudinal observations using (interpretable) machine learning techniques.
Dataset acquisition and preparation in this field is particularly complex, since a large dataset
(261 patients, 18 months, 3 different world-wide clinics) is difficult to acquire but is needed
in order to have significant results. Moreover, the high number of variables/features
to be modeled (100+) and the heterogeneity of the dimensions that need to be considered
in order to acquire a good knowledge of the patient health status (including patient-
related outcomes from mobile smartphone apps and activity traces from commercial-grade
activity loggers) are further challenges that need to be tackled. DD is shown to produce
better predictive power than standard knowledge-driven methods [25]. As to output
interpretation, one of the biggest challenges is to understand the reasons of specific health
predictions: the high number of variables and the fact that the importance of each of them is
typically different for each patient, could make standard “black-box” predictions especially
dangerous to follow without a guide. On the other hand, intelligible explanations provide
the benefit of ranking the variables with respect to a prediction, showing the important role
that can be played by intelligible models towards personalising healthcare.

5.2. Human Resource Management Scenario

In the HRM analytics scenario, the goal of the research is to explore whether the em-
ployee attitudes (typically extracted from surveys) and digital work behaviors (actions
performed and logged on Enterprise Collaboration Software) are correlated and, if they are,
explore the possibility of predicting attitudes from behaviors [34,36]. In this case, acquiring
sufficiently large and meaningful datasets from the ECSs used by enterprises, especially
for data confidentiality reasons, is only the first challenge to overcome. The final dataset,
spanning a year of digital actions data for 106 employees and encompassing more than
300,000 actions, needed to be effectively filtered, cleaned and modelled in graph form
in order to be useful to the goal, i.e., analyzing data under the desired points of view: the in-
dividual (behavioral) perspective, according to which users performed how many actions
of specific kinds; and the social (relational) perspective, making explicit the interactions
between users. This enabled us to identify interesting correlations between attitudes and
behaviors, and, eventutally, to design a machine learning model taking relevant behavior
input and allowing the prediction of employee attitudes with satisfying precision [36].
Also in this scenario, the insights coming from these models need to be interpreted in order
to be effectively exploited by companies to improve decisions about human resources, both
in terms of efficiency and accuracy.

6. Related Works
6.1. Scenario 1: Social Network Analytics

Various ways of analyzing and predicting tweet influence, also known as popular-
ity, have been proposed in the literature. Machine learning approaches are used to deal
with prediction in the majority of scenarios. For example, paper [40] focuses on news
agencies’” Twitter accounts and investigates the propagation of news on Twitter as the foun-
dation of a Twitter news popularity prediction model. The stochastic model can forecast
the number of retweets a news tweet will receive. The research in [41] is about a prominent
Chinese microblogging service, and it tries to find content and contextual elements that in-
fluence the popularity of tweets. The width of tweet distribution and depth of deliberation
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on tweets, i.e., the number of comments tweets got, were used to determine the popularity
of tweets. The authors of [42] wanted to find features for tweet popularity prediction that
are both effective and simple to get or compute. According to the results of the experiment,
a relatively small set of features, particularly temporal features, can attain comparable per-
formance to all other features. The study [43] takes an alternative approach to the problem
of forecasting the final number of reshares of a particular post. While all of these papers
focused on a network-influenced idea of tweet popularity, the primary goal of our research
in this field is to investigate content features in the context of art museums.

6.2. Scenario 2: Game Analytics

A vast body of work exists on the application of machine learning and data analytics
approaches to game-related scenarios, a topic that has grown in popularity in recent years.
The goals are diverse, ranging from computer-assisted game design [19] to AlI-powered
game play [20,22], with important applications in areas other than entertainment. More
precisely, the analysis of board game information has been an important but under-explored
subject, with several notable studies conducted in both academic and non-academic settings.
When it comes to board game information, Board Game Geek is unquestionably one
of the most important sources, with many data analysts and researchers working on its data
for a variety of purposes. The majority of effort has gone into developing recommendation
systems [44]. Other studies of board game analytics on BGG data have a variety of goals,
ranging from predicting board game review ratings [45] to creating a boardgame ontology
based on the MDA Framework [46], and defining archetypes of players and games and
their relationships to game mechanics and genres [47]. The research we are conducting
in this field is in some ways related to the above discussed ones, but with the novel aim
of investigating the feasibility of applying data analytics and machine learning techniques
for automatically discovering game features that can be exploited for different social uses.

6.3. Scenario 3: Medical Analytics

The recent increased emphasis on the necessity for explanations of ML systems [29,30]
is a vital factor for the successful use of ML in medicine. This has sparked the new research
trend of interpretable machine learning [2]. Despite the fact that recent research has pre-
sented novel models with excellent performance and interpretability, such as GA2M [48]
and rule-based models [49], the utility of these models in healthcare has yet to be persua-
sively proved [2]. Instead, the interpretation method used in [50,51] is designed to work
with existing and well-established (albeit less interpretable) machine learning methods,
such as gradient boosting or deep learning, by extracting explanations post-hoc using
Shapley Values [52]. This is one of the most advanced interpretation approaches, as it
allows for both global (population level) and local (instance level) explanations, and this is
the one that is used in our research.

6.4. Scenario 4: HRM Analytics

Enterprise Collaboration Software (ECS), also known as Enterprise Social Software
(ESS), is a new type of software that has been attracting a growing number of researchers,
resulting in a steady increase in publications, particularly in the field of Information
Systems research. In [39], an extensive literature evaluation on this topic is presented.
Nonetheless, just a few studies suggest an ECS data analytics method and none of them,
as far as we know, use Social Network Analytics to meet the goal of framing employees’
attitudes. For example, [38] proposes analyzing log files and content data in order to acquire
a better knowledge of how ESS is actually used. The authors claim that Social Analytics
may be very valuable for their purposes, but they complain about a lack of tools for this
purpose and limit themselves to tabular analysis. Behrendt et al. [53] examine an empirical
ESS example using a mixed-method data analytics approach that attempts to obtain insights
from several data dimensions before combining them. The approach we followed in our
research in this field is a mixed-method that properly tunes usage data with structural data
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and exploits Social Network Analysis (the survey [54] provides a comprehensive overview
of most of the employed SNA solutions).

7. Conclusions

In this paper we presented four scenarios related to our everyday life where data
analytics and (interpretable) ML-based techniques can actually provide several benefits.
We focused on the actual challenges that are involved in general terms and in the specific
context, discussing in detail novel results that have been obtained in the Social Network
Analytics and Game Analytics settings.

We have shown that these techniques might be of real use for social good, and that
adopting them to approach problems arising in this context is not just applying existing
tools as a black box: particular care must be put in acquiring and pre-processing the dataset,
as well as in understanding and interpreting the outcomes of such tools.
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