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Abstract: Process mining is a relatively new subject that builds a bridge between traditional process
modeling and data mining. Process discovery is one of the most critical parts of process mining,
which aims at discovering process models automatically from event logs. Like other data mining
techniques, the performance of existing process discovery algorithms can be affected when there are
missing activity labels in event logs. In this paper, we assume that the control-flow information in
event logs could be useful in repairing missing activity labels. We propose an LSTM-based prediction
model, which takes both the prefix and suffix sequences of the events with missing activity labels as
input to predict missing activity labels. Additional attributes of event logs are also utilized to improve
the performance. Our evaluation of several publicly available datasets shows that the proposed
method performed consistently better than existing methods in terms of repairing missing activity
labels in event logs.

Keywords: process mining; business process management; incomplete event logs; data quality; data
management

1. Introduction

Business process management techniques are widely applied in modern information
systems, such as financial, production, and hospital systems. Traditionally, process analysts
model business processes through knowledge gained from interviews, workshops, or doc-
uments [1]. On the one hand, modeling business processes by hand can be cost ineffective
and time consuming. On the other hand, involving human beings to model processes can
introduce unavoidable biases. Thanks to the large-scale deployment of computer systems,
enterprise data have become more accessible. Process mining, a relatively new subject, was
introduced to fill the gap between data mining and traditional process modeling. The goal
of process mining techniques is to discover process insights directly from the data collected
from target organizations [2].

One of the most critical parts of process mining is called process discovery, which aims
at discovering a business process model automatically from process data. The datasets
used to discover process models are called event logs. Each event log is a collection of
traces, and each trace is an ordered sequence of events. Each event contains an activity,
timestamp, and other attributes.

Different process discovery algorithms have been proposed in the last decade, and
some of them can guarantee the production of accurate process models under certain
circumstances [2]. However, like other data mining techniques, the analysis results are
heavily related to the quality of the input datasets [3]. Most existing process discovery
algorithms assume the event log to be complete, and they may not be able to discover
accurate process models when some data in the input event log are missing. Missing data
in event logs has been defined as one of the major data quality issues in process mining [4,5].
Several methods were proposed in the field of process mining to repair event logs with
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missing data [6–10]. However, none of these methods can accurately repair missing activity
labels in event logs when a large number of activity labels are missing.

In this paper, we focus on repairing the missing activity labels in event logs. Inspired
by recent research papers that successfully applied deep learning methods to predict the
next activities in ongoing traces, we propose an LSTM-based prediction model to predict
the missing activity labels. The prediction model takes both the prefix and suffix sequences
of the events with missing activity labels as input. In addition, additional attributes of
event logs are also utilized to improve the performance.

1.1. Motivating Example

Table 1 shows an example event log L1, which describes a simple airport process.
Each row is an event, which is an execution record of an activity. An event can have
multiple attributes. In the example log, each event has an activity label, a resource, and
a timestamp. The activity label describes which activity the event recorded, the resource
describes the person who performed the event, and the timestamp describes the time
when the event was recorded. The event log contains three traces, and each trace is a
sequence of events ordered by timestamps. For simplicity, we can write the event log
as L1 = {<Arrive at Airport, Check-in, Security Check, Boarding, Take off>, <Arrive at
Airport, Priority Check-in, Priority Security Check, Priority Boarding, Take off>, <Arrive at
Airport, Check-in, Security Check, Priority Boarding, Take off>}. The goal of automated
process discovery algorithms is to construct a process model that can accurately describe
the process behaviors. For example, if we apply the popular algorithm split miner [11]
on L1, we can obtain the process model as shown in Figure 1. It is easy to interpret the
process model: some passengers advance through the priority pathways when arriving
at the airport, while others advance through the normal pathways. However, passengers
with priority tickets can still advance through the normal check-in and security check first,
and only advance through the priority boarding in the end.

Assume there is another event log L2, shown in Table 2, which is the same as L1
but with missing activity labels; we can write L2 as L2 = {<Arrive at Airport, Check-in,
Security Check, Boarding, Take off>, <Arrive at Airport, Priority Check-in, Priority Security
Check, Priority Boarding, Take off>, <Arrive at Airport, _, Security Check, _, Take off>}.
When trying to discover a process model from L2, we can ignore the missing activity labels
(Figure 2) or the whole traces with missing activity labels (Figure 3). None of the process
models can accurately describe the process as shown in Figure 1. For example, in Figure 2,
passengers can pass the security check without checking in at the airport. In Figure 3,
passengers cannot reach priority boarding after a normal security check.

Table 1. An example event log L1 without missing activity labels.

Event Trace Id Activity Resource Timestamp

e1 1 Arrive at Airport Tom 1/9/2020 12:00:00
e2 1 Check in Jack 1/9/2020 12:20:00
e3 1 Security Check Thomas 1/9/2020 12:30:00
e4 1 Boarding Linda 1/9/2020 14:20:00
e5 1 Take off James 1/9/2020 15:00:00

e6 2 Arrive at Airport Alice 2/9/2020 12:10:00
e7 2 Priority Check in James 2/9/2020 12:20:00
e8 2 Priority Security Check Lucas 2/9/2020 13:30:00
e9 2 Priority Boarding Linda 2/9/2020 14:20:00
e10 2 Take off Peter 2/9/2020 15:00:00

e11 3 Arrive at Airport Steven 2/9/2020 20:00:00
e12 3 Check in Jack 2/9/2020 20:20:00
e13 3 Security Check Mark 2/9/2020 20:25:00
e14 3 Priority Boarding Linda 2/9/2020 21:00:00
e15 3 Take off Ethan 2/9/2020 21:30:00
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Table 2. An example event log L2 with missing activity labels.

Event Trace Id Activity Resource Timestamp

e1 1 Arrive at Airport Tom 1/9/2020 12:00:00
e2 1 Check in Jack 1/9/2020 12:20:00
e3 1 Security Check Thomas 1/9/2020 12:30:00
e4 1 Boarding Linda 1/9/2020 14:20:00
e5 1 Take off James 1/9/2020 15:00:00

e6 2 Arrive at Airport Alice 2/9/2020 12:10:00
e7 2 Priority Check in James 2/9/2020 12:20:00
e8 2 Priority Security Check Lucas 2/9/2020 13:30:00
e9 2 Priority Boarding Linda 2/9/2020 14:20:00
e10 2 Take off Peter 2/9/2020 15:00:00

e11 3 Arrive at Airport Steven 2/9/2020 20:00:00
e12 3 - Jack 2/9/2020 20:20:00
e13 3 Security Check Mark 2/9/2020 20:25:00
e14 3 - Linda 2/9/2020 21:00:00
e15 3 Take off Ethan 2/9/2020 21:30:00
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Figure 1. Process model discovered from L1.
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Figure 2. Process model discovered from L2. Events with missing activity labels are removed.
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Figure 3. A process model discovered from L2. Traces with missing activity labels are removed.

The goal of this paper is to propose a method as a data pre-processing tool that can
accurately repair the missing activity labels. The repaired event logs can then be used by
process discovery algorithms to discover accurate process models.

1.2. Contributions of This Paper

The contributions of this paper include the following:

• To the best of our knowledge, this is the first paper applying artificial neural networks
to predict missing activity labels in event logs for process mining.
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• An LSTM-based artificial neural network is proposed to repair missing activity labels
in event logs.

• Experiments on publicly available datasets under various settings show that our
method can accurately repair missing activity labels, even when a large proportion of
activity labels were missing in an event log.

The rest of this paper is structured as follows: Section 2 is a literature review of related
work. Section 3 introduces some preliminary concepts used in this paper. Our proposed
method is presented in Section 4. Section 5 presents the evaluation results. Finally, our
paper is concluded in Section 6.

2. Related Work
2.1. Process Discovery Algorithms

Various process discovery algorithms were proposed in the last decade. Alpha algo-
rithms were one of the earliest groups of process discovery algorithms that can construct
Petri nets automatically based on the event logs. The original version [12] of the alpha
algorithms can guarantee the discovery of certain behaviors in process models when the
input event log is noise free and can satisfy certain completeness requirements. However,
the original algorithm cannot discover accurate process models with complex behaviors.
Later research papers extended the original alpha algorithm to discover short loops [13],
invisible tasks [14,15], and non-free-choice behaviors [14,16]. Alpha algorithms produce
desirable results on noise-free data, but the performance can be heavily affected when
trying to discover process models from real-life event logs. The heuristics miners [17–19]
were proposed based on the alpha algorithms to handle noises in event logs.

A challenge for process discovery algorithms was whether the algorithm can guarantee
the production of “sound” process models [2], which is the precondition for process models
to be used for process simulation or conformance checking (i.e., a group of algorithms
to check if the given process model conforms to the input data). None of the algorithms
stated above can guarantee the production of sound process models. To solve the problem,
inductive miners [20–26] were proposed. Inductive miners always return a process notation
called process trees, which can be translated into equivalent block-structured Petri nets [20].
As a result, inductive miners can always discover sound process models. Similar to the
alpha algorithms, inductive miners were also shown to discover certain process behaviors
when the input event log is complete. Although inductive miners can guarantee the
production of sound process models, the behaviors that can be represented by process trees
are limited. Recently, the split miner [11] was proposed; it can produce sound process
models for most of the time. Instead of process trees, the split miner can discover BPMNs
directly. As a result, the split miner can discover more process behaviors.

Besides the process discovery algorithms stated above, there are also other types of
algorithms for discovering process models, such as genetic algorithms (e.g., [27,28]), the
ILP algorithm (e.g., [29]), and machine-learning-based algorithms (e.g., [30]). However,
most of these methods rely on the ordering of events within traces to discover process
models. The ordering of events within traces could be incorrect when there are missing
activity labels or events [4].

In a nutshell, there are various process discovery algorithms to choose from when
discovering process models. However, most process discovery algorithms require the event
logs to satisfy a certain degree of completeness requirements. The performance of existing
process discovery algorithms can be affected if a large number of activity labels in event
logs are missing.

2.2. Missing Data in Event Logs

There are some research papers focusing on handling missing data in event logs for
process mining. In [4,5], missing data was defined as one of the data quality issues for event
logs. In [6], researchers relied on generalized stochastic Petri nets (GSPNs) and Bayesian
network models to repair event logs with missing events. Rogge et al. [6] were the first to
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address the missing data issue in process mining. However, when a generalized stochastic
Petri net cannot be derived from the event logs (e.g., when a large number of events are
missing), the event log may not be accurately repaired. Similar to [6], Song et al. [10] also
relied on process models to repair missing events.

In PROELR [7] and SRBA [8], researchers firstly applied trace clustering methods to
cluster “complete traces” (i.e., traces without missing activity labels). Each “incomplete
trace” (i.e., traces with missing activity labels) would then find the cluster that was closest to
it. Finally, the incomplete traces were repaired based on the features of their corresponding
trace clusters. Both [7,8] require a large amount of “complete traces” in event logs. As a
result, they cannot handle the case when most traces in event logs contain missing activity
labels. Furthermore, the performance [7,8] can drop when the event logs contain a large
number of missing activity labels.

The MIEC [9] is a multiple-imputation-based method to repair missing data in event
logs. Besides repairing missing activity labels, it can also repair all other missing attributes
in event logs. The MIEC relied on the dependency relations between event attributes. For
example, some activities may always happen on weekends or be performed by a specific
group of people. It may not be able to effectively repair event logs when such dependency
relations do not exist or the event log contains limited attribute data.

Instead of trying to repair missing data in event logs, Horita et al. [31] applied the
decision tree learning algorithm to discover the tendency of missing values in event logs.
The output of [31] is a decision tree that indicates the conditions that there is likely to have
missing data in event logs (e.g., there is an event with a missing activity label when a
certain activity happens before it).

Although a few methods were developed to repair missing data in event logs, a
method that is capable of accurately repairing a large amount of missing activity labels is
still needed in this field.

2.3. Next Activity Prediction in Event Logs

Recently, artificial neural networks were applied to predict the next events in event
logs. The goal of the next activity prediction algorithms is to predict the activity label (or
other attributes) of an event in a trace, given its prefix sequence. Different neural networks
have been proposed to make the prediction as accurate as possible. For example, Tax
et al. [32] and Camargo et al. [33] designed LSTM models for next activity prediction.
More specifically, Tax et al. [32] applied one-hot vector encoding to encode all categori-
cal variables, while Camargo et al. [33] applied embedding algorithms to obtain vector
representations of categorical variables.

To further improve the accuracy of LSTM-based models, Pasquadibisceglie et al. [34]
designed a multi-view LSTM based model that took both control-flow information (i.e., the
ordering of activities in traces) and other event log attributes (e.g., the person who per-
formed each activity) as input for next activity prediction. Lin et al. [35] implemented an
encoder–decoder structure of LSTMs to predict the next activities. In [35], a customized
layer called “modulator” was designed to assign different attributes with different weights.
Taymouri et al. [36] combined generative adversarial nets (GANs) with LSTM models to
achieve high-accuracy prediction.

Besides LSTM models, other neural network structures were also designed by re-
searchers for next-activity prediction. For example, Pasquadibisceglie et al. [37] converted
event logs into 2D representations and designed a neural network model based on a CNN.
A stacked autoencoder-based deep learning approach was designed in [38].

The methods stated above can achieve high accuracy. However, as their goal is to
predict next activities in ongoing traces, only information in the prefix can be used for
prediction. When dealing with missing activity labels in event logs, both prefix and suffix
sequences can be used.
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3. Preliminaries
3.1. Problem Definition

In this section, we introduce some basic concepts used in this paper.

Definition 1 (Event log, Trace, Activity, Event). An event log L is a multiset of traces. A trace
t, t ∈ L, is an ordered sequence of events. Assuming A is the set of all possible activities, an event
e is an execution record of an activity a ∈ A. #n(e) denotes the value of attribute n for event e.
For example, #activity(e) refers to the activity label associated with e, and #timestamp(e) refers to the
timestamp of event e.

Definition 2 (Missing Activity Label). The activity label of event e is missing if #activity(e) = _.

For example, for event log L2 in Table 2, the activity labels of events e12 and e14
are missing.

Definition 3 (k-Prefix and k-Suffix of an Event). Suppose a trace t ∈ L where t =< e1, e2, e3, ...,
en >. Suppose i − k > 0 and i + k 6 n; the k-Prefix of event ei where ei ∈ t is the or-
dered sequence < ei−k, ei−k+1, ..., ei−1 >, and the k-Suffix of event ei is the ordered sequence
< ei+1, ei+2, ..., ei+k >. In this paper, when talking about the prefix and suffix sequences, we
refer to the activity sequences. For example, the k-Suffix of event ei refers to the ordered sequence
< #activity(ei+1), #activity(ei+2), ..., #activity(ei+k) >.

In this paper, we focus on repairing events with missing activity labels within event logs.

3.2. Long Short-Term Memory (LSTM)

The method we propose in this paper is based on LSTM [39], which is a common
artificial recurrent neural network structure in the deep learning field. LSTM networks are
especially suitable for analyzing time-series data and are resistant to the vanishing gradient
problem. As mentioned in Section 2, many LSTM-based artificial neural network structures
have been proposed by researchers recently to predict next events in ongoing traces.

The definition of an LSTM unit we applied in this paper is presented in the follow-
ing equations:

f(t)g = sigmoid(U f h(t−1) + W f x(t) + b f ) (1)

i(t)g = sigmoid(Uih(t−1) + Wix(t) + bi) (2)

c̃(t) = tanh(Ugh(t−1) + Wgx(t) + bg) (3)

c(t) = f(t)g ◦ c(t−1) + i(t)g ◦ c̃(t) (4)

o(t)
g = sigmoid(Uoh(t−1) + Wox(t) + bo) (5)

h(t) = o(t)
g ◦ tanh(c(t)) (6)

∀t ∈ {1, 2, . . . , k}.

In the equations above, {U, W, b} are trainable parameters. Each LSTM unit takes
a single input vector x(t). The input vector is passed into different gates that decide how
the information will flow into and out of the cell. More specifically, Equation (1) defines
the “forget gate”, which determines which part of information from the previous cell state
to forget. Equation (2) defines the "input gate," which controls the new information to
be stored into the memory. Equations (3) and (4) define how the hidden state from the
previous LSTM unit h(t−1) and the new input x(t) are used to update the cell c(t). The
output gate defined in (5) describes how the information of the cell state c(t) is used to
update the hidden state h(t), which is passed to the next LSTM unit or subsequent neural
network layers. Finally, Equation (6) defines how the output gate is used to update the
hidden state h(t).
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4. The Proposed Method
4.1. Data Preprocessing

The core idea of the proposed approach is to use supervised learning approaches to
predict the missing activity labels in event logs. In other words, the events without missing
activity labels are used to train the prediction model, and the prediction model is then used
to predict the missing activity labels in the event log.

Firstly, we need to split the original event log in order to obtain a training dataset,
where each sample is labeled. We divide all events in the event log into two sets. The first
set Ecomplete contains all events with activity labels, and the second set Emissing contains all
events with missing activity labels. For example, for the sample log L2 shown in Table 2,
Ecomplete = {e1, e2, e3, e4, e5, e6, e7, e8, e9, e10, e11, e13, e15}, and Emissing = {e12, e14}. For each
event in Emissing and Ecomplete, we obtain the activity labels of its k− Pre f ix and k− Su f f ix.
For events in Ecomplete, we obtain a training dataset where each sample is labeled. The
training dataset is then used to train a neural network model that is used to predict the
activity labels in Emissing. Besides activity labels, other attributes of events are also included
in our proposed deep learning architecture.

For our example event log L2, Tables 3 and 4 present the two datasets constructed
from Emissing and Ecomplete when k = 3. For each event, besides its prefix and suffix activity
sequences, its resource is also preserved in the dataset. In addition, a special label “Missing”
is assigned to the missing activity labels in the prefix and suffix. Using the label “Missing”
can let the neural network model know that there is supposed to be an activity label at a
specific place. For example, suppose there is a trace < A, _, _ > with two missing activity
labels in an event log where activity C always happens two activities after activity A. If
we represent the last event’s prefix as < A, Missing >, we can easily know the trace is
< A, _, C >.

Table 3. The example dataset constructed from Ecomplete.

Event Resource Prefix_1 Prefix_2 Prefix_3 Suffix_1 Suffix_2 Suffix_3 Label
(Activity)

e1 Tom Boarding Security
Check Check in Arrive at

Airport

e2 Jack Arrive at
Airport Take off Boarding Security

Check Check in

e3 Thomas Arrive at
Airport Check in Take off Boarding Security

Check

e4 Linda Arrive at
Airport Check in Security

Check Take off Boarding

e5 James Check in Security
Check Boarding Take off

. . . . . . . . . . . . . . . . . . . . . . . . . . .

e15 Ethan Missing Security
Check Missing Take off

Table 4. The example dataset constructed from Emissing.

Event Resource Prefix_1 Prefix_2 Prefix_3 Suffix_1 Suffix_2 Suffix_3 Label
(Activity)

e12 Jack Arrive at
Airport Missing Security

Check Missing _

e14 Linda Arrive at
Airport Missing Security

Check Take off _

Finally, to feed the dataset into the neural network, the categorical variables have
to be transformed into numerical values. As a result, categorical data are passed into
an embedding layer first to be transformed into a vector representation. Depending on
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the choice of embedding methods, more work could be required to process the data.
For example, the categorical values may be required to be represented by non-negative
integers [40]. Algorithm 1 presents the steps to construct the dataset from Ecomplete. The
same steps are applied for construct the dataset from Emissing.

Algorithm 1: Constructing the Training Dataset from Ecomplete

Input: Ecomplete, k, Attributes
// k refers to the length prefix/suffix. Attributes refers to the

list of additional attributes used to repair missing activity
labels

1 DatasetComplete← []
2 for e in Ecomplete do
3 new_record← []
4 for attr in Attributes do
5 new_record.add(#attr(e))

// Add additional attributes into the dataset
6 end
7 prefix_events← getPrefix(e, k)
8 for epre f ix in prefix_events do
9 if #activity(epre f ix) is missing then

10 new_record.add("Missing")
// a special label “Missing” is assigned to the missing

activity labels in the prefix
11 else
12 new_record.add(#activity(epre f ix))
13 end
14 end
15 end
16 suffix_events← getSuffix(e, k)
17 for esu f f ix in suffix_events do
18 if #activity(esu f f ix) is missing then
19 new_record.add("Missing")

// a special label “Missing” is assigned to the missing
activity labels in the suffix

20 else
21 new_record.add(#activity(esu f f ix))
22 end
23 end
24 end
25 new_record.add(#activity(e))
26 DatasetComplete.add(new_record)
27 end

Output: DatasetComplete

4.2. The Deep Learning Architecture

The overall architecture of our proposed neural network is presented in Figure 4. The
LSTM models for the prefix and suffix sequences are established separately. The deep
learning architecture contains two LSTM models. One LSTM model handles the prefix
sequence, and the other handles the suffix sequence.
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Prefix Suffix

Embedding Layer 1 Embedding Layer n + 1

LSTM 1 LSTM 2

Attribute 1

Embedding Layer 2

Concatenate

Attribute n

Embedding Layer n

…

Softmax Layer

Event SuffixPrefix

Figure 4. Architecture of our proposed neural network.

For example, Figure 5 shows the unfolded LSTM network for the prefix of e5 in L2. The
prefix of e5 is presented in Table 3. The LSTM network captures the temporal information
for the prefix of e5 and outputs a hidden representation h(t), which is a fixed-size vector.
When predicting next activities in ongoing traces, the vector could be passed directly into a
dense layer to make the prediction [32,33]. However, when predicting the missing activity
label of an event, we can use the temporal information from both its prefix and suffix. As
a result, another LSTM, that captures the temporal information of the suffix sequences of
events, is also included in the deep learning architecture.

LSTM LSTM LSTM
𝒉𝒉(𝒕𝒕)𝒉𝒉(𝒕𝒕 −𝟏𝟏)𝒉𝒉(𝒕𝒕 −𝟐𝟐)

Check in Security Check Boarding

Figure 5. Unfolded LSTM network for the prefix of e5, the activities are in vector representations.

Besides the temporal information of prefix and suffix sequences, the known attribute
values of the events are also used by our proposed method. As shown in Figure 4, these
attribute values are also passed into embedding layers to be transformed into vector
representations. It has to be noted that embedding layers are only needed for categori-
cal variables.

A concatenation layer is used to combine all of the vector representations we ob-
tained. The output vector of the concatenation layer contains the temporal information of
the input events’ prefix sequences and suffix sequences as well as the information of its
attribute values.



Information 2022, 13, 234 10 of 18

Finally, the output of the concatenation layer is fed into a dense layer that uses the
softmax activation function:

Softmax(xi) =
exp(xi)

∑j exp(xj)
(7)

The output of the softmax function is a vector that contains the probability of different
activity labels. The activity label with the highest probability is selected to repair the event.
To train the neural network model, the backpropagation algorithm is used to find the
optimal trainable parameters. In addition, cross-entropy is used as the loss function.

5. Evaluation

To prove that our proposed method can accurately repair missing activity labels in
event logs, a large number of experiments were conducted. Overall, we performed two
groups of experiments. The first group of experiments compared the performance of our
proposed method with existing methods to repair missing activity labels in event logs.
The second group of experiments performed further analysis to prove the effectiveness of
our method.

We implemented our approach in Python 3.7.1 based on Tensorflow 2.7.0. For the
embedding layers, we used the built-in embedding layer in Keras, which requires the
categorical variables to be transformed into non-negative integers. In all our experiments,
the prefix and suffix lengths were set to five. Zero padding was added if the length of
the prefix/suffix was shorter than five (e.g., the event is at the beginning of a trace). In
addition, only resources were used as additional attributes to repair missing activities in
the experiments of this paper. The dimensions for the embedding layers of the prefix and
suffix were set to 100, and the dimension for the embedding layer of resources was set to
16. Probabilistic dropouts of 0.2 were also applied to the outputs of the embedding layers.
Moreover, batch normalization was also added to the output vectors of the concatenation
layer. Both LSTM networks in our proposed structure contained two layers (32 neurons in
the first layers, and 16 neurons in the second layers). During the training process of the
model, the training dataset was shuffled first, and 20% of the training dataset was used
as the validation set. To minimize the loss, we used the Nadam optimizer. The maximum
number of epochs was 100 (Early stop was set to 10 epochs), the batch size was set to 32,
and the learning rate was set to 0.002.

To evaluate the performance of our method, we applied the same evaluation matrix as
found in [7–9], i.e., the success rate. It measures the proportion of missing activity labels
repaired successfully to the total number of missing activity labels. Equation (8) defines the
success rate, where m is the number of activity labels that are repaired successfully, and n
is the total number of missing activity labels.

Success Rate =
m
n

(8)

The experiments utilized several publicly available datasets. In total, our evaluation
was based on six publicly available event logs:

• The Production Process Log (https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b8
73-ee76ea412399 (accessed 31 December 2021)): An event log of a factory’s produc-
tion process.

• Hospital Billing (https://doi.org/10.4121/uuid:76c46b83-c930-4798-a1c9-4be94dfeb7
41 (accessed 31 December 2021)): An event log extracted from a regional hospital’s ERP
system. It contains the processes used to bill bundled packages of medical services.

• BPI Challenge 2012 (https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-7597
6070e91f (accessed 31 December 2021)): An event log containing a loan application
process in a Dutch financial institute.

https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b873-ee76ea412399
https://doi.org/10.4121/uuid:68726926-5ac5-4fab-b873-ee76ea412399
https://doi.org/10.4121/uuid:76c46b83-c930-4798-a1c9-4be94dfeb741
https://doi.org/10.4121/uuid:76c46b83-c930-4798-a1c9-4be94dfeb741
https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
https://doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
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• Sepsis Log (https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
(accessed 31 December 2021)): An event log containing processes to deal with sepsis
patients in a hospital.

• Helpdesk (https://doi.org/10.4121/uuid:0c60edf1-6f83-4e75-9367-4c63b3e9d5bb (ac-
cessed 31 December 2021)): An event log that describes the ticketing management
process in a software company in Italy.

• BPIC 2013 Incidents (https://doi.org/10.4121/uuid:500573e6-accc-4b0c-9576-aa546
8b10cee (accessed 31 December 2021)): An event log of the incident management
process in Volvo IT.

The details of all used datasets are presented in Table 5. For the “Hospital Billing”
event log, we filtered out all traces with only one or two events. The “Hospital Billing” event
log was filtered in the same way as in [8]. As shown in Figure 6, we firstly randomly deleted
a number of activity labels from these event logs. Two datasets were then constructed. The
dataset constructed from Ecomplete was used to train the neural network model, and the
dataset constructed from Emissing was used to evaluate the model and calculate success rates.

Random Delete

Split

𝐸𝐸𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

(For training the model) (For evaluating the model)

Figure 6. Pre-processing publicly available datasets to evaluate our method.

Table 5. Characteristics of the used publicly available datasets.

Dataset Number of Traces Number of Events Number of Activities Number of
Resources

Production Process Log 225 4544 55 31
Hospital Billing (Filtered) 69,252 412,236 18 1105

BPI Chanllenge 2012 13,087 262,200 24 69
Sepsis Log 1050 15,214 16 26
Helpdesk 4580 21,348 14 22

BPIC 2013 Incidents 7554 65,533 13 1440

The settings based on those datasets were slightly different in different experiments,
which are explained in detail in the following subsections.

5.1. Comparing with Existing Methods

In the first group of experiments, we compared the performance of our proposed
method with [7–9]. Since all of these methods were evaluated using publicly available

https://doi.org/10.4121/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
https://doi.org/10.4121/uuid:0c60edf1-6f83-4e75-9367-4c63b3e9d5bb
https://doi.org/10.4121/uuid:500573e6-accc-4b0c-9576-aa5468b10cee
https://doi.org/10.4121/uuid:500573e6-accc-4b0c-9576-aa5468b10cee
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datasets, we can compare our results directly with their results using the same datasets and
under the same settings.

We firstly compared our method with PROELR [7] and SRBA [8]. In [8], both methods
were evaluated using the “Hospital Billing Log” and the “BPI Challenge 2012” logs with
randomly deleted activity labels. Since both methods rely on trace clustering algorithms,
only a small portion of activity labels can be deleted. In addition, only one activity was
deleted in each trace.

Following the data preparation methods in [8], we deleted activity labels of 100,
150, 200, and 300 events from the “Hospital Billing Log” and “BPI Challenge 2012” logs,
respectively, and only one activity label was allowed to be removed from each trace. For
each number of missing activity labels, we repeated the same procedure 10 times and
reported the average. For example, when removing 100 activity labels from the “Hospital
Billing Log”, we obtained 10 different event logs with 100 missing activity labels, and the
success rate reported is the average success rate among the 10 logs.

The results for comparing our method with ROELR and SRBA are presented in Table 6
and Figure 7, where the success rates of ROELR and SRBA were referenced directly from [8].
The success rates of our methods are all above 0.99, which indicates that almost all missing
activity labels can be successfully repaired. The success rates are around 0.8 for SRBA and
0.4–0.7 for PROELR, which are lower than our method.

Next, we compared our method with the MIEC [9]. The MIEC was evaluated by
the “Production Process Log” in [9]. To obtain event logs with missing activity labels, the
different proportions of activity labels were randomly removed from the log. There were
no limits on the number of activity labels deleted in each trace.

Following [9], we deleted 15%, 20%, 25%, and 30% of the activity labels from the
"Production Process Log" to obtain event logs with missing activity labels. The evaluation
results are presented in Table 7 and Figure 7. As in the previous experiment, the results
of the MIEC were referenced from [9] directly, and all the success rates of our method are
the average of 10 repeats. Both methods can achieve high success rates when only a small
proportion of activity labels are missing in the event log. However, the performance of
the MIEC drops when the number of missing activity labels increases. The success rates
drop by around 5% when the number of missing activity labels increases by 5%, and only
78.8% of the missing activity labels can be repaired successfully when 30% of the activity
labels are removed. Compared to our method, the success rates remain stable when the
number of missing activity labels increases. Around 94% of the missing activity labels can
be repaired successfully at all different levels of missing activity labels.

Table 6. Comparison of our method with PROELR [7] and SRBA [8].

Dataset Number of Missing
Activity Labels PROELR [7] SRBA [8] Our Method

Hospital Billing

100 0.644 0.816 0.995
150 0.650 0.805 0.991
200 0.635 0.811 0.991
300 0.668 0.825 0.993

BPI Chanllenge 2012

100 0.441 0.800 0.993
150 0.463 0.790 0.996
200 0.432 0.772 0.992
300 0.438 0.760 0.994
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Table 7. Comparison of our method with the MIEC [9].

Dataset Number of Missing Activity
Labels MIEC [9] Our Method

Production Process Log

15% (681) 0.925 0.946
20% (908) 0.876 0.938
25% (1817) 0.837 0.937
30% (1363) 0.788 0.938

100 150 200 300
Our Method 0.995 0.991 0.991 0.993
PROELR 0.441 0.463 0.432 0.438
SRBA 0.8 0.79 0.772 0.76

100 150 200 300
Our Method 0.993 0.996 0.992 0.994
PROELR 0.644 0.65 0.635 0.668
SRBA 0.816 0.805 0.811 0.825

15% 20% 25% 30%
Our Method 0.946 0.938 0.937 0.938
MIEC 0.925 0.876 0.837 0.788
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Figure 7. Comparison of our method with others.

5.2. Further Analysis of Our Proposed Method

To further analyze the performance of our proposed method, we evaluated our method
with more event logs and missing activity labels. Besides running the experiments on our
method, several baselines were also implemented to prove the effectiveness of our method:

• Prefix Only: A LSTM-based prediction model that predicts the missing activity label
of an event using only its prefix sequence.

• Suffix Only: A LSTM-based prediction model that predicts the missing activity label
of an event using only its suffix sequence.

• Our Method (Without Resources): Our proposed model that uses only prefix and
suffix sequences of an event to predict its missing activity label.

In total, all six event logs were used to evaluate our method in this section. For each
event log, 10%, 20%, 30%, and 40% of the activity labels were randomly deleted to create
missing activity labels. For “Hospital Billing” and “BPI Challenge 2012” logs, instead
of deleting a small number of activity labels, a large proportion of activity labels were
removed. The evaluation results are presented in Table 8 where all success rates were
averaged by 10 repeats. The success rates of our method are much higher than using only
prefix or suffix sequences to predict the missing activity labels, whether the additional
attributes (i.e., resources) are used or not. The results prove that, when repairing missing
activity labels of events, using the information from both their prefix and suffix sequences
can significantly improve the success rates.

It is also interesting to notice that, except for the production process log, although
using additional attributes (i.e., resources) can improve the success rates, applying our
method without additional attributes can also obtain high success rates. Our results indicate
that our method can be used to repair missing activity labels when additional attributes are
not available in event logs.

Figure 8 shows the success rates of our method each round separately in different
event logs when different numbers of activity labels are missing. Overall, the success rates
of our method are stable in different rounds without huge fluctuations. Although the
success rates become lower when more activity labels are missing, the drops are slight. On
average, the success rate drops by only 0.04 when the number of missing activity labels
increases from 10% to 40%. These results suggest that our method can accurately repair
event logs with a large proportion of missing activity labels.

Table 9 shows the average time for our method to repair the missing activity labels
for each event log. The time includes the time to train the prediction model and repair the
missing activity labels. All our code was run on Google Colab Pro with Nvidia Tesla P100
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GPU. It is interesting to notice that our method takes less time when there are more missing
activity labels. The datasets for training the model become smaller when there are more
missing activity labels.

Finally, to show how different process discovery algorithms can handle the repaired
event logs, we selected the event logs the with highest success rates (Hospital Billing) and
event logs with lowest success rates (Sepsis Log) for additional experiments. We used their
original two event logs, the event logs with missing activity labels (20 event logs in total)
and the repaired event logs (20 event logs in total) to discover process models, and we used
all the discovered process models to perform conformance checking against the original
event logs. The conformance checking was based on Variants.ALIGNMENT_BASED
(fitness) and Variants.ALIGN_ETCONFORMANCE (precision) tools in the PM4PY [41]
framework. Table 10 shows the average f-scores of the discovered process models using
the inductive miner infrequent algorithm [21]. Table 11 shows the average f-scores of the
discovered process models using the split miner algorithm [11]. Default settings were
applied to all process discovery algorithms. A higher f-score indicates the discovered
process model can represent the process behaviors of the original event log more accurately.
As shown in both tables, the average f-scores for the event logs with missing activity labels
and repaired event logs drop when there are more missing activity labels. However, the
f-scores for process models of repaired event logs drop slower and remain closer to the
process models of the original event logs. The results indicate that the proposed method
can help with improving the quality of discovered process models when there are missing
activity labels in event logs.

Table 8. Further analysis of our method.

Dataset
Number of

Missing
Activity Labels

Prefix Only Suffix Only
Our Method

(Without
Resources)

Our Method

Hospital Billing

10% (41,223) 0.878± 0.002 0.885± 0.002 0.986± 0.001 0.990± 0.001
20% (82,447) 0.865± 0.003 0.880± 0.002 0.983± 0.002 0.988± 0.001
30% (123,670) 0.852± 0.002 0.875± 0.003 0.980± 0.001 0.985± 0.001
40% (164,894) 0.836± 0.002 0.868± 0.001 0.976± 0.001 0.983± 0.001

BPI Chanllenge 2012

10% (26,220) 0.828± 0.096 0.809± 0.091 0.975± 0.046 0.983± 0.002
20% (52,440) 0.823± 0.002 0.795± 0.002 0.968± 0.002 0.971± 0.002
30% (78,660) 0.802± 0.003 0.768± 0.004 0.952± 0.004 0.957± 0.003
40% (104,880) 0.778± 0.002 0.735± 0.004 0.932± 0.002 0.942± 0.002

Sepsis Log

10% (1521) 0.634± 0.020 0.588± 0.017 0.819± 0.022 0.888± 0.016
20% (3042) 0.602± 0.016 0.545± 0.013 0.763± 0.009 0.846± 0.016
30% (4564) 0.575± 0.017 0.515± 0.010 0.712± 0.017 0.812± 0.012
40% (6085) 0.547± 0.012 0.481± 0.011 0.660± 0.012 0.779± 0.012

Helpdesk

10% (2134) 0.822± 0.014 0.868± 0.009 0.937± 0.009 0.943± 0.013
20% (4269) 0.807± 0.014 0.861± 0.008 0.936± 0.007 0.941± 0.005
30% (6404) 0.795± 0.008 0.853± 0.006 0.929± 0.007 0.934± 0.003
40% (8539) 0.786± 0.005 0.847± 0.008 0.922± 0.005 0.923± 0.005

BPIC 2013 Incidents

10% (6553) 0.662± 0.009 0.712± 0.007 0.831± 0.006 0.873± 0.007
20% (13,106) 0.650± 0.007 0.703± 0.007 0.823± 0.003 0.864± 0.004
30% (19,659) 0.634± 0.005 0.690± 0.005 0.816± 0.006 0.855± 0.005
40% (26,213) 0.617± 0.008 0.679± 0.004 0.807± 0.005 0.843± 0.006

Production Process Log

10% (454) 0.481± 0.041 0.520± 0.053 0.568± 0.045 0.944± 0.014
20% (908) 0.461± 0.018 0.507± 0.034 0.546± 0.029 0.938± 0.017
30% (1363) 0.430± 0.020 0.478± 0.027 0.514± 0.020 0.936± 0.013
40% (1817) 0.416± 0.025 0.461± 0.022 0.500± 0.025 0.932± 0.010
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Table 9. Average time used to repair each log.

Dataset Number of Missing Activity Labels Average Time Used by Our Method to Repair
Each Log

Hospital Billing
10% (41,223) 2190.91 s
20% (82,447) 1463.12 s
30% (123,670) 1217.85 s
40% (164,894) 1093.86 s

BPI Challenge 2012
10% (26,220) 1772.21 s
20% (52,440) 1109.62 s
30% (78,660) 1000.51 s
40% (104,880) 899.21 s

Sepsis Log
10% (1521) 140.69 s
20% (3042) 89.99 s
30% (4564) 75.65 s
40% (6085) 69.66 s

Helpdesk
10% (2134) 140.40 s
20% (4269) 89.33 s
30% (6404) 80.30 s
40% (8539) 72.96 s

BPIC 2013 Incidents
10% (6553) 218.59 s

20% (13,106) 170.65 s
30% (19,659) 157.66 s
40% (26,213) 150.10 s

Production Process Log
10% (454) 40.40 s
20% (908) 36.38 s

30% (1363) 32.52 s
40% (1817) 29.56 s
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Table 10. F-scores of process models discovered by the inductive miner (infrequent) from the original,
problem and repaired event logs. All conformance checking was conducted between discovered
process models and the original event logs.

Dataset Number of Missing
Activity Labels

F-Score (the Original
Log)

Average F-Score (the
Logs with Missing

Activity Labels)
Average F-Score (the

Repaired Logs)

Hospital Billing
10% (41,223) 0.75 0.67 0.74
20% (82,447) 0.75 0.59 0.71

30% (123,670) 0.75 0.57 0.71
40% (164,894) 0.75 0.55 0.70

Sepsis Log
10% (26,220) 0.77 0.62 0.72
20% (52,440) 0.77 0.61 0.68
30% (78,660) 0.77 0.59 0.66

40% (104,880) 0.77 0.58 0.65

Table 11. F-scores of process models discovered by the split miner from the original, problem and
repaired event logs. All conformance checking was conducted between discovered process models
and the original event logs.

Dataset Number of Missing
Activity Labels

F-Score (the Original
Log)

Average F-Score (the
Logs with Missing

Activity Labels)
Average F-Score (the

Repaired Logs)

Hospital Billing
10% (41,223) 0.95 0.86 0.94
20% (82,447) 0.95 0.85 0.94

30% (123,670) 0.95 0.81 0.93
40% (164,894) 0.95 0.80 0.93

Sepsis Log
10% (26,220) 0.86 0.76 0.80
20% (52,440) 0.86 0.74 0.78
30% (78,660) 0.86 0.72 0.77

40% (104,880) 0.86 0.68 0.76

6. Conclusions

In this paper, we proposed a deep learning method to repair missing activity labels
in event logs. The method was inspired by recent research papers in the field of process
mining that designed artificial neural network models to predict the next activities in
ongoing traces. Different from algorithms that predict next activities, to repair the missing
activity labels of events, our method uses both their prefix and suffix sequences. The
success rates of our method are much higher compared to existing methods in terms of
repairing missing activity labels. Additional attributes in the event log can also be utilized
to improve the success rates of our method.

Comparing with existing methods, our method can accurately repair the missing
activity labels when a large portion of activity labels are missing. In addition, a high success
rate can be achieved when only control-flow information is provided to our method, which
indicates that our method can be applied to a wide range of event logs. However, since
the proposed method uses neural networks to predict missing activity labels, there can be
higher requirements for computer hardware to execute the method. For example, a GPU
could be required to achieve good performance. In addition, the method requires many
parameters from users, which may impact the performance of the method. A future study
on how these parameters can impact the proposed method is needed.

It has to be noted that, like other methods used to repair missing activity labels in
event logs, such as those found in [7–9], we assumed that we know the exact locations of
the missing values. Although our method cannot be applied directly to event logs when the
locations of missing values are unknown, our method can be used together with anomaly
detection algorithms, such as [42]. For example, a missing event may exist between two
events when the direct succession relation between two consecutive events is identified as
an anomaly.

Future work includes the following aspects: Firstly, besides repairing activity labels,
we also plan to expand our method to repair other attributes in the event logs (e.g., resources
and timestamps). Secondly, besides resources, we also aim at evaluating our method using



Information 2022, 13, 234 17 of 18

other additional attributes. Thirdly, we plan to investigate how different parameters
settings can impact the method. Finally, we plan to investigate the feasibility of applying
our method in online settings.
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