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Abstract: In this paper, we show how volume rendering with a Programmable Transfer Function
can be used for the effective and comprehensible visualization of WiFi signals. A traditional transfer
function uses a low-dimensional lookup table to map the volumetric scalar field to color and opacity.
In this paper, we present the concept of a Programmable Transfer Function. We then show how
generalizing traditional lookup-based transfer functions to Programmable Transfer Functions enables
us to leverage view-dependent and real-time attributes of a volumetric field to depict the data
variations of WiFi surfaces with low and high-frequency components. Our Programmable Transfer
Functions facilitate interactive knowledge discovery and produce meaningful visualizations.

Keywords: ransfer functions; volume rendering; WiFi visualization; data visualization; network
rendering

1. Introduction

Visualizing WiFi signal strength can help us engineer superior buildings, academic
campuses, and smart cities by ensuring constant, secure, and reliable coverage. Data
connection reliability in the information age is an issue of utmost importance to ensure
critical data are not lost. It is thus necessary to look into and update how we analyze
the coverage and effectiveness of a WiFi signal space. Current design practices analyze
aggregate data and heat maps but do not allow an analyst to make decisions about the
environment, such as planning router locations that maximize coverage while minimizing
cost and potential interference. In this paper, we propose a technique of WiFi visualization
which utilizes the direct volume rendering of sampled WiFi data to provide a better
situational awareness of the complex WiFi signal space.

Visualizing three-dimensional volumes using direct volume rendering involves the
use of transfer functions. A transfer function maps the abstract voxel data to a human-
interpretable color and opacity. Commonly, the volumes visualized through these means
arise from scientific measurement or simulation and are thus complex, possibly involving a
mixture of materials or interacting phenomena. Therefore, it is imperative to design a sys-
tem to aid in creating simple and effective transfer functions. Good transfer functions reveal
significant data regions, mask unimportant areas that may occlude regions of interest, and
increase visual clutter. Designing transfer functions automatically, semi-automatically, and
interactively is an open area of research. This paper aims to strengthen the visual analysis
process by replacing the traditional lookup-based transfer function with a higher-level
Programmable Transfer Function that facilitates flexible rendering of multiple scalar fields
with their mutual interactions to enable flexible and easy-to-understand visualizations for
exploring real-world multifield volumetric data.

Motivated by our driving application of WiFi visualization, we propose a new concept
called the Programmable Transfer Function. Programmable Transfer Functions can be imple-
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mented as shader functions that take multiple inputs, such as camera parameters, lighting
parameters, and multiple scalar fields with their gradients, and generate a color and opacity.
By replacing the traditional transfer function’s single texture lookup, a Programmable
Transfer Function enables:

• Superior design through user interaction by leveraging view-dependent attributes to
enhance comprehensibility in real time;

• Compact representation as succinct and fast shader code that alleviates the need for
large arrays of slow lookups from memory; and

• Operation on multiple scalar fields and therefore can highlight features such as their
intersection curves and regions.

Programmable Transfer Functions can assist in visually analyzing large amounts of
three-dimensional volumetric data. These functions are easier to plan, analyze and visualize
than traditional transfer functions and enable the user to design multifield visualizations
without prohibitive memory cost. In addition to our driving application of WiFi visualiza-
tion, we believe that Programmable Transfer Functions could be helpful for scientists who
run large-scale simulations and healthcare professionals studying medical images.

This paper presents how Programmable Transfer Functions are beneficial for our
driving application of WiFi visualization. We first present an overview of the Programmable
Transfer Function approach in Section 4, which includes the base rendering system’s
implementation in Section 4.1. We next present three use cases to validate the capabilities
of the Programmable Transfer Function in Sections 4.2–4.4. We then present performance
analysis in Section 4.5. Finally, we discuss other possible use cases in Section 5 and present
our Conclusions in Section 6.

2. Related Works
2.1. WiFi Data Visualization

Current techniques for modeling WiFi signal strength over a large space are limited.
An analyst could review the data in its raw form in a comma-separated values (CSV) format
file, but the growing volume of data makes this intractable. Therefore, current approaches
use statistical modeling and modern rendering techniques to gain an advantage. One
such work by Kokkinos et al. [1] utilized upload and download speeds, throughput,
and ping times as metrics of internet quality and collected their data via crowdsourcing.
Therefore, they evaluated signal coverage over an area rather than at each sample location.
Several authors have utilized two-dimensional heat maps to represent their signal data
over indoor [2,3] and outdoor [4,5] areas. Another commonly used strategy uses a network
graph to represent the wireless network. Although this works quite well for visualizing
network security and infrastructure, it fails to provide practical information to answer
questions of region coverage or interference [6,7]. This paper presents our system that
uses volume rendering of the WiFi signal strength and real-world geometry to help review
regional signal coverage, find areas of potential co-channel interference, assess possible
security vulnerabilities, and more. We chose to use direct volume rendering rather than
other three-dimensional scalar field rendering techniques as it allows for manipulation of
the scalar field without substantial overhead, as would be necessary for marching cubes.

2.2. Direct Volume Rendering

Direct Volume Rendering is a method for visualizing three-dimensional scalar fields.
These fields often arise in the medical, engineering, and scientific fields due to various
data acquisition technologies. In addition, many computer simulations process and output
data in n-dimensional grids. Direct Volume Rendering was first introduced by Levoy [8]
and improved by Drebin [9]. Volume rendering techniques have improved over the years
with the introduction of various acceleration data structures [10] and automated transfer
function generation techniques [11].

Direct volume rendering is computationally intensive, and with an increase in the
size of datasets, volume rendering performance quickly drops below interactive frame
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rates. This field has seen many improvements. These include hardware acceleration tech-
niques [12] that use per-fragment texture fetch operations, texture rendering targets, and
per-fragment arithmetic to accelerate the rendering of volumetric data. Another source
of frame rate improvements comes in the form of acceleration structures, such as the oc-
tree [12] to implement empty-space skipping, which steps over regions that do not contain
renderable values. Multiresolution textures or mipmaps have also increased the interactiv-
ity of texture-based volume rendering [13] at the cost of memory. Roettger et al. [14] used
an innovative technique known as preintegration to upsample only semantically signifi-
cant areas in order to remove aliasing artifacts. The localized preintegration technique of
Roettger et al. utilizes the second derivative to modify the step size adaptively and thus
better enable step skipping. In order to avoid the cost of transfer function creation, several
researchers have designed techniques that use a clustering algorithm to segment the volume
into regions of interest and generate a transfer function to show these boundaries [15,16].

2.3. Interaction in Volume Rendering

In the field of volume visualization interaction, Sharma et al. [17] use a graph-based
approach to identify material boundaries and create a transfer function. Their graph
represents the different materials based on how deep they are in the volume and its density.
They then allow user interaction by allowing the transfer function modification for each
segment individually. This technique allows the user to change the color and opacity of
different segments. After each edit, the transfer functions must be calculated and stored
as a texture. Pflesser et al. [18] perform virtual cuts into volumes to simulate surgery to
prepare surgeons in training, which acts as a way to view internal structures of a volume.
Carpendale et al. [19] increased user interactivity by producing three-dimensional distortion
tools for data analysis by modifying the camera to make certain areas of a volume appear
larger or smaller. Ip et al. [20] use normalized cuts to create an interactive hierarchical
structure for data exploration and transfer function creation. This technique allows users
to automatically generate interesting data representations and interact with a fixed set of
model variations.

Kniss et al. [21] present an elegant technique that uses multidimensional transfer
functions to base the shading of the volume not just on the value at a specific location
on the three-dimensional grid but also the gradient, or even further the Hessian, at that
location. This paper proposes a set of controls to interact with the multidimensional transfer
function to aid in creating these transfer functions. These controls help the user explore the
data through different ways of looking at its volume, and they may edit the function by
modifying the opacity for specific isovalues.

2.4. Non-Photorealism

Another area of interest for us is non-photorealistic rendering. Our Programmable
Transfer Functions modify the rendering to aid in data analysis, but these effects are not a
realistic simulation of light transport and are non-photorealistic. Non-photorealistic volume
rendering has innovative use cases. For example, an importance-based method proposed by
Viola et al. [22] assigns each sample a level of sparseness during an importance compositing
step. Despite their intrinsic structure and opacity, they make significant regions more
visible during their final render than unimportant regions. Treavett and Chen [23] use a
pen-and-ink style to render a three-dimensional or even two-dimensional representation of
volume, which they compare to an architect’s sketch. They showed that this sketch-like
visualization helped analysts in specific tasks. Csebfalvi et al. [24] use non-photorealism to
render the contours along a surface, thus providing a more comprehensible view of the
overall structure of the volume.

2.5. Multifield Data

Multifield data consist of multiple values at each point. An example of one such
multifield dataset would be a standard scalar field paired with the gradient at each point,
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or it could be representing another volume entirely. The visualization of multifield data
is essential to modern researchers, as most scientific simulations and measurements yield
multiple values at each point in three-dimensional space. One way to visualize high-
dimensional data is to reproject it into three dimensions using clustering [25]. Another
technique is to create a volume with a multidimensional transfer function [26]. While
highly versatile, the dimensionality of the transfer function increases memory requirements.
For instance, a one-dimensional transfer function over eight-bit characters would require
256 elements, whereas a four-dimensional transfer function would require 2564 elements.
This memory burden is the impetus of several performance improvements. One such
technique is to use mixtures of analytical functions to represent the transfer functions,
including Gaussians [27] or ellipsoids [28]. Multifield rendering can also visualize the
mathematical properties of the inter-field relationships. For example, Multifield Graphs
visualize the correlation between multiple scalar fields [29].

3. Data

To evaluate the effectiveness of our Programmable Transfer Functions, we visualize
WiFi signal strength data as representing a varying volume over a large scale. The data
used in our examples are a collection of WiFi signal data collected on the University of
Maryland—College Park campus. Our dataset was collected using two handheld receivers
moving across the campus over six one-hour data collection sessions. At each sample point,
among the data collected was the router’s Service Set Identifiers (SSIDs) and Basic Service
Set Identifiers (BSSIDs)—(the names of the WLAN networks and the MAC addresses
of the routers, respectively), WiFi signal strength in decibel-milliwatts (dBm), the GPS
longitude and latitude of the sample, an estimate of GPS accuracy, the router’s security
capabilities, and the signal frequency (which contains channel information). We chose to
analyze radio frequency (RF) signals as they presented a diverse set of volumes covering
large areas whose propagation is affected by their environment in which analysts may be
interested in seeing trends. Specifically, we are interested in studying campus coverage,
signal propagation trends, and areas of potential co-channel interference, which create
a source of signal loss due to the overlap of signals in the same frequency channel. The
methods developed and explored here will lead to new tools to analyze how various
channels may interact on a large scale, such as over a university campus or a smart city.

The data used in this paper have been interpolated after acquisition using Matlab’s
fit functions. We mapped the data to a two-dimensional uniform grid representing bins
of latitude and longitude. We create a unique texture for each network, which is usually
defined as a specific SSID or a specific SSID and frequency pair. The textures contain the
RSSI (Received Signal Strength Indicator) value sampled at each latitude and longitude.
We then used the Matlab biharmonic spline fit to model the router over the whole campus.
The resulting function is then output to a binary file for our rendering.

In addition to our volume data, we also use both 3D building models and a campus
vegetation inventory with GPS-accurate positioning to help our users orient themselves
in the virtual world. Since these building models form a one-to-one mapping to the real
world, users will be able to make actionable conclusions from the information, such as
where to place additional routers or which routers to move to a new channel to improve
the signal landscape.

4. Programmable Transfer Functions

Programmable transfer functions significantly improve traditional transfer functions
due to their malleability. In order to edit a conventional transfer function, the user must
perform a memory swap, replacing the transfer function array or texture with new data.
Data transfer between the CPU and GPU is a significant bottleneck for rendering pipelines.
One of our contributions in this paper is the idea of trading the transfer function lookup,
which is memory intensive, for a function call at every sample location. Leveraging
computation over memory fetches reduces lookup time and enables swift modifications
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to the transfer function through parameter modification. We can give the user far more
customization and interaction options with this function call. Examples of this increased
functionality are shown in Sections 4.2–4.4.

The Programmable Transfer Function is well-suited for visualizing our complex WiFi
signal space, as we have many interactions across the dataset to analyze. The interactivity
that the Programmable Transfer Function gives significantly benefits a signal analyst. In
real time, a user can update the isovalue to analyze stronger or weaker areas and efficiently
recognize weak signal strength areas. Furthermore, utilizing the specialized Programmable
Transfer Functions listed below, an analyst can easily recognize the shape of the WiFi
isosurfaces and find their regions of intersection. These intersection regions are noteworthy
as they indicate areas of potential frequency interference or areas where WiFi packet loss
may occur due to sharing space on the RF spectrum. These regions of interest in the
three-dimensional space would be harder to find using aggregate data, heat maps, or even
volume rendering with a traditional transfer function.

4.1. Base Direct Volume Rendering

We perform the volume rendering in this paper in conjunction with traditional mesh
rendering using rasterization. This rendering is a part of a multi-step rendering pipeline
shown in Figure 1. First, we render a skybox as a background using the standard skybox
shaders. We then render the buildings as one large mesh, the campus map as a single
textured quad, and the vegetation inventory as multiple instances of a single tree object.
Finally, we perform volume rendering with a GUI interface.

Figure 1. The base rendering pipeline with six steps: (a) skybox rendering, (b) model rendered
with one mesh, (c) campus map modeled on a two-dimensional quad, (d) instance rendering of the
vegetation directory, (e) volume rendering using ray marching, and (f) IMGUI window rendering.

We decided to use volume rendering to visualize the isosurfaces of the WiFi signals.
We chose to visualize isosurfaces because they are easy for users to interpret. Due to the
limited overlap region, they are also compact enough to allow the simultaneous rendering
of multiple networks. This enables users to determine total coverage on campus and make
decisions regarding co-channel interference. Please note that the decision to use isosurfaces
was made for our use case of WiFi visualization and does not represent a fundamental
limitation to Programmable Transfer Functions. Programmable Transfer Functions enable
us to customize isosurfaces’ appearance in real time fully. However, indirect volume
rendering using traditional isosurface extraction techniques, such as Marching Cubes,
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limits how flexible our visual depiction can be. It would also require us to re-extract the
surfaces whenever our visualization parameters are updated.

Both the mesh rendering and the volume rendering are OpenGL implementations. We
use a bounding cube as an acceleration structure and render the front and back hit points
of the bounding cube to a framebuffer object. Then, we use the front- and back-hit points
to create the ray representing the light path for that pixel. We step through the volume
sampling at each point along the ray. We store the volume data as a flat two-dimensional
array. When sampling, we indexed the array based on the latitude and longitude of the
sample point and subtracted a value proportional to the z component of the sample position
to represent the signal strength fall-off. A traditional volume renderer would take these
samples and access a transfer function texture to get a color and opacity at each point on the
ray. However, we instead call a function to receive the same information. This function is
the Programmable Transfer Function. We then composite all the colors with opacities along
the ray to create the final rendering. In order to terminate rays early and allow buildings
to occlude the volume, we use the depth buffer from our building rendering; see Figure 2.
Early ray termination improves frame rates and provides the occlusion necessary for proper
depth perception in the environment. When appropriate, we process multiple volumes by
sampling each volume in turn and calculating their respective contribution at each point
along the ray. Figure 3 shows the results of this approach. We can implement additional
features using various Programmable Transfer Functions from this volume rendering. See
in the Figure 4.

When analyzing these renderings, the user should interpret the isosurfaces as indi-
cating equal signal strength. The higher the isosurface in an area is, the higher the WiFi
signal strength on the ground beneath it. Any area without a surface overhead is a dead
zone with no measurable signal strength. Where volumes overlap, there is a potential for
co-channel interference.

Figure 2. Depth mask used to terminate the volume rendering raycasts in order to enable occlusion
and early ray termination. Occlusion will allow the user to maintain their sense of depth, while early
ray termination will boost rendering performance.
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Figure 3. Screen capture of a rendering tool developed to utilize a Programmable Transfer Function
which offers user interaction to enhance a data analysis task. Here, five networks are shown over
the University of Maryland campus to allow the user to assess signal coverage and frequency
interference potential.

Figure 4. Comparison between (left) one-dimensional, (middle) two-dimensional, and (right) Pro-
grammable Transfer Functions. Going from left to right, we observe how the transfer functions
generalize to accept a greater number of input parameters. These include view-dependent param-
eters (v), class labels (c), the vector fields fi, and their gradients f ′i , 0 ≤ i ≤ n− 1. Note how the
increasing multi-dimensionality is succinctly handled by the Programmable Transfer Functions.

4.2. Silhouette Shading

A common problem in many volume renderings is unclear boundaries: specifically, a
soft fall-off where a volume ends. This boundary is a concern, as it makes it difficult for
an analyst to discern where features are in a volume. We introduce our first use case for a
Programmable Transfer Function to address this issue. We use the idea that the silhouette
of an isosurface will have normals perpendicular to the viewing angle, whereas the central
parts of the isosurface will have normals aligned with the view direction. We can therefore
use the dot-product of the isosurface normal vector and the view direction to modify
the color and opacity to accentuate the silhouettes of the isosurface. The pseudocode
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for this approach is in Algorithm 1. This method produces a bubble-like shading effect.
This effect is described in Demir et al. [30]. Programmable Transfer Functions can not
only implement the silhouette shading effect; they also enable the user to manipulate the
silhouette parameters in real time. In traditional volume rendering, silhouette shading often
requires a multi-dimensional transfer function, increasing storage requirements. However,
with a Programmable Transfer Function, no additional cost is incurred.

Algorithm 1 Silhouette Shading

for Each Pixel do
RayDir← (FrontHit - BackHit)
for Each sample along RayDir do

µ← 1− DOT(viewDir, normal)
if µ ≤ silhmin then µ← silhmin
else if µ ≥ silhmax thenµ← silhmax

µ′ ← µ−silhmin
silhmax−silhmin

(αmax − αmin) + αmin

αsample ← αbase + µ′

colorsample ← colorbase + µ ∗ (1, 1, 1)
...

Note that the silhouette coefficient described above is tuned based on two ranges. One
range [silhmin, silhmax] represents how thick the silhouette augmentation band should be.
Typically, silhmax is set to 1.0, as this defines the absolute edge. The other range [αmin, αmax]
defines how much the silhouette should be augmented. The results of this algorithm
are shown in Figure 5. The silhouette shading would allow a network analyst to see the
network’s features more clearly, making it easier to draw conclusions from the data. For
instance, in Figure 5, an analyst can not see much of the flat features without silhouette
shading. With silhouette shading, the analyst can determine that the flat regions represent
relatively high signal strength and thus are not worrisome.

Figure 5. Volume rendering with (Right) and without (Left) silhouette shading. Notice how this
makes it easier to distinguish different parts of the volume and accentuates details. The increased
comprehensibility allows the user to make decisions regarding router coverage at a glance, as it is
more clear where a volume, and thus a router’s signal, ends.

4.3. Specular Highlight Augmentation

When illuminating thin semi-transparent surfaces, it is typical for the specular high-
light to be lost. This loss is due to the lack of opacity, diluting the specular contribution.
The Programmable Transfer Function can selectively boost the opacity in a region of high
specular highlight to mitigate this. The added specular highlight will help users orient
themselves in the virtual world and effectively discern the volume’s features. Specifically,
the specular highlight can help elucidate the curvature of the surface. The utilization of
specular highlight in volume rendering is discussed in Fernando [31]. When implementing
specular highlights using a Programmable Transfer Function, users can further enhance
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comprehensibility by selectively increasing the opacity where a significant specular effect
exists. This can emphasize surface shape by reducing the loss of visual appearance of
highlights due to volumetric transparency. The specular highlight augmentation is tunable
via the parameter µspec We have observed that the µspec value depends on the thickness of
the surface, the base opacity, and the ray-stepping size. See in the Figure 6, Algorithm 2.

Figure 6. Volume rendering without (Left) and with (Right) specular highlight augmentation. This
highlight will allow the user to understand the curvature of the surface better and make decisions
about the environment more intuitively.

Algorithm 2 Specular Highlight Augmentation

for Each Pixel do
RayDir← (FrontHit - BackHit)
for Each sample along RayDir do

dotLightNorm← DOT(lightDir, normal)
spec← POW(dotLightNorm, shininess)
αsample ← αbase + spec ∗ µ′spec
...

With the aid of specular highlight, the curvature of the volume becomes much more
easy to understand, and analysis of the volume becomes more intuitive.

4.4. Multi-Volume Interaction

It can be challenging to distinguish among independent volumes when rendering
multifield data, notably when the volumes are semi-transparent. The Programmable
Transfer Function can aid the user by highlighting their interaction as done by Jankowai
and Hotz [32]. For instance, we can visualize where two volumes intersect and shade these
regions a particular color, as in Figure 7. In this example, we are coloring the intersections
of the two volumes black to highlight where they meet, but more elaborate interaction
visualizations are possible. It is important to note that this style of visualization is best
applicable for thin isosurfaces. A different shading model may be necessary for more
complicated volumes. We suggest some of these possibilities in Section 5. This feature
is valuable, especially in the case of our data where routers communicate on the same
frequency band creating a higher probability of destructive interference and, thus, worse
signal coverage and lower bandwidth in that area. In general, it also helps analysts
determine the depth ordering of the volumes.
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Figure 7. Volume rendering without (Top Left) and with (Top Right) intersection highlighting.
Underneath is a zoomed-in picture of the area of intersection with the highlighting. Intersection
highlighting allows a user to better determine the depth ordering of the volumes and understand
the arrangement of the surfaces. In our use case, it also serves to highlight regions where co-channel
interference is likely. In regions such as the one highlighted here, a network analyst could determine
that due to the large region of overlap depicted in this figure, one of these networks should be
configured to communicate on another frequency channel.

4.5. Performance

All rendering occurs on a single NVIDIA RTX 2080 with 48 GB of RAM and an Intel
Core i7 CPU, and we report frame rates in Table 1. Interestingly, the addition of the
specialized Programmable Transfer Functions does not result in any significant frame
rate loss. The lack of a performance dip may be due to how OpenGL handles branching
conditionals, since all functions are implemented in one shader and toggled through
conditional statements. Notice, however, that even when rendering at its worst, the frame
rates remain consistently well above our application’s interactive threshold of 60 fps. We
test each rendering configuration as shown in Figure 8.

Table 1. Performance measured in Frames Per Second (FPS). Each volume represents the signal
strength of a single WiFi channel over the campus. Each test case in the single-volume case uses the
same volume. For the 5 volume cases, we simultaneously render all channels from this dataset in the
2.4 GHz region. We captured interior and exterior frame rates to note the difference in performance
from within and without the volume.

Base Specular Silhouette Spec + Silh Intersection All 3

1 Volume (interior) 105 105 105 105 NA NA

1 Volume (exterior) 181 181 181 181 NA NA

5 Volumes (interior) 85 85 85 85 85 85

5 Volumes (exterior) 116 116 116 116 116 116



Information 2022, 13, 224 11 of 16

Figure 8. Representation of (a) the base volume rendering, (b) the rendering with specular highlight
augmentation, (c) the rendering with silhouette highlighting, (d) the base rendering with both silhou-
ette rendering and specular highlight augmentation, (e) the full suite with silhouette highlighting,
specular augmentation, and intersection highlighting.

4.6. Interaction

We have shown the versatility of the Programmable Transfer Functions for our driving
application of WiFi visualization. We have also implemented a GUI in our renderer so
that variables in our Programmable Transfer Functions can be changed dynamically, and
the user can tune them to produce the rendering they need. In our example, we created
an IMGUI window that can modify many rendering aspects. From this window, the user
can modify the volume rendering terms such as the isovalue used to render the surface,
the color used to shade each surface, and the volume step size. The user can also modify
all of the Programmable Transfer Function parameters such as the silhouette term, the
silhouette coefficients, and the coefficient of specular highlight augmentation. In addition,
the user can toggle the intersection shading on or off. We also control several acceleration
techniques from this GUI.

In order to tune the rendering, one only needs to manipulate variables in the GUI
with a simple widget, such as a slider or a checkbox, as shown in Figure 9. This ease of use
contrasts with how interaction traditionally works, where a new transfer function would
have to be computed and stored into a texture.
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Figure 9. The IMGUI interface for user interaction. This GUI allows the user to take advantage of the
flexibility afforded by Programmable Transfer Functions, by allowing them the ability to manipulate
rendering parameters, and turn on and off various features such as intersection highlighting.

5. Limitations and Future Work

The application presented in this paper is just an example of what Programmable
Transfer Functions can do, but their potential extends beyond what we have presented here.
As with all WiFi visualization approaches, our approach is most effective at visualizing
a limited number of networks. We have visualized up to six networks at a time. This
limit, however, is due to the high-frequency details and scale of WiFi data. In general,
Programmable Transfer Functions are scalable. In this paper, we have shown that we
can visualize WiFi data using Programmable Transfer Functions. An exciting future work
would be to examine the effectiveness of Programmable Transfer Functions for other
application domains such as medical visualization or large-scale simulations.

There are many ways in which we are looking to leverage the potential of Pro-
grammable Transfer Functions. For ease of discussion, we have divided these into four
categories; customized rendering, Section 5.1; data analytics features, Section 5.2; visual
enhancements, Section 5.3; and multivolume tools, Section 5.4.

5.1. Customized Rendering

A promising direction for Programmable Transfer Functions is through fully cus-
tomized rendering. In this method, an expert user would design their shader function
during runtime, and the rendering would update in real time. This way, users could interact
with the code in whichever way they saw fit. For example, one could imagine a system
reminiscent of Unreal Engine material shaders, where users specify inputs and visually
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program their desired rendering output. This system would allow arbitrary functionality
and complete customization and be an exciting area for future work.

5.2. Data Analytics

The simplest form of data augmentation with a Programmable Transfer Function is
data highlighting. For example, one could shade all values above 90% as red and everything
else blue, thus highlighting the strongest signals. The Programmable Transfer Function can
also leverage supplemental data. For example, in our WiFi signal data, we could shade the
region based on which router had the strongest signal strength in that region, or we could
mask the signal strengths in a specific region if we knew that data there are corrupted or
proprietary. In addition, there are several interesting geometric properties that one could
highlight using Programmable Transfer Functions, such as curvature and gradient.

5.3. Visual Enhancements

The silhouette shading and specular highlight augmentation from our implementation
section fall into this category. Programmable Transfer Functions can aid in data analytics,
but they also generally improve the visual component of the rendering. As an example,
we could utilize additional textures to store class-based masks. For instance, a volume
from a CT or MRI segmented into known tissues and organs could leverage Programmable
Transfer Functions to hide organs and tissues that may be obscuring some feature of interest
or highlight a region of interest. This functionality could be a valuable tool for visualizing
multi-class data.

5.4. Multivolume Tools

Programmable Transfer Functions could be invaluable in analyzing how multiple
volumes interact. This functionality is particularly useful in simulation and sensor data. The
data are often in more than three dimensions, and analyzing two variables at once may help
analysts identify previously unseen patterns. Algorithm 3 shows our implementation of
this method. Instead of just viewing the intersection, one could consider any mathematical
formulation of multiple fields, such as their difference or correlation.

Algorithm 3 Multivolume Intersection Shading

for Each Pixel do
RayDir← (FrontHit - BackHit)
for Each sample along RayDir do

hit_volume← false
for each volume do

sample← TEXTURE(volu, volv, volw)
if ISINISORANGE(sample) then

if hit_volume then
colorsample = (1, 1, 1)
break

else
hit_volume← true
... . Shade Normally

Furthermore, we could design Programmable Transfer Functions to render any feature
level-set as defined by Jankowai and Hotz [32]. Programmable Transfer Functions enable
the user to choose features on the fly and unconstrained by the need to compute new
scalar fields for rendering. For example, a Programmable Transfer Function could visualize
the intersection depth for two volumetric scalar fields for any given point. An exciting
possibility is to form a conditional operation based on multiple volumetric fields. For
instance, one could view the signal strength of a particular SSID and only shade it red if it
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is not the maximum signal over a set of SSIDs, therefore representing the set of all SSIDs
with the maximum signal strength at each location.

6. Conclusions

Direct volume rendering has made many strides since its origins. With the advances in
graphics processing hardware, we can now mathematically calculate the transfer function
on the fly rather than storing it in a predefined lookup table. This method allows an analyst
to modify the transfer function on the graphics hardware and interact with the volume more
efficiently. This new freedom allows for the development of new kinds of transfer functions.
No longer constrained by the dimensionality limits, transfer functions will be able to utilize
other data sources. We have implemented three specific cases in which a Programmable
Transfer Function can be used and suggested many others, but there are far more than
we could mention here. We have shown the usefulness of the Programmable Transfer
Function for the specific problem of WiFi signal analysis. In particular, we have used
direct volume rendering to allow a user to assess the signal coverage at the University of
Maryland Campus to conclude the interaction between the signals and their environment.
Programmable Transfer Functions can aid in understanding and interpreting the WiFi
volumes. Using the multi-volume intersection transfer function, we have also allowed
analysts to evaluate the potential for co-channel interference. Programmable Transfer
Functions have allowed us to get both of these benefits from one rendering technique.
Programmable Transfer Functions also allow for a data-specific transfer function. For
example, a function could use one scalar field to mask another, or the interactions between
two fields can be visualized expressly in the transfer function. Programmable Transfer
Functions offer a new way of thinking for designers of multifield volume visualizations.
They enable data scientists to explore their data in a flexible and efficient way while still
providing all the functionality of a traditional transfer function. We believe that the use
of Programmable Transfer Functions is likely to benefit several other fields beyond WiFi
signal analysis.
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MRI Magnetic Resonance Imaging
RAM Random Access Memory
FPS Frames Per Second
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