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Abstract: miRNAs are a category of important endogenous non-coding small RNAs and are ubiq-
uitous in eukaryotes. They are widely involved in the regulatory process of post-transcriptional
gene expression and play a critical part in the development of human diseases. By utilizing recent
advancements in big data technology, using bioinformatics methods to identify causative miRNA be-
comes a hot spot. In this paper, a method called RNSSLFN is proposed to identify the miRNA-disease
associations by reliable negative sample selection and an improved single-hidden layer feedforward
neural network (SLFN). It involves, firstly, obtaining integrated similarity for miRNAs and diseases;
next, selecting reliable negative samples from unknown miRNA-disease associations via distinguish-
ing up-regulated or down-regulated miRNAs; then, introducing an improved SLFN to solve the
prediction task. The experimental results on the latest data sets HMDD v3.2 and the framework of
5-fold cross-validation (CV) show that the average AUC and AUPR of RNSSLFN achieve 0.9316 and
0.9065 m, respectively, which are superior to the other three state-of-the-art methods. Furthermore, in
the case studies of 10 common cancers, more than 70% of the top 30 predicted miRNA-disease associ-
ation pairs are verified in the databases, which further confirms the reliability and effectiveness of the
RNSSLFN model. Generally, RNSSLFN in predicting miRNA-disease associations has prodigious
potential and extensive foreground.

Keywords: miRNA-disease association; reliable negative samples; single-hidden layer feedforward
neural network

1. Introduction

miRNAs are a kind of small fragment genetic material that widely regulate gene
expression in human and other animal cells [1,2]. Since the discovery of miRNA in 1993 [3],
scientists have accumulated the regulatory mechanisms between hundreds of miRNAs and
their targets, as well as the role of miRNAs in development, physiology, and disease [4–6].
These studies not only shed light on the internal workings of cells but also lay the foun-
dation to develop new methods to fight infectious diseases, cancers, and a host of other
human diseases. With the massive accumulation of miRNA-disease associations data,
time-consuming and high-cost biological wet experiments cannot meet the needs of scien-
tific research well. Therefore, researchers began to explore flexible computing models to
accelerate the prediction of the connections between miRNAs and human diseases.

In recent years, computational models for inferring disease-related miRNAs have been
constantly proposed, among which network-based and machine learning-based methods
are most popular [7–14]. The premise of the network-based method is to assume that
functionally associated miRNAs are closely relevant to diseases with comparable pheno-
types, and vice versa [15]. For example, Ji et al. [16] created a heterogeneous information
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network with a global structural information model to prioritize potential miRNA-disease
associations. Xu et al. [17] implemented a method LRMCMDA based on low-rank ma-
trix completion to infer the correlation between miRNA-disease associations. Specifically,
LRMCMDA constructed a mapping network from the known miRNA-disease associations,
filtered the negative samples by using the invariance of the mapping network and, finally,
transformed the prediction task into a low-rank matrix completion problem. Moreover,
Chen et al. [18] realized a model called BNPMDA for predicting the potential miRNA-
disease associations. BNPMDA achieves the prediction task by evaluating the bias ratings
and assigning the transfer weight to the resource allocation links between the miRNA-
disease bilayer network. Considering the bipartite nature of the association network,
Li et al. [19] proposed a collaborative filtering model (CFMDA) to solve the problem of
miRNA-disease associations prediction. Besides, Peng et al. [20] applied a heterogeneous
network and random walk with a restart algorithm to help find the best projection from
miRNA space to disease space to discover new miRNA-disease associations (HNMDA).

Due to the rapid accumulation of data and the improvement of computing power, ma-
chine learning has undoubtedly ushered in an unprecedented golden development period
in the last few years and achieved great success in various industries and fields [21–23],
including miRNA-disease relationships prediction [24–26]. For example, Zhao et al. [27]
designed ABMDA, which innovatively utilized k-means clustering to adjust positive and
negative samples, and integrated the corresponding weight of each weak classifier to create
a strong classifier to enhance the precision of miRNA-disease association prediction. Differ-
ent from ABMDA, Meng et al. [28] developed the degree-based similarity indexes methods
DCNMDA and DJMDA without using negative samples and other external prior infor-
mation. Furthermore, Chen et al. [29] obtained the potential disease-associated miRNAs
via a ranking-based KNN computational model (RKNNMDA). Xuan et al. [30] applied
random walk on an miRNA-disease bilayer network for prioritizing candidate disease-
related miRNAs. In addition, Chen et al. [31] presented a regularized least squares method
(RLSMDA) without negative samples to reconstruct the missing associations for all diseases.
Zhang et al. [32] adopted a multiple meta-paths fusion graph embedding approach to infer
unidentified miRNA-disease associations.

Although current models have made great contributions in revealing potential miRNA-
disease associations, most of them still have some limitations. For instance, some ap-
proaches’ prediction performance is not satisfactory, some of them randomly select negative
samples from unknown miRNA-disease associations, which is unreliable, and some of
them cannot predict isolated disease-associated miRNAs. So, more effective strategies
and methods need to be put forward to solve these problems. In this paper, a novel
model called RNSSLFN is proposed to predict unverified miRNA-disease associations.
RNSSLFN makes full use of the complex structure and wealthy semantic information in
the interaction network of miRNA and disease to integrate disease synthetic similarity
and miRNA synthetic similarity. Then, up-regulated and down-regulated miRNAs are
distinguished to obtain reliable negative samples from unknown miRNA-disease associa-
tions. Finally, an improved SLFN is applied to get the final predicted association scores
between miRNAs and diseases. Compared with other cutting-edge methods, RNSSLFN
achieves excellent prediction performance. The results of 5-fold CV show that the AUC and
AUPR of RNSSLFN are 0.9316 and 0.9065, respectively. To further prove the superiority of
RNSSLFN, we analyzed several common diseases in the case study part. According to the
analysis results, we found that more than 80% of the top 30 candidate miRNAs for these
common diseases in our study are confirmed by dbDEMC and miRcancer databases.

2. Materials and Methods
2.1. Datasets

Among the manually collected miRNA-disease association databases, HMDD [33],
miRCancer [34], dbDEMC [35], and miR2Disease [36] are most frequently used. In these
four databases, HMDD has the largest amount of data, the most powerful function, and
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the highest recognition. According to the literature [37], the first version of HMDD was
established in December 2007, which also represents the emergence of the world’s first
miRNA-disease association database. Besides, it has been updated more than 30 times over
the past decade to ensure that it can keep pace with recent research advances. Currently,
the latest version of HMDD v3.2 manually collected 35,547 miRNA-disease related items
from 19,280 papers, covering 1206 miRNAs and 893 diseases. Compared with HMDD v2.0,
the amount of data in HMDD v3.2 increased about two times [38].

The miRNA-disease association data used in RNSSLFN comes from HMDD v3.2
data sets. To obtain dense data, we deleted duplicate items, wrong data, and the miRNA
(disease) with less known association. Then, a total of 16,341 known miRNA-disease
associations were obtained, involving 713 miRNAs and 447 diseases [39]. According to all
known correlations, a 713 × 447 adjacency matrix A was built to depict the relationship
between disease d(i) and miRNA m(j); particularly, if the association between them was
known, the value of entity A(i, j) would be 1, and otherwise it would be 0. Besides, in the
case studies part, two independent databases, dbDEMC and miRCancer, have been used to
verify the miRNA-disease association prediction list.

2.2. Disease Semantic Similarity
2.2.1. Disease Semantic Similarity Model 1

Mesh (available at: https://www.ncbi.nlm.nih.gov/mesh, accessed on 16 February
2022) is a standardized Medical Subject Headings. It makes a systematic and strict clas-
sification of diseases and has been extensively applied to obtain the association between
diseases. Based on Mesh, Wang et al. [40] described the relationship between different
diseases with directed acyclic graph (DAG), where DAG nodes represent diseases and
edges represent the relationship between nodes. Thus, disease D can be described as
DAG(D) = (D, T(D), E(D)), and T(D) is a set of nodes consisting of all ancestor nodes
of disease D. E(D) is a set of edges from parent nodes to child nodes. They additionally
proposed a semantic value measure strategy by considering the relative position of any
two diseases in DAG. Then, we defined the contribution of disease d to the semantic value
of disease D in DAG as D1D(d), which can be calculated by taking following formula:{

D1D(d) = 1 i f d = D
D1D(d) = max{∆ ∗ D1D(d′)|d′ε children o f d} i f d 6= D

(1)

In Formula (1), ∆ is semantic contribution decay factor; referring to previous litera-
ture [41], its value is generally set to 0.5. It also can be seen from the above formula that the
contribution of disease D to its own semantic value is 1, while the contribution of other
ancestor diseases decreases with the enlargement of distance. So, the semantic value of
disease D can be calculated as follows:

DV1(D) = ∑
d∈T(D)

D1D(d) (2)

It is generally agreed that the more nodes two diseases share in the DAGs, the higher
the semantic similarity of the two diseases will be. Therefore, the semantic similarity
between d(i) and d(j) can be calculated as follows:

SS1(d(i), d(j)) =
∑t∈T(d(i))∩T(d(j))

(
D1d(i)(t) + D1d(j)(t)

)
DV1(d(i)) + DV1(d(j))

(3)

2.2.2. Disease Semantic Similarity Model 2

The above model has been proven to be effective in measuring the semantic similarity
between diseases, but Xuan et al. [42] found its shortcomings. Wang et al.’s calculation
method shows that the disease terms within the same layer produce identical semantic
contribution values, while Xuan et al. observed that “digestive system tumor” appeared

https://www.ncbi.nlm.nih.gov/mesh
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in 40 kinds of disease DAGs, and “liver disease” appeared in 73 kinds of disease DAGs.
Obviously, the latter appeared more frequently than the former. Therefore, Xuan et al.
believed that, if two diseases are at the same layer, it should be considered that their
contributions to disease D are different. In other words, the semantic contribution value of
disease terms with a high frequency should be higher than that of disease terms with a low
frequency. In view of this, it is not sensible to give equal contribution values to diseases in
the same layer, so we presented model 2 as a complement to model 1, and the calculation
of semantic value contribution is as follows:

D2D(d) = −log
the number o f DGAs including d

the number o f diseases
(4)

Then, the calculation of the semantic value is similar to model 1, as follows:

DV2(D) = ∑
d∈T(D)

D2D(d) (5)

SS2(d(i), d(j)) =
∑t∈T(d(i))∩T(d(j))

(
D2d(i)(t) + D2d(j)(t)

)
DV2(d(i)) + DV2(d(j))

(6)

Finally, to fully utilize model 1 and model 2 and make them reach a relative balance,
we take the mean value of them as the final disease semantic similarity; the calculation can
be expressed as follows:

SS(d(i), d(j)) =
SS1(d(i), d(j)) + SS2(d(i), d(j))

2
(7)

2.3. miRNA Functional Similarity

After calculating the disease semantic similarity, the functional similarity of miRNAs
can be quantified by combining the known miRNA-diseases associations and the disease
semantic similarity matrix. We first define dt as a certain disease, DT as a group of diseases
that have semantic similarities to dt, and DT = {dt1, dt2, . . . , dtk}. Then, the maximum
similarity S(dt, DT) between dt and DT can be expressed as follows:

S(dt, DT) = max
1≤i≤k

(S(dt, dti)) (8)

To better describe how to measure miRNA functional similarity, this paper takes
hsa-mir-28 and hsa-mir-97 as examples. Assuming that DT1 represents a group with m
diseases related to hsa-mir-28 and DT2 represents another group with n diseases related to
hsa-mir-97, the functional similarity between two miRNAs can be calculated according to
the following formula:

MISIM(M1, M2) =
∑1≤i≤m S(dt1i, DT2) + ∑1≤j≤n S(dt2i, DT1)

m + n
(9)

According to the above formula, we calculated miRNA functional similarities and
constructed the symmetric matrix FS of miRNA functional similarity. In matrix FS, entity
FS(i, j) represents the score of functional similarity between m(i) and m(j).

2.4. Gaussian Interaction Profile Kernel Similarity for Diseases

In order to comprehensively consider and calculate disease-related similarity networks,
we further introduced the disease gaussian interaction profile (GIP) kernel similarity [43].
Using the i-th row vector of the adjacency matrix A to construct the vector IP(d(i)) to
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represent the interaction between disease d(i) and all miRNAs, the calculation of disease
GIP similarity is as follows:

KD(d(i), d(j)) = exp
(
−rd IP(d(i))− IP(d(j))2

)
(10)

In Formula (10), KD is a symmetric matrix composed of disease GIP kernel similarity,
and rd is a tunable parameter of the kernel bandwidth, which can be normalized by another
kernel bandwidth parameter r′d. The calculation formula is as follows:

rd = r′d/(
1

nd

nd

∑
i=1
‖ IP(d(i)) ‖2) (11)

In Formula (11), nd is the quantity of diseases, and the value of r′d is set to 1 based on
the work of previous researchers.

2.5. Gaussian Interaction Profile Kernel Similarity for miRNAs

Equally, for the sake of fully considering the similarity network of miRNAs, we also
introduced miRNA GIP kernel similarity; the specific calculation is as follows:

KM(m(i), m(j)) = exp
(
−rm‖ IP(m(i))− IP(m(j)) ‖2

)
(12)

rm = r′m/(
1

nm

nm

∑
i=1
‖ IP(m(j)) ‖2) (13)

In the above formulas, KM is a symmetric matrix composed of miRNA GIP similarity,
and vector IP(m(i)) is the i-th column of adjacency matrix A that represents the interaction
between miRNA m(i) and all diseases. nm represents the quantity of miRNAs, and the
value of r′m is also set to 1.

2.6. Integrated Similarity for miRNAs and Diseases

Considering that not all miRNA-miRNA pairs have functional similarities, at the same
time, to prevent the miRNA similarity matrix from being too sparse, we combined the
miRNA functional similarity matrix with the miRNA GIP similarity matrix. Specifically, if
there is no functional similarity between two miRNAs, the final similarity between them
is characterized as GIP similarity; conversely, the final similarity between them is defined
as the average of GIP similarity and miRNA functional similarity. The overall similarity
matrix of miRNA is calculated as follows:

SM(m(i), m(j)) =

{
KM(m(i),m(j))+FS(m(i),m(j))

2 , i f exist f unctional similarity
KM(m(i), m(j)), otherwise

(14)

Likewise, not all disease-disease pairs have semantic similarities. We also calculated
the overall similarity of diseases by combining the disease semantic similarity matrix and
disease GIP similarity. The formula is as follows:

SD(d(i), d(j)) =

{
KD(d(i),d(j))+SS(d(i),d(j))

2 , i f exist semantic similarity
KD(d(i), d(j)), otherwise

(15)

2.7. RNSSLFN Prediction Model

The main framework of the RNSSLFN model has four key points, including the
acquisition of diseases and the miRNAs integration similarity matrix, the construction of
positive and negative training samples, the training of improved SLFN model, and the
scoring and ranking of the final prediction results. The source code of this paper is freely
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available at https://github.com/Pualalala/SLFN (accessed on 17 December 2021).The
overall framework of the RNSSLFN model is shown in Figure 1.

Figure 1. The main framework of the RNSSLFN prediction model.

Before model training, the focus is on how to obtain reliable negative samples. Based
on MISIM v2.0, this paper proposes a novel and reliable negative sample selection strategy.
In 2019, Li et al. [44] updated the MISIM v2.0 server innovatively. They quantified the
miRNA functional similarity into negative, positive, or zero values for the first time.
However, all previous studies can only produce positive and zero values when calculating
miRNA functional similarity. In addition, MISIM v2.0 can predict the directional miRNA-
disease associations via distinguishing up-regulated and down-regulated miRNAs, that is,
the positive and negative value of the prediction scores can decide whether the association
between miRNA and disease is positive or negative. It is acknowledged that some miRNAs
are negatively correlated in function. For example, some miRNAs prompt apoptosis, while
others repress apoptosis. Therefore, MISIM v2.0 quantifies the miRNA functional similarity
score as a negative value, which other models and MISIM v1.0 did not achieve this. Based
on this, we think that it is more reliable to select the association pairs with negative scores
from the prediction list of the MISIM v2.0 server as negative samples than to randomly select
negative samples from unknown association samples. So, the RNSSLFN model manually
collected negative samples from the MISIM v2.0 server (http://www.lirmed.com/misim/,
accessed on 17 December 2021). Specifically, we inputted 447 target diseases into the MISIM
v2.0 server to extract the miRNA-disease association pairs with negative scores from the
prediction list and then sorted the final 26000 association pairs in descending order and
selected the first 16,341 samples as the final negative samples to construct the 1:1 positive
and negative training samples.

After solving the problem of how to pick out negative samples, next, an improved
SLFN is introduced to forecast the potential association between miRNAs and diseases. In
the traditional SLFN, the quantity of hidden layer nodes has an extraordinary impact on
the performance of the neural network model. Too few hidden layer nodes will lead to
poor network performance, whereas numerous hidden layer nodes will make the network
spend too much training time, resulting in the training results being easy to fall into local

https://github.com/Pualalala/SLFN
http://www.lirmed.com/misim/
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minima. However, there is no scientific and universal method to decide the range of hidden
layer nodes numbers. Therefore, how to allocate the quantity of hidden nodes is a critical
issue that needs to be solved.

Considering the inherent shortcomings of the traditional SLFN [45], RNSSLFN uses
the particle swarm optimization (PSO) algorithm to initialize the network, adds adaptive
an mechanism to the hidden layer, and, finally, combines the redundant nodes with similar
functions to fulfill the dynamic adjustment of the hidden layer nodes. As shown in
Figure 1, x = [x1, . . . xi, . . . xL]

T is the input vector, where xi is the i-th feature of sample x;
h = [h1, . . . hs, . . . hM]T is the hidden layer output vector, where M is the number of hidden
layer nodes; y = [y1, . . . yk, . . . yN ]

T is the output vector of the output layer and he prediction
task in this paper can be viewed as a binary classification, so N is 2; p = [p1, . . . pk, . . . pN ]

T

is the probability vector mapped by softmax from y; in addition, (Wh, bh) and (Wo, bo) are
the learnable parameters from the input layer to the hidden layer and the hidden layer to the
output layer, respectively, where W is the weight matrix and b is the bias vector. Then, the
output of the s-th node within the hidden layer can be calculated by the following formula:

hs = f

(
L

∑
i=1

xiwh
is + bh

s

)
(16)

In Formula (16), f (·) is the activation function ReLU, wh
is and bh

s are weight and bias
from the i-th node within the input layer to the s-th node within the hidden layer. The
above formula can also be replaced by the following formula in vector form:

h = f
(

xTWh + bh
)

(17)

Finally, the output vector can be expressed as:

y = f
(

xTWh + bhT
)

Wo + bo (18)

Three key points need to be considered when adding an adaptive mechanism to the
hidden layer: (i) when to add nodes; (ii) how to update the learnable parameters of new
nodes; (iii) when to terminate node self-growth.

(i) when to add nodes

Traditional neural networks generally adopt a fixed network structure and a fixed
nodes number of the hidden layer. Although it can achieve rapid convergence, the net-
work performance is usually not very satisfactory. Besides, long-time training in a steady
state may also lead to excessive learning. Therefore, the RNSSLFN model introduces an
improved SLFN, which sets the initial quantity of hidden nodes to 1, and then gradually
increases the number of hidden nodes through a self-growing mechanism. The definition
of self-growing condition of hidden layer nodes is when the loss function does not decrease,
and the value of the loss function needs to satisfy the following formulas:

∆loss(n− 2)− ∆loss(n− 1) < ∆loss(n− 1)− ∆loss(n) (19)

∆loss(n) = loss(n− 1)− loss(n) (20)

where loss(n) is the loss value generated during the n-th iteration, and Formulas (19) and
(20) can be integrated as follows:

ST = ∆loss(n∆2)− 2∆loss(n− 1)− ∆loss(n) (21)

Therefore, the self-growing condition of hidden layer nodes can be briefly described
as ST < 0.

(ii) how to update the learnable parameters of new nodes
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The key of self-growing mechanisms is to update the learnable parameters of new
nodes, including weights and bias. In deep learning, the most common method to initialize
learnable parameters is random initialization. Because deep learning has a complicated
structure and comparatively more iteration processes, random initialization has less effect
on the network. For SLFN, the restricted number of nodes and iterations will increase the
effect of random initialization on the network performance. Therefore, we adopted a new
initialization method based on PSO. The PSO algorithm is a powerful swarm intelligence
optimization algorithm that can track and obtain the individual extremum Pi and global
extremum Xi generated in the iterative process to constantly update the particle position
and velocity. The update of particle velocity in the t-th iteration can be expressed as:

Vi(t + 1) = w(t)Vi(t) + c1r1(Pi(t)− Xi(t)) + c2r2(G(t)− Xi(t)) (22)

where Vi is the velocity vector of the i-th particle; w is the inertia weight; Pi is the individual
optimal position of the i-th particle; G is the global optimal position; r1 and r2 are random
numbers between 0 and 1; and c1 and c2 are learning factors which often set to 0.1. The
update of particle position in the t-th iteration can be expressed as:

Xi(t + 1) = Xi(t) + Vi(t + 1) (23)

where Xi is the position vector of the i-th particle. The technique of using the PSO algorithm
to initialize a new node is to require the learnable parameters as its decision vector and
take the model loss function as the fitness value and then make the minimum optimization
result as the initial value of the new node learnable parameters.

(iii) when to terminate node self-growth

As mentioned earlier, the self-growing condition is defined as ST < 0. However, in
general, with the progress of network training, when the network converges, the value of
ST will become smaller gradually or even tend to 0 but cannot guarantee ST ≥ 0. Therefore,
if there is no termination condition, the network is likely to unlimitedly increase the number
of hidden nodes and eventually lead to training failure. Based on this, the RNSSLFN model
defines the termination condition as the value of loss function and does not decrease for
three consecutive times.

In addition, on the premise of ensuring the accuracy of the model, the simpler the
network structure is, the stronger the generalization ability is. Therefore, RNSSLFN further
combines redundant hidden nodes with similar outputs to simplify the network structure.
When the Euclidean Distance between two nodes in the hidden layer is shorter than other
nodes, they can be called a pair of similar nodes and be expressed as hu ≈ hv. Specifically,
nodes hu and hv need to satisfy the following formulas:

dn(hu, hv) = MIN(Dn) And dn(hu, hv) < MEAN(Dn)− α·STD(Dn) (24)

dn(hu, hv) =

∣∣∣∣∣∣∣∣[ Wh
:,u(n)

bh
u(n)

]
−
[

Wh
:,v(n)

bh
v(n)

]∣∣∣∣∣∣∣∣
2

(25)

Dn =
{

dn
(
hi, hj

)∣∣i 6= j, i, j ∈ {1, 2, . . . M}
}

(26)

where α ∈ (0, 3) is a hyper-parameter, indicating the aggregation level of nodes within the
hidden layer.

According to Formulas (16)–(26), when hu ≈ hv is satisfied,

y = hWo + bo = [. . . , hu, . . . , hv, . . .]
[
. . . , Wo

u,:, . . . , Wo
v,:, . . .

]T
+ bo ≈

[
. . . ,

1
2
(hu + hv), . . .

][
. . . , Wo

u,: + Wo
v,:, . . .

]T
+ bo (27)
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So, the output value hcom of the hidden layer node after combination can be calculated
as follows:

hcom =
1
2
(hu + hv) = f

(
L

∑
i=1

xi
Wh

iu + Wh
iv

2
+

bh
u + bh

v
2

)
= f

(
L

∑
i=1

xiWh
i,com + bh

com

)
(28)

Then,

Wh
:,com =

Wh
:,u + Wh

:,v

2
, bh

com =
bh

u + bh
v

2
, Wo

com,: = Wo
u,: + Wo

v,: (29)

3. Results
3.1. Performance Evaluation

Under the framework of 5-fold CV, we assessed the performance of the RNSSLFN
model and three advanced models (ABMDA, LRMCMDA, CFMDA). The comparison of
evaluation indexes shows that the performance of RNSSLFN is superior to three different
methods (see Table 1 and Figure 2). As can be seen from Figure 2, the average AUC of the
RNSSLFN model is 0.9316, which is appreciably higher than the ABMDA model (0.8970),
LRMCMDA model (0.8722), and CFMDA model (0.8370). In addition, the average AUPR
of the RNSSLFN model is as high as 0.9065, while those of the ABMDA, LRMCMDA, and
CFMDA models are 0.8917, 0.8768, and 0.8014, respectively. Other different comparison
indexes are shown in Table 1, from which we can see that RNSSLFN also outperforms the
other three methods. All of the experimental results demonstrate that the RNSSLFN model has
significant advantages in revealing the potential associations between miRNAs and diseases.

Table 1. The comparison results of four models under different evaluation indexes.

AUC AUPR Accuracy Precision Recall F1-Score

RNSSLFN 0.9316 0.9065 0.8319 0.8238 0.8481 0.8358
ABMDA 0.8970 0.8917 0.8287 0.8160 0.7832 0.7993

LRMCMDA 0.8722 0.8768 0.8156 0.8105 0.8273 0.8219
CFMDA 0.8370 0.8014 0.7978 0.7443 0.7421 0.7434

Figure 2. The average ROC curve and average P-R curve of RNSSLFN and the other three methods.

3.2. Case Studies

To further evaluate the availability and effectiveness of the RNSSLFN model, we
conducted case studies on 10 common cancers, including lung cancer, breast cancer, brain
cancer, cervical cancer, gastric cancer, and so on. Specifically, we ranked the miRNAs
related to specific diseases in the prediction list based on the prediction score and then
searched for supporting evidence in the dbDEMC and miRCancer databases to verify the
top 10 and top 30 miRNAs. As shown in Figure 3, for 10 specific diseases, at least 6 of the
top 10 miRNAs have been verified in the databases; in particular, 25 of the top 30 miRNAs
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related to lung cancer and gastric cancer were verified by databases. In addition, this paper
also introduced the case studies of thyroid cancer and liver cancer in detail.

Figure 3. Number of top 10 and top 30 miRNA-disease association pairs of 10 cancers confirmed
by databases.

Thyroid cancer used to be considered relatively rare in the general population; now it
is one of the most prevalent cancers among women under the age of 45. Although thyroid
cancer accounts for only 4% of human cancers, the incidence rate has been rising since
the early 1980s. The incidence rate of women is higher than that of men; this difference is
highest between 15 and 39 years old and then decreases with age. In general, the absolute
incidence rate of thyroid cancer in women is almost 4 times that of men. Recommendations
for the initial treatment of thyroid cancer include thyroid cancer screening, staging, risk
assessment, surgical treatment, radioiodine ablation, and thyroid stimulating hormone in-
hibition. At present, a new targeted therapy to stunt the growth of tumor cells by inhibiting
the tyrosine kinase of thyroid cancer has been used in the treatment of advanced thyroid
cancer. Many researchers have proven that some miRNAs are involved in the development
of thyroid cancer. In this paper, the RNSSLFN model has been utilized to uncover the
potential relationship between miRNAs and thyroid cancer. As shown in Table 2, 22 of the
top 30 miRNAs are confirmed by databases. The study of Sondermann et al. [46] shows
that the expression level of miR-9 and miR-21 are prognostic factors for the recurrence
of thyroid cancer, and they have potential clinical value as biomarkers for predicting the
recurrence of thyroid cancer. Wang et al. [47] found that the overexpression of mir-497 can
inhibit the proliferation, colony formation, migration, and invasion of cancer cells in vitro
and can also inhibit the tumorigenesis in vivo. More importantly, miR-145, miR-106b,
miR-210, and other miRNAs that have not been confirmed by databases need to be further
explored, and they are expected to be used as new auxiliary biomarkers for the diagnosis
of thyroid cancer.

Liver cancer is a common and highly dangerous malignancy. It mainly occurs in
middle-aged men, and the incidence rate of men is usually 2 to 4 times that of women. At
present, some studies have provided clear evidence that miRNAs are plentiful in the liver
and regulate a variety of liver functions. A clear understanding of the miRNAs regulation
mechanism will provide a new strategy for the therapy and prognosis of liver diseases.
However, the expression pattern of miRNAs and their role in the pathogenesis of liver
cancer are not very clear. Therefore, to elucidate the pathogenesis of liver cancer and the
potential clinical application value of miRNA replacement therapy, the RNSSLFN model
has been used to uncover the potential relationship between miRNAs and liver cancer.
As shown in Table 3, 19 of the top 30 potential miRNAs have been proven by databases.
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Coulouarn et al. [48] evaluated the function of miR-122 and found that the loss of miR-122
in hepatoma cells greatly increased the possibility of the migration and invasion of cancer
cells; on the contrary, the recovery of miR-122 could reverse this phenotype. From a clinical
application point of view, miR-122 is an important determinant of cancer cell migration
and invasion and is also a diagnostic and prognostic marker of liver cancer progression.
Besides, the research of Liang et al. [49] showed that miR-125b has certain application value
in the treatment of liver cancer due to it being able to inhibit the expression of oncogene
LIN28B. Targeting carcinogenic miRNAs is a promising strategy for cancer therapy; the
top 30 miRNAs related to liver cancer, which have not been confirmed by databases, may
become new targets for early therapeutic intervention.

Table 2. The top 30 thyroid cancer-related miRNAs predicted by the RNSSLFN model. (Column
1: top 1–15 miRNA names; Column 3: top 16–30 miRNA names. I and II represent the association
between the miRNA and thyroid cancer, which has been verified in the databases dbDEMC and
miRCancer, respectively).

miRNA Evidence miRNA Evidence

hsa-mir-137 I, II hsa-let-497 I
hsa-mir-17 I hsa-mir-210 unconfirmed

hsa-mir-18a I hsa-mir-214 I, II
hsa-mir-16 II hsa-mir-223 I

hsa-mir-150 I hsa-mir-29a unconfirmed
hsa-mir-143 II hsa-mir-29c I
hsa-mir-145 unconfirmed hsa-let-7a II

hsa-mir-106b unconfirmed hsa-mir-15a I, II
hsa-mir-19b I hsa-let-21 I
hsa-mir-20a I hsa-mir-30a I

hsa-let-7c unconfirmed hsa-let-9 I, II
hsa-mir-142 I, II hsa-mir-101 II
hsa-mir-29b I hsa-mir-34c unconfirmed
hsa-mir-34a unconfirmed hsa-mir-195 II
hsa-mir-199a unconfirmed hsa-mir-203 I

Table 3. The top 30 liver cancer-related miRNAs predicted by the RNSSLFN model. (Column 1: top
1–15 miRNA names; Column 3: top 16–30 miRNA names. I and II represent the association between the
miRNA and liver cancer, which has been verified by the databases dbDEMC and miRCancer, respectively).

miRNA Evidence miRNA Evidence

hsa-mir-155 I, II hsa-mir-142 unconfirmed
hsa-mir-145 II hsa-mir-15b I
hsa-mir-19a unconfirmed hsa-mir-194 I, II
hsa-mir-222 I hsa-mir-141 unconfirmed
hsa-mir-16 unconfirmed hsa-mir-203 II

hsa-mir-146a unconfirmed hsa-mir-101 I, II
hsa-mir-126 II hsa-mir-107 I
hsa-mir-17 unconfirmed hsa-mir-125b I, II

hsa-mir-221 I hsa-mir-106a unconfirmed
hsa-mir-200b I hsa-mir-132 II
hsa-mir-20a unconfirmed hsa-mir-100 unconfirmed
hsa-mir-122 I, II hsa-mir-375 I, II

hsa-mir-1 unconfirmed hsa-mir-22 II
hsa-mir-181a I hsa-mir-9 unconfirmed

hsa-let-7c I hsa-mir-181b I

4. Conclusions

Based on the reliable negative sample selection and improved SLFN, RNSSLFN is
proposed to identify the correlation between miRNAs and diseases. RNSSLFN is the
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first model to select negative samples from unknown miRNA-disease associations by
distinguishing up-regulated and down-regulated miRNAs from the MISIM v2.0 server.
This is a great innovation, and we think that this strategy of selecting negative samples
is more reliable than the previous strategy of randomly selecting negative samples from
unknown associations. Furthermore, the improved SLFN realized the adaptive adjustment
of hidden layer nodes to resolve the problem of the mutual restraint relationship between
the hidden nodes numbers and network performance. Compared with the other three
advanced methods under the 5-fold CV, the experimental results confirmed the superiority
of RNSSLFN in finding a potential association between miRNAs and diseases. In addition,
the case studies on 10 common cancers further demonstrate the ability of RNSSLFN to
identify potential candidate miRNAs. RNSSLFN will be helpful to screen promising
candidates, accelerate the research on the potential association between miRNAs and
diseases, and facilitate follow-up research on the pathological mechanism of diseases.
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