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Abstract: Since the turn of the millennium, the volume of data has increased significantly in both
industries and scientific institutions. The processing of these volumes and variety of data we
are dealing with are unlikely to be accomplished with conventional software solutions. Thus, new
technologies belonging to the big data processing area, able to distribute and process data in a scalable
way, are integrated into classical Business Intelligence (BI) systems or replace them. Furthermore,
we can benefit from big data technologies to gain knowledge about security, which can be obtained
from massive databases. The paper presents a security-relevant data analysis based on the big
data analytics engine Apache Spark. A prototype intrusion detection system is developed aimed at
detecting data anomalies through machine learning by using the k-means algorithm for clustering
analysis implemented in Sparks MLlib. The extraction of features to detect anomalies is currently
challenging because the problem of detecting anomalies is not actively and exhaustively monitored.
The detection of abnormal data can be effectuated by using relevant data that are already in companies’
and scientific organizations’ possession. Their interpretation and further processing in a continuous
manner can sufficiently contribute to anomaly and intrusion detection.

Keywords: big data; machine learning; k-means; clustering; data anomaly; security; intrusion;
intrusion detection; IDS

1. Introduction

Today, during the fourth industrial revolution, also known as Industry 4.0, closely
linked with the Internet of Things (IoT) forming its core, more and more data are being
produced, collected, processed and analyzed [1]. These data, which may be critical for
decision-making, forecasting, marketing-related competition etc., are exposed to constant
dangers. The data are not only a lucrative target for criminals, but they are also of high
desirability in industrial espionage specialized in the tapping and manipulating of com-
pany data [2]. However, the threats to companies and research institutions are complex.
Therefore, the protection of these data is an essential factor not only for IT departments
but for the whole entity, i.e., a company or research institution. In particular, security
goals of protecting against unauthorized access and data manipulation are essential for all
organizations. These and other security objectives are often endangered by breaches of the
facility’s IT infrastructure. Therefore, the main objective of each security department is to
prevent intrusion into the IT infrastructure.

Employees of organizations are in constant contact with the respective systems—they
work with them and are generally the most important source of added value in organiza-
tions. However, at the same time, they are a great threat to data and systems they deal with.
The use of weak passwords, unsafe and/or insecure hardware and software, unthought-
through behavior, etc., are the most common sources of IT security problems. Therefore,
people, as the central interface of the IT systems of an organization, are potentially also the
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greatest risk and even threat. In order to improve IT security of organizations, all people
involved should, and even must, be aware of the potential dangers in advance.

Today, the term of big data in our perception is typically related to data management,
i.e., the production or collection of data and their further use, with potential derivation of
benefit from their reuse. However, in addition to a variety of value-adding analyses, big
data technologies can also be used for safety-related calculations/activities [3]. In general,
the term big data refers to valuable, complex and poorly structured and/or fast-changing
data sets, particularly in the corporate environment [4]. More precisely, big data is typically
described as data compliant with an nV set of properties, where n is the number of those
properties, which can vary. Models 3V and 5V are generally accepted and widely used, and
they describe big data with a set of features, such as volume, velocity, variety, veracity and
value. They are also characterized by multifaceted interpretation, where big data covers
different areas, such as technologies, analytical methods, modeling and design processes,
commercial concepts and legal frameworks [5].

Big data analytics is perhaps one of the most obvious big data-related areas of research,
attracting both practitioners and researchers. Their advantages are widely recognized in
different areas. Furthermore, big data, and more precisely big data analytics techniques, are
also seen as a tool to help in crisis management and combating epidemics and pandemics,
such as the current COVID-19 pandemic, and are characterized by a great capacity to
predict, map, track, monitor and raise awareness of these emergencies. Here, one of the
recent studies [6,7] found that the main sources of data come from social media and internet
search engines. This applies to both the identification of first “signs” of emergency, as the
first news of COVID-19 was found in Twitter messages, and combating it. The latter relates
to the most common techniques for analyzing these data, which involve the use of statistics,
such as correlation and regression, combined with other techniques, which can potentially
(and have already proved to be such) play a key role in combating the emergency and
crisis management, allowing for a variety of studies and experiments that have not been
conceived until now. This makes big data very attractive to health and (bio)medical areas.

However, big data storage is also known for its lower level of data protection and
considerably higher interest from attackers [8]. More precisely, NoSQL databases often
have a large number of data leaks.

Due to the importance of security and the potential of big data with respect to this
issue, our paper aims to develop a prototype to improve the security of IT systems by means
of big data analysis methods. The prototype focuses on the systematic detection of threats
and attacks on data, using machine learning (ML) with the help of big data technologies. In
particular, the open-source big data analysis framework Apache Spark is used to develop
an intrusion detection system. It is not a secret that current security information and event
management systems (SIEM) already sometimes use big data analytics technologies [9].
Using these multidimensional security analyses, organizations can automatically define
the “normal state” of their data or network, thereby comparing individual actions with this
“base” and thus recognizing potential risks and threats. Thus, we explore and demonstrate
the capabilities provided by Apache products and services and draw conclusions on their
appropriateness for pattern-based analyses utilizing unsupervised machine learning aimed
at improving protection of databases in use. This is conducted on the basis of covering
these approaches and presenting the prototype developed based on them. This is followed
by the validation of the tool by applying it to the real systems and assessing the results.

To meet these aims, the paper is structured as follows: Section 2 refers to the back-
ground and provides the reader with the general understanding on the topic; Section 3
covers materials and methods used; Section 4 provides description of the solution provided;
while Sections 5 and 6 provide discussion and results.
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2. Background: General Understanding of Security, Intrusion Detection and Prevention

Data protection describes the setting of security measures to achieve security goals,
which should be the highest priority, particularly in an open-communication infrastruc-
ture, such as the internet. As an example, recent studies [10,11] have presented an
IoTSE—Internet of Things Search Engines—Shodan and Binary Edge-based tool for non-
intrusive testing of open data sources to detect their vulnerabilities and the extent thereof.
Although it referred to the analysis of open databases only, the authors’ observation showed
some interesting results, i.e., although the total number of open databases accessible outside
the organization was less than 2% of the data sources scanned, there were data sources
with low security features where it was possible to connect to nearly all IP addresses by
retrieving data and information from them, i.e., which may pose risks to organizations.
What is more, in some cases, the databases that did not use security mechanisms, by which
NoSQL databases are mainly characterized, have already been compromised. This was the
case for such popular data sources as MongoDB, followed by PostgreSQL, ElasticSearch
and Memcached.

The internal network of the organization should also be viewed as an open-communication
structure, since it is potentially possible that each terminal within the network has access to
communication channels. The basic security objectives, mainly mentioned in the literature,
are described by the terms “Confidentiality, Integrity, Availability” (CIA) [11]. Informa-
tion security is typically, or should be, accompanied by data protection. These security
objectives are [12]:

• the protection of data against unauthorized access;
• the protection of data against unintentional changes;
• maximizing the likelihood that system or service requirements will be met within a

specified time frame.

The prevention of break-ins by setting security objectives therefore plays an important
role in every organization. The best way to protect a network or sources of information
systems is to detect attacks as early as possible and protect the artifact against them, even be-
fore they can cause harm/damage. In recent years, organizations have invested significant
resources, both financial, time and human, into defining and implementing new security
products to protect against attacks [12,13]. Here, the intrusion detection systems (IDS) enter.
An intrusion detection system mainly consists of three components providing the relevant
functionality [14], i.e., it works in three stages: (1) the system should collect the data, where
the data collection source may vary from one case to another or be a combination of various
sources, and prepare them for analysis; (2) the accumulated data should be investigated;
(3) in case of an intrusion or anomaly detected, the administrators should be informed
and take action. To sum up, intrusion detection is a process of monitoring events in an
information system or network.

Event monitoring, however, is used to analyze “signs”/characteristics of potential
security incidents that violate computer security guidelines, usage guidelines or stan-
dard security practices [15]. They, however, can be complemented with ad-hoc guidelines
depending on the particular case. Moreover, the avoidance of intrusion refers to the recogni-
tion and the attempt to prevent it. Accordingly, intrusion detection and prevention systems
(IDPS) are software solutions that combine the detection and prevention of incidents [16].
They primarily focus on identifying and logging possible security incidents, preventing
intrusions/breaches and informing security administrators about them. In some cases,
organizations also use IDPS for other purposes, such as identifying problems related to
existing security policies, documenting existing threats and preventing individuals from
bypassing security policies [17]. Therefore, almost all organizations should consider it
necessary to supplement the security infrastructure through IDPSs [18]. Another important
component that complements IDPS is Security Information and Event Management (SIEM)
solutions, which offer a combination of software products and services, which were previ-
ously presented under two separate terms, i.e., Security Information Management (SIM)
and Security Event Management (SEM) [19]. SIEM technologies enable real-time analysis
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of security warnings generated by network hardware and applications by using the data
received from the IDPS and other relevant data [9]. They also use data from correlating
events logged by different technologies, displaying data from many event sources and
providing supporting information from other sources to help users verify the accuracy of
IDPS alerts [20].

Overall, data protection should be an ongoing priority. It is important to regularly
review information systems as sources and to be vigilant in the case of suspicious changes.
This is particularly important because threats are evolving at an unprecedented pace, and
data about organizations’ networks and servers are the preferred target. IDPSs are very
suitable for detecting and stopping network attacks, including those aimed at vulnera-
bilities in the application and operating system, and provide IT administrators with an
additional layer of protection of their infrastructures. They ensure that attempted attacks
and undesired data transfers and/or manipulations with them are reported quickly and
preferably also prevented. The type of IDPS that is ultimately used depends on the size and
architecture of the network concerned, as well as on the requirements of the IT department
and management with regard to the functions of the product [20].

In this paper, we present a prototype of the intrusion detection system developed on
the basis of Apache Spark. Therefore, let us provide some motivation for this choice by
elaborating on the applicability and appropriateness of Apache Spark.

3. Materials and Methods: Big Data Approach with Apache Spark and MLlib

Apache Spark is an open-source big data analysis framework that allows computing
of huge amounts of data [21]. Spark is able to process databases that are distributed
across a large number of machines. This project was launched in 2010 at the University
of California, Berkeley, and became an Apache project in 2013. Since then, Spark has
proliferated and evolved immensely. In the meantime, Apache Spark has developed
into a de facto open-source standard in the big data world and is traded as a successor
to Apache Hadoop MapReduce technology, mainly due to its outstanding processing
speed [22]. With advanced resource management and resource utilization (such as in-
memory computing), Apache Spark enables this world-class speed. In addition, it can also
be easily integrated into existing Apache Hadoop systems; for example, native support for
the Hadoop Distributed File System (HDFS) is built into Spark [23].

Another benefit and key for success of the Spark framework is the fact that it provides
interface to a variety of programing languages, including Java, Python and R, while Apache
Spark itself has been developed in Scala. Therefore, for pragmatic reasons, the source code
of the prototype proposed in this study has also been developed in Scala. In addition,
the Scala programing language offers a variety of contemporary and easy-to-implement
concepts, such as optional parameters, immutable objects, pattern-based searches, etc. In
particular, anonymous functions are widespread in Scala and are also widely used in this
work. Scala programs—and thus Spark—are compiled in Java bytecode and executed in
the Java Runtime Environment.

Each Spark application consists of a driver program that starts and manages various
parallel operations on a computer network. The driver includes the main function and de-
fines data records distributed by the SparkContext instance, on which arithmetic operations
are then carried out. These operations are divided into individual tasks and are processed
by executors on nodes in the computer network. Figure 1 shows general relationships of
the components for the distributed execution in Spark.
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An essential core element and one of the most fundamental data structures of Spark
is the Resilient Distributed Dataset (RDD) [24]. This is an abstraction of a database that
is partitioned and therefore redistributable over a computer network. All data, e.g., data
from log files or network streams, are converted to a generic RDD, which in turn is used by
Spark as a processing medium. This layer of abstraction allows developers to keep data in
the cluster node’s memory during their processing. In this way, the costs of recalculating or
outsourcing to slow data carriers can be avoided in the subsequent analysis. Thus, Spark
can be considered sufficiently flexible and fault tolerant. For example, computer network
node’s failures or memory bottlenecks are automatically recognized during calculation and
treated with different strategies without interrupting processing [25].

Another component recognized as important and beneficial for developers is Spark
Machine Learning Library (MLlib). MLlib is a machine learning (ML) library optimized
for use in a cluster [26]. MLlib aims to implement ML algorithms and techniques in a
scalable and simple manner in Spark applications [27]. It has many pre-implemented
ML algorithms, including classification, regression, clustering and others, to be re-used in
developed Spark applications. Generally, the Spark Framework consists of five components,
as shown in Figure 2. In light of the objectives of our paper, we are focusing and further
using Spark Core and MLlib.

In computer science, machine learning (ML) is known as the sub-discipline of the
generation of synthetic/artificial knowledge from data. The artificial knowledge gained
allows the ML systems to make certain predictions. There are various ML algorithms that,
once learned, are able to distinguish between normal/ordinary and uncommon data. If it
is known in a data record or set which entries are considered “normal”, and the system
is informed that training can take place, for example in the form of a flag, this is called
“supervised learning”. The used algorithm is assigned to work in a specific predefined
manner, based on known input and output data. This process is also known as training in
the context of ML. Statistical classification methods are mainly used in this form of machine
learning. With this method, the algorithm is able to develop decision trees to be able to
prepare predictions for new data with similar patterns by means of regression analysis.
Most algorithms that make predictions are based on classification and regression.
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At the same time, there are data sets for which it is previously not known which data
should be considered normal or ordinary. For example, if new types of attack attempts
are identified in the data, attack patterns may not be known. In this case, it is not possible
to apply classification in advance. The system should rather use input data to identify
independently which patterns are represented in a data record and thus evaluate which
data do not match these patterns. “Unsupervised learning” can be a solution to these kinds
of problems. In other words, unsupervised learning techniques are not trained on the
basis of defined target data, as they are not available during the learning process. Rather,
unsupervised learning algorithms capture structures in data and find groups of similar
inputs or determine and learn which types of inputs might occur and which might not.
Thus, in light of this, the intrusion detection system to be developed will be developed on
the basis of unsupervised learning, by using the k-means clustering method implemented
in MLlib from Spark.

The k-means clustering method is probably the best-researched and most widely used
method of unsupervised learning. In this context, the term “cluster” should not be confused
with the computer network. Cluster analysis tends to identify similarities in structures
in large databases, where object groups or records that are structurally similar are called
clusters. Clusters created from input data can then be used to compare new or unknown
data with existing clusters. If the data to be checked exceeds a certain distance from the
given clusters, i.e., the threshold value for the distance to existing clusters is exceeded, this
data is referred to as an anomaly.
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4. Results: Prototype of Apache Spark and MLlib-Based Intrusion Detection System
from A to Z

In contrast to signature-based IDS solutions that prevail in the market, the prototype
solution developed in this article is based on machine learning with the help of the big data
cluster framework Apache Spark. Figure 3 shows a system framework diagram modeled
in Business Process Model and Notation (BPMN) to understand the overall image of the
actions performed in the system. In short, the developed system should be able to determine
from the data set used, which parts of the data set are to be classified as harmless or regular,
and which are conspicuous or irregular, and can quickly identify anomalies in the data. The
k-means algorithm is used for cluster analysis, which is implemented in the Sparks MLlib
component. The anomalies can be intentional or involuntary. The premeditated ones are
malicious, and it is important to identify and discover them. The causes of anomalies vary,
and if the anomaly was alerted in the solution, clustering techniques are used to perform
the action that ML algorithms, such as K-means, use to divide data into groups. Instances
far from all groups are identified as outliers.
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For the purposes of our experiments, we have created a database, in which we have
created our own computer network for Spark and Hadoop applications. The cluster consists
of a total of 24 processors and is equipped with 96 gigabytes of RAM. Spark version 1.3 is
installed on the cluster. The database is available as a text file researchdatacup.data, which
part is made available at https://github.com/OtmaneAzeroualDZHW/IDS-prototype/
blob/main/researchdatacup.data (accessed on 20 December 2022). It is over 700 megabytes
and consists of almost five million data records. Each data record consists of 42 attributes,
with one data record per line, separated by commas (in a CSV-like format). The database
used is sufficient both for building a rapid prototyping and as a big data example, since
processing this database requires a large number of gigabytes of RAM. For this reason,
a large part of the calculations was carried out within the computer cluster. In addition,
feature names and feature types are listed in a further text file (researchdatacup.names).
Interestingly, the organizers of the research data cup identified the type of connection or
attack in each data set. There are labels such as buffer_overflow, smurf or normal. This
marking could serve as a target definition of a supervised learning method. However, the
main focus of the prototype under development is on detecting anomalies and potentially
unknown attacks. Therefore, a method of independent, unsupervised learning is used, and
the characteristics of the type of attack are deliberately ignored for actual processing. In

https://github.com/OtmaneAzeroualDZHW/IDS-prototype/blob/main/researchdatacup.data
https://github.com/OtmaneAzeroualDZHW/IDS-prototype/blob/main/researchdatacup.data


Information 2022, 13, 58 8 of 18

the course of this paper, it will also be found that some connections in the database are
considered normal and are marked as such, but they represent anomalies in the sense of
the analysis and are therefore to be classified as potentially dangerous.

In almost all cases of analysis, it is necessary to adapt the input data to a certain
extent, so that the analysis system can process these data adequately. This process is
called transformation. Therefore, the first step of any analysis is to review the data. For
this purpose, we have used the Spark Shell, which offers a convenient tool for quick
initial database analysis. It initializes the Spark context, which is essential for calculations
(instance of the SparkContext class). In the following examples, the Spark Framework
should be equipped with at least eight gigabytes of RAM. Therefore, Spark Shell is used on
a Unix-like operating system with a parameter—driver-memory 8 g. Once the Spark context
(identified in the following by the variable sc) is available, the data record may be read into
an RDD (see Figure 1).

In the first line of the code provided in Figure 4, the data record is read in as RDD
and in the unchangeable variable rawData, while line four transforms an array of strings
of each comma-separated data record. The map() function of the RDD class is used here,
which expects a function that is applied to each data record as a parameter. It should
be noted that the mapped variable references a new RDD instance and that the map()
method has not yet processed the data. When using RDDs, there are typically two types of
instructions—transformations and actions.
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Transformations enrich abstract RDD with meta-information, such as how RDD should
be converted. However, only if there is an action Spark performs an actual, distributed
calculation on an RDD and then takes into account and optimizes the previously defined
transformations. The map() is a transformation (“convert every data set using the following
function”), while the first() method is an action (“return the first line of a calculated RDD”).
Therefore, only when first() is called in line seven the RDD is actually transformed, and the
first data record of the transformed RDD is returned.

The first data set extracted by first() reveals the TCP connection to the HTTP service. In
this particular case, 215 bytes were sent, and 45,076 bytes were received. All other features
are listed in the researchdatacup.names text file.

Using the length method, we can determine that the data record in firstItem consists
of 42 elements (also called columns, parameters). These 42 columns will be used as
42-dimensional vector features for clustering in the following steps. It is also important to
note that the elements are not only numeric, i.e., some features are represented in Boolean
(as 0 or 1), some take real values between 0 and 1, while others are symbolic (e.g., tcp).

As we have briefly mentioned above, map() expects a definition of the function. Here,
we use a method provided in line four of the code provided in Figure 1, where the shortened
notation for the definition of the map() is given. Such a notation is possible due to the
flexible Scala syntax and combines the concepts of anonymous functions and an implied
parameter (_). Both concepts are widespread in the Scala world and can save a lot of
programing code—but mostly at the expense of legibility. The fourth line corresponds to
the call provided in the code shown in Figure 5.
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Figure 5. Map() method.

In the code of Figure 5, an anonymous function is transferred to map() (line =>line.split(‘,’)).
The underscore in the code available in Figure 1, line four, on the other hand, is implicitly
interpreted by Scala as a line parameter and thus, in turn, shortens the long form of the
anonymous function.

In the database analysis, data records were transformed into the RDD, separated by
commas. However, this is not enough to process the data in a meaningful way, i.e., symbolic
features must be converted into numeric ones. The reason for this is that the later calcu-
lation of the distances between feature values and clusters can only be performed using
numerical values. For this reason, the parsing of the data records must be optimized by
encoding categorical (symbolic) features into numerical ones. For example, to find out
which symbolic values the protocol_type feature assumes, the following Spark statement
available in Figure 6 can be used.
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Figure 6. Values for protocol_type property.

The expression _.split(‘,’)(1) splits as before using a comma and takes only the second
column (index (1)), while the countByValue() action counts all occurrences. It can be seen
here that protocol_type takes on the values Transmission Control Protocol (TCP), User
Datagram Protocol (UDP) and Internet Control Message Protocol (ICMP). One-hot coding
is used here to numerically represent these characteristic values. Due to the one-hot coding,
each categorical characteristic takes on n possible numerical characteristics, with a value
for each placeholder of 0 or 1. In the case of the log type or data type, the feature may
have three different values, hence n = 3. For example, if a data record has a TCP log type,
the one-hot representation is “1,0,0”—analogously “0,1,0” for UDP and “0,0,1” for ICMP.
Features two through four are categorical; they are transformed into one-hot. It should be
noted that in order to do this, all possible value options need to be known beforehand.

After the calculation performed by Spark, the symbolData variable references an in-
stance of the Map type, which itself references three Map instances (see Figure 7). In Scala,
Map is an iterable collection consisting of key–value pairs (see dictionaries or hashes in
other programing languages). symbolData(“protocols”), symbolData(“services”) and symbol-
Data(“states”) contain [String, Int]-maps with all possible occurrences of value variants
assigned to the index. The distinct method returns only one-time occurrences, while collect
returns all (calculated) elements. zipWithIndex creates a tuple with a value and an index
number for each element, and toMap converts the array to a map. A representation of
symbolData(“services”) output shows the exemplary result of the transformation. Using this
information, the numerical feature vectors can then be developed.
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Figure 7. Transformation of categorical characteristics into three indexed map instances.

The getFeatureVectors() function in provided in Figure 8 transforms rawData and the
data from symbolData into an RDD of feature vectors with exclusively numerical values.
In order to increase the performance of the program, symbolData is not recalculated every
time this function is called but is instead transferred as a parameter because symbolData
can, for example, be transferred to all cluster nodes (via sc.broadcast()) to avoid time-
consuming recalculations.
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Figure 8. getFeatureVectors() for creating purely numerical feature vectors.

It should be noted that getFeatureVectors() supplies an RDD from vector instances
required for the k-means algorithm. In general, the getFeatureVectors() function parses a
database from rawData together with the data from symbolData, which can be used for
further processing in the form of an RDD from the feature vectors.

The k-means algorithm is already implemented in Apache Spark, and the first model
can be created with lines of source code. The first k-means model is developed using the
code provided in Figure 9.
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Figure 9. k-means model generation.

The RDD from feature vectors in line two (Figure 9) is cached with the cache() function
after the first action has been carried out. This can be performance enhancing if Spark
would recalculate the RDD internally in later use, for example, when calculating the k-
means cluster. With cache() the state of the RDD is explicitly recorded after the next action.
In this first model, kMeansModel, the number of clusters is k = 2. In order to achieve good
results by means of k-means, it is essential to choose the value for k that is appropriate for
the database. However, the number of possible connection types is significantly higher
than 2, so the value for k is not yet optimal.

After the next cluster focus has been assigned to a feature vector of a data record, and
the distance between these vectors has been calculated, possible attacks or intrusions may
be detected. However, the k-means model used should be optimized to be able to achieve
the most accurate anomaly detection possible.

Potentially suspicious data deviate from previously trained patterns. The distance
between the data points of unnatural connection attempts exceeds the distance of ordinary
connections—the distance threshold is exceeded. If the feature vector exceeds the threshold
value, an anomaly is identified. However, the optimal threshold is determined by referring
to the average distance to cluster centers (see Figure 10).
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It should be noted that distanceThreshold depends on the calculated k-means model
(particularly the number of clusters, i.e., k) and can also deviate from the above-mentioned
value (around 3423) with k = 2. The reason is that when the k-means model is initialized,
randomly selected cluster priorities are set that are only adjusted by real values in the
course of the calculation. The anomalies can now be calculated immediately.



Information 2022, 13, 58 11 of 18

In the code provided in Figure 11, an RDD is created with tuples of the original data
records and their respective feature vectors. This RDD is then filtered using the feature
vectors that exceed the distance threshold. Using Scala’s pattern-matching mechanism
(case (data, featureVector)), an RDD can be elegantly filtered from the tuples using individual
tuple objects. Since we are interested in only the anomalies in original data sets, mapping
ends with the keys method, which in turn discards the feature vectors of the tuple RDD.
The anomaly rate is calculated as a percentage, where, on the basis of the given k-means
model, around four percent (4%) of the database can be assessed as abnormal, i.e., having
anomalies. Figure 12 shows the code to be used to get an overview of detected anomalies.
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Figure 12. Output of the first five anomalies.

What we have identified here is that the connections with the categorical characteristic
normal were clearly identified as anomalies. These relationships may refer to attacks
that are not known during categorization or false identifications due to the unoptimized
k-means model.

For the latter case, in order to optimize the number k of clusters in the model, a
clustering analysis can be rated as sufficient if each data point is relatively close to the
assigned cluster center of gravity. To determine an improved k-value, a number of different
k-means models are created, and the resulting average distance thresholds are compared
with each other.

For this purpose, the code provided in Figure 13 is used, which output is shown
in Table 1.

Table 1. Distance thresholds with values for k between 10 and 100.

k Distance Threshold

10 1612.208842642998
20 1072.0327584689705
30 916.5280722240193
40 430.3117062907457
50 464.47441715464714
60 349.7187930452894
70 299.64043177835646
80 200.98089018688424
90 234.49320063282278

100 112.83995725918483
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It can be seen that the increase in clusters’ numbers leads to a decrease in the average
distance threshold, i.e., an improvement in the result. However, the k should not be too
large, as otherwise, a meaningful clustering analysis cannot be performed. For example, if
k is set to the number of data records (rawData.count), the distance will shrink to 0 because
each data record will form its own cluster. What is more, the output shows that the distance
thresholds do not change proportionally to k. In addition, the result with k = 50, for
example, is worse than that with k = 40. This result, which is something unexpected, is
also justified by the fact that the k-means method uses random initial clusters. Therefore,
the choice of the number of clusters can be further improved if the model for a specific
k is created several times with different random initial clusters, and then the best model
resulting therefrom is adopted. The Apache Spark Framework offers the setRuns() method
for objects of the k-means type for this purpose. Another potential improvement to the
model is the lengthening of the iteration of the algorithm. K-means uses a threshold value
that controls from when the movement of the cluster centers of gravity is considered to
have converged, and the cluster centers of gravity therefore change. This threshold value
can be adjusted with the setEpsilon() method.

Table 2 provides the results of this action, i.e., the values of the distance threshold with
the adjusted parameters for the number of runs and epsilon. In this case, the runs were set
to 10 (default: 1) and epsilon was set to 1.0 × 10−7 (default: 1.0 × 10−4), used as a sample.
What is important here is that experiments with multiple different values should be carried
out to achieve better results.

Table 2. Distance thresholds with setRuns() and setEpsilon() of the k-means model.

k Distance Threshold

10 1673.4592273822652
20 1314.1118189071337
30 888.5934838435937
40 740.1572895242036
50 339.5696447982709
60 308.62695126344164
70 262.08132872357226
80 175.89086069939748
90 148.64064822065643

100 121.79488890567019
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Here we can observe an improvement compared to standard. In addition, this time the
values are constantly decreasing the higher the parameter k is selected. Further optimization
can be achieved by normalizing each feature through standardization (also known as
z-transformation), which is a statistical function typically used when differently distributed
random variables, e.g., the values of the characteristics, should be compared [28]. The
z-transformation is given by the following function:

Zi =
Xi − µi

σi
(1)

Equation (1). Z-transformation.
Z-transformation shall be carried out following the formula provided in Equation (1),

where Zi is the z-transformed sample; Xi is the original value of the sample; µi is the mean
value of the sample; and σi is the standard deviation of the sample. In the case of a feature,
the feature is standardized by subtracting the feature value with the arithmetically average
mean value of the feature and dividing the result by the standard deviation.

The generation of k-means models from Figure 14 with the epsilon and runs parameters,
specified in Table 2 on the feature vectors standardizedVectorRdd (instead of vectorRdd), allows
for achieving better distance threshold values. At first glance, they differ significantly from
the values given in Table 2. This is due to z-transformation but does not have a negative
effect on the accuracy of detection of anomaly; rather, it improves the result of their
recognition, if standardized feature vectors are also used.
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Table 3 shows that the standardized distance thresholds continuously improve up to
k = 175. Thus, the above optimizations can now be incorporated into the anomaly detection.
The following results have now been calculated.



Information 2022, 13, 58 14 of 18

Table 3. Distance thresholds optimized by normalization.

k Normalized Distance Threshold

10 0.09991613251731102
25 0.08518438371789444
40 0.0682862780277426
55 0.053834029418180274
70 0.03348989872873735
85 0.02167286233830281

100 0.016910185699185214
115 0.012838884998591945
130 0.008406800382889148
145 0.008095400982023805
160 0.00617585994122557
175 0.003462104571261407
190 0.004934244635581448
205 0.003173765003862672
220 0.003787212788242129
235 0.002787838315775503

As can be seen in Table 4, even after adapting the k-means models and applying
normalization, there is a certain amount of leeway for interpretation and improvement.
From the data we have obtained, it is possible to predict volumes of data arose from attacks
based on the anomaly rates, where the arithmetic mean of the anomaly rates is 16.4 percent,
with the median of 18.9 percent. There is, therefore, sufficient evidence that 15 to 20 percent
of the entire database can be attributed to the attempted attacks. This means that the
parameters of IDS in production, in which we suppose the proposed solution to be in-built,
should always be adjusted with the following monitoring of the results, particularly in the
introductory phase.

Table 4. Anomaly rates after optimizations.

k Anomaly Rate (in Percent)

10 4.575403838494408
20 6.116815772234007
30 7.215065395429679
40 7.412065393429679
50 8.62727692010973
60 8.821620637302026
70 9.283646130771261
80 16.541010784881934
90 17.692563190131697

100 18.892396361202188
110 22.17444728730485
120 36.08357451600319
130 23.480151093278646
140 21.05892682779445
150 22.29485318870471
160 19.1206531234185
170 20.949830670269726
180 20.31542344885536
190 17.538350545307264
200 19.67231956518322

Figure 15 illustrates an abbreviated extract of detected anomalies with a k = 100 model.
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The sample() function returns a random sample of an RDD. Since no replacement is to
be made, the first parameter is set to false. The second parameter, however, defines the size
of the sample, i.e., in this case, 0.00001 of all anomalies should be detected.

Sufficiently high result is also possible using the randomized initial clusters of the
k-means algorithm, but a relatively precise approximation is certainly possible. In the
end, the question always remains: which connections are to be classified as irregular and
potentially dangerous and which are to be classified as normal? The algorithm cannot
make a final decision, but it can support decision makers. However, an optimization of the
k-means models is necessary in any case, to avoid very falsified results, as in Figure 8. In
addition, it is important to monitor the detection of anomalies and to carefully investigate
possible outliers.

To this end, visualized results may be an opportunity for simple monitoring. Apache
Spark does not provide libraries for visualizing results; other tools should be used to create
representations. We, however, have used Apache Zeppelin, and Figure 16 shows visualized
anomaly rates from Table 4 using Apache Zeppelin. Although the export of the results
from Spark and their visualization using something akin to R3 is also an option, in practice,
when selecting an adequate k-means model, anomalies could be represented in data sets.
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The anomaly rates are included in an RDD anomalyRates, which consists of (k, Rate)-tuples,
and are converted to a Spark Data Frame. The data frame is based on the RDDs but also
has a scheme. The scheme (see Figure 16) is defined by the class rates. Unlike simple RDDs,
data frames can be easily queried using Spark SQL. Zeppelin is able to visualize result sets
directly from Spark SQL queries.

5. Discussion

To sum up, the prototype developed is able to detect anomalies in the database that can
be used as additional mechanisms for data protection. In other words, we are not proposing
a “silver bullet” but rather demonstrate how a complementary service can be added to
the system in use to enhance the level of its security. What is more, our study explored
capabilities provided by Apache products and services, which resulted in a conclusion
that they are worthwhile to be used for protecting databases in use. There are several
additional takeaways.

First, it is clear that the topic we have elaborated on is of fundamental importance in a
real-world system, i.e., production environment. Therefore, not only the involvement of a
data protection mechanism should take place but also the analysis of how the system reacts
when an anomaly is detected. For example, an email could be sent to the IT security officer,
or a ticket could be created in a corresponding system, thereby signaling about the detected
anomaly. However, other options can also be used, such as destroying data identified as
malicious or canceling the connection, thereby preventing data manipulation. However,
it is clear that, in this particular case, the accuracy of the algorithm should be well tested.
Another more advanced option could be not only the identification of anomalies or even
intrusion, but also the recovery of data if changes have been made with data stored in
the system.

Taking a step back to the accuracy of detection of anomalies, where optimization of the
anomaly detection is crucial, the prototype achieved a detection rate of 65% in identifying
anomalies in the test data set. In other words, it is important not only to achieve the
detection of as many anomalies as possible, but also their relevance and compliance with
actual anomalies, avoiding false positive results. These misdetections can lead to high costs
in terms of both money and time spent on their inspection. This, in turn, can negatively
affect the acceptance of the system and overall satisfaction level. For this reason, monitoring
and optimization must be given high priority, starting with the introductory phase and
beyond. There are several studies whose authors have tried to use methods such as the
K-means Gaussian Interval Type 2 Fuzzy Set Prediction Method and models such as the
Collaborative Intrusion Detection Model to improve network security and identify attacks
and anomalies to be prevented [29,30]. As stated in [29], intrusion detection is becoming
increasingly important as primary defense technology, because network security is one of
the most critical issues. In addition, attacks and anomalies are often serious and can range
from misuse of the systems to production downtimes and failure of vital control systems.

Given that some above-mentioned implications concern people, it should be noted
that the person who interacts with the system, i.e., the user, remains one of the critical
factors, and therefore their education and digital literacy, or security literacy, to be more
precise, is crucial. This was also proved by the statistics provided by the recent Data Breach
Investigations Report, according to which 85% of breaches in 2021 involved a human
element, while social engineering was recognized as the most popular pattern [31]. The
reason for this is that even in the case of highly mature mechanisms of data and system
protection involved and maintained, the human factor remains to be seen as very difficult
to control. Therefore, the training, instruction and education of system users, as well as
defining, introducing and maintaining security policies should be complementary to the
various technical advances.
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6. Conclusions

The big data Apache Spark Framework offers extensive capabilities for analyzing
massive amounts of data. Without further adjustments (out-of-the-box), Spark is able to
distribute the calculations to (theoretically) any number of machines in a fault-tolerant
manner. The outstanding flexibility and speed of execution thus provides a solid basis for a
large number of data analyses. In this paper, we have provided an example of how the big
data technologies and above-mentioned services can be used not only for everyday tasks
but also for the protection of the data produced, collected, processed and transferred.

This paper explored and demonstrated capabilities of MLlib components and its
appropriateness for pattern-based analyses, utilizing unsupervised machine learning aimed
at improving IT security. However, the use of a big data system to detect security-critical
anomalies must not be carried out by installing and configuring the solution on a one-time
basis, but rather as a process that has to be continuously monitored and optimized.

In addition to [32], our solution offers the opportunity to gain valuable knowledge
from large-scale structured, unstructured and rapidly changing data, thereby providing
users with support for decision making. It is also clear that different solutions, which have
different goals and requirements, were discussed in the literature. Unfortunately, we could
not compare this to our solution because the Apache Spark Framework lacks extensive test
support. This is particularly interesting when processing big data, as it should be possible
to define certain test scenarios to check the respective processing algorithms. This remains
an open question for future study.

In addition to Spark, there are other solutions that are suitable for big data applications.
One particularly interesting subject for our future research is the open-source project
Apache Flink. Although relatively small compared to Spark, Flink, like Spark, focuses on
distributed processing of large amounts of data. In contrast to Hadoop or Spark, Flink is
not primarily focused on fast batch processing, but rather on processing of data streams.

As we have mentioned, the developed service is a prototype. We are continuing
our work on it and expect to advance it in the future by our own forces or by means of
co-creation, where every interested person is welcome to contribute to the prototype by
referring to the source code (https://github.com/OtmaneAzeroualDZHW/IDS-prototype)
(accessed on 20 December 2022), thereby supporting the open science movement.
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