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Abstract: Modern autonomous vehicles with an electric/electronic (E/E) architecture represent the
next big step in the automation and evolution of smart and self-driving vehicles. This technology
is of significant interest nowadays and humans are currently witnessing the development of the
different levels of automation for their vehicles. According to recent demand, the components
of smart vehicles are centrally or zonally connected, as well as connected to clouds to ensure the
seamless automation of driving functions. This necessity has a downside, as it makes the system
vulnerable to malicious attacks from hackers with unethical motives. To ensure the control, safety, and
security of smart vehicles, attaining and upholding automotive cybersecurity standards is inevitable.
The ISO/SAE 21434 Road vehicle—Cybersecurity engineering standard document was published
in 2021 and can be considered the Bible of automotive cybersecurity. In this paper, a comparison
between four different E/E architectures was made based on the aforementioned standard. One
of them is the traditional distributed architecture with many electronic control units (ECUs). The
other three architectures consist of centralized or zonally distributed high-performance computers
(HPCs). As the complexity of autonomous E/E systems are on the rise, the traditional distributive
method is compared against the HPC (brain)-based architectures to visualize a comparative scenario
between the architectures. The authors of this paper analyzed the threats and damage scenarios of the
architectures using the ISO/SAE 21434 standard, “Microsoft Threat Analysis Tool - STRIDE”, TARA,
and “Ansys Medini Analyze”. Security controls are recommended to mitigate the threats and risks in
all of these studied architectures. This work attempted to mitigate the gap in the scholarly literature
by creating a comparative image of the E/E architectures on a generalized level. The exploratory
method of this research provides the reader with knowledge on four different architecture types, their
fundamental properties, advantages, and disadvantages along with a general overview of the threats
and vulnerabilities associated with each in light of the ISO/SAE 21434 standard. The improvement
possibilities of the studied architectures are provided and their advantages and disadvantages are
highlighted herein.

Keywords: automotive cybersecurity; E/E architecture; threat analysis; HPC; architecture comparison;
system security; ISO/SAE 21434; STRIDE; TARA

1. Introduction

The production technology of automotive vehicles has experienced a radical improve-
ment due to digitization. Therefore, it is not surprising that we are the ones that shall
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experience the changeover of the mobility archetype as we know it today. In the future, the
next generations will be able to drive very complex and advanced cyber-physical systems.
With the flexibility of evolution, every design will require constant inspection, monitoring,
and improvement to meet safety and security standards [1]. Even though typical security
concepts are implemented in the fabrication of the vehicle, several architectures can fulfill
the desired role for efficiency and security targets.

Today’s E/E architectures [2] are reaching their limits due to the increased system
complexity and increased functionality. An existing in-vehicle E/E system can be cleaned
up using a server/zone architecture. Reducing the multiple stand-alone ECUs and wiring
harness allows the optimization of the overall architecture while reducing the weight and
carbon emission. HPC offers faster and higher data processing and data security features [3]
which is more familiar in the IT industry than in traditional vehicle architectures. A new
level of computing power and the consistent separation between hardware and software
are paving the way for new functions for traditional [4,5] and convenient over-the-air
updates for HPC-based brain architectures [6,7]. Researchers are focusing on the different
aspects of network communication protocols and ensure security during the over-the-air
software update and upgrading process using modern technologies such as block-chain,
machine learning, artificial intelligence, and many more [8].

This paper examines the various features of the automotive E/E architecture in addi-
tion to the components used in the vehicle design. The results show several advantages
and disadvantages for the users, as well as for the overall fabrication of the vehicle. The
Microsoft Threat Modeling Tool 2016 [9] can be used to study cybersecurity threat cases,
threat scenarios, and damage scenarios by performing STRIDE analysis [10] within the
framework of the traditional and HPC-based architectures. A use case describes the role of
the different components in the design. Threat analysis by designers and manufacturers can
help to improve vehicle system architectures, making security more effective and regularly
reviewing them for more updates and changes.

1. This work explores the existing traditional, one-brain, two-brain, and three-brain E/E
architectures available in the automotive industry;

2. The authors addressed the gap in the literature by providing a generic comparison
between the architectures;

3. The four architectures are further analyzed in terms of vulnerability and the associated
risks, according to the ISO/SAE 21434 standard Joint collaboration [11];

4. TARA methods are explored and analyzed the studied architectures with the MS
Threat Modeling Tool - STRIDE and Ansys Medini Analyze tool [12];

5. The results of the analysis are presented through tables titled “Comparison Represen-
tation of Different E/E Architectures” and “Comparison of Cybersecurity Against the
Number of Threats”.

2. Methodology

The goal of this study was to explore and analyze the existing automotive E/E
architecture-based knowledge in order to create a generalized comparative image of current
ECU- and HPC-based vehicle cybersecurity systems. An exploratory research approach
was conceived with a combination of architecture-type-specific case studies in order to
accomplish this task. In the case study part, a risk and threat analysis of the architectures
was conducted using TARA and STRIDE methods. This part was accomplished using the
MS Threat analysis tools [9] and Ansys Medini Analyze tools [12] according to the ISO/SAE
21434 standard [11]. The research methodology was a combination of exploratory research
with case studies.

This article investigated four different architecture patterns in vehicles and for each
architecture, the threats posed by three different functions (a combination of sensors and
actuators) were examined using STRIDE. This article investigated the traditional architec-
ture, the one-brain architecture, the two-brain architecture, and the three-brain architecture
based on three functions, namely the tire pressure monitoring system (TPMS), the advanced
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driver-assistance system (ADAS), and the remote keyless entry system (RKE). Three func-
tions were chosen so that the three brains could have at least one function for each brain
and each function was a combination of sensors and actuators. The block diagram for each
of the architectures was constructed using the Ansys Medini Analyze tool. This tool offers
various blocks such as process, interactor, data flow, and data store. It also has the option to
select various threats based on the block used, for instance, a controller which is a process
having all six STRIDE threats (spoofing, tampering, repudiation, information disclosure,
denial of service, and elevation of privilege). Based on this calculation, the various threats
for an architecture were calculated. The threats from STRIDE helped determine damage
scenarios. This approach is in accordance with TARA (ISO/SAE 21434) [11].

The threat was averaged and can be used as a reference to calculate the threats by
800 functions in a vehicle. Then, the threats for all four architectures were compared. The
“number of threats” is one of the most important parameters and helps analyze architectures.
Furthermore, based on the results, a common mathematical equation was formulated to
calculate threats for any architecture pattern.

Additionally, the advantages and disadvantages are discussed with regard to cyber-
security critical functions for all three architectures and a qualitative comparison table is
generated. This comparison table, along with the above formulated formula for threats, are
the benchmark for recommending architectures for the automotive industry.

3. Background
3.1. ISO/SAE 21434

This standard defines the vocabulary, objectives, requirements, and guidelines related
to cybersecurity engineering, as a foundation for common understanding throughout the
supply chain. This enables different organizations to define cybersecurity protocols, policies
and processes, the cybersecurity risk management, and fosters a cybersecurity culture on
every level of the process.

The ground objectives of this document is to define an item, its operational environ-
ment, and the interactions with respect to cybersecurity. Furthermore, the cybersecurity
goals, cybersecurity claims, and cybersecurity concept to achieve the defined goals must
be specified.

Item definition

A standalone system or a group of components in an automotive environment which
may possess vulnerabilities when interacting with the Internet or an external environment
falls under this clause.

Cybersecurity goals

The concept-level cybersecurity requirement is associated with one or more threat
scenarios for an item. The process to achieve the cybersecurity requirements is to perform
a security analysis called Threat Analysis and Risk Assessment (TARA) using methods
and tools like Microsoft STRIDE and/or Attack Tree and Microsoft Threat Modeling Tool
and/or Medini Analyze which have been explained in (ISO/SAE 21434) [11].

Threat Analysis and Risk Assessment (TARA) Method

The concept phase of TARA is carried out by identifying the assets, identifying the
corresponding damage scenarios, calculating the impact rating, identifying the threat
scenarios, drafting the attack path analysis, determining the attack feasibility rating, the
risk values, and risk treatment decisions. The major advantage of TARA is that each step
identified in this process is independent and can be performed in any order.

One of the TARA methods was developed by security experts from Intel Security and
is based on three groups of collected data, denoted as libraries:



Information 2022, 13, 518 4 of 34

• Threat Agent Library (TAL)—lists all relevant threat agents and their corresponding
attributes;

• Methods and Objectives Library (MOL)—lists methods that each threat agent might
employ along with a corresponding impact level;

• Common Exposure Library (CEL)—lists areas of the greatest exposure and vulnerability.

The individual tasks will be defined when TARA is applied to different architectures.

3.2. STRIDE

The STRIDE method was originally developed by Microsoft [9]. Figure 1 represents
the STRIDE threat model.

Figure 1. Representation of STRIDE Threat Model.

This method allows threat identification in every development life cycle phase starting
from the design phase of any software or hardware (see Figure 2) and thus, gives insights
into potential attack scenarios.

Figure 2. Representation of STRIDE Threat Model and Associated Security Violation.

There are two variants of the STRIDE method to derive threats automatically, namely
per-interaction and per-element and these methods have been implemented by Medini
Analyze.

3.3. Model and Associated Threats

Each component of an E/E system can be analyzed using the STRIDE method and
each one of them has a list of threat categories and is exposed to one or more threats of each
category. Figure 3 shows the association between a model and the possible threat categories.
As shown in Figure 3, a process is exposed to all six threat categories, an interactor is
exposed to two threat categories, a data flow in one direction is exposed to three threat
categories, and a data store is exposed to three threat categories. A component can have
one or more threats in one category.
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Figure 3. Threat Categories Per Component.

4. Architectures

Due to the demands of innovative applications in autonomous driving scenarios,
automotive industries are moving forwards from traditional to smart architectures. In this
work, four E/E architectures were investigated. These architectures are named traditional
architecture, one-brain architecture, two-brain architecture, and three-brain architecture.
Their design construction possibilities are described, respectively, in the following part of
this article.

4.1. Traditional E/E Architecture

The traditional architecture (shown in Figure 4) is an approach where vehicle functions,
such as infotainment and powertrain, are processed usually by individual ECUs and those
ECUs are organized in a distributed manner within the car.

Figure 4. Representation of Traditional E/E Architecture.
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As shown in Figure 4, the traditional architecture consists of the ECUs and interactors
(sensors and actuators). One ECU hosts normally one function in a traditional architecture,
however, is able to host more than one function. In this article, we assume that each ECU
hosts up to eight functions. The ECU receives input sensing data from the connected
sensors and sends the actuation signal to the actuators, based on the logic implemented in
the ECU. In the traditional architecture, communication between the ECU and the sensor is
achieved using a two-way bus system (CAN/LIN/FlexRay) and communication between
the ECU and the actuator is achieved using two-way Ethernet cables or bus system. In this
article, we assume that Ethernet cables are connected between the ECUs and actuators and
bus system is connected between the ECUs and sensors.

• Use Case:

The architecture for different use cases and the connections between the ECUs and the
interactors are illustrated in Figure 5. The threat modeling of the traditional architecture for
different ECUs, along with their functions and interactors are drawn using Medini Analyze
and are shown in Figures 6–8.

Figure 5. Use Case Representation of Traditional Architecture.

Figure 6. Realization of ECU1 Traditional Architecture in Ansys Medini Analyze.

Figure 7. Realization of ECU2 Traditional Architecture in Ansys Medini Analyze.
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Figure 8. Realization of ECU3 Traditional Architecture in Ansys Medini Analyze.

Tire Pressure Monitoring System

The Tire Pressure Monitoring Sensor (TPMS) senses the pressure in a tire and sends
the data to the ECU, which is further processed and real-time data are provided to the Head
Unit Display (HUD). The information displayed on the HUD is useful to avoid accidents in
case of, for example, low pressure or flat tires.

Advanced Driver Assistance System (ADAS)

The 360 camera systems are the backbone for Autonomous Driving (AD) and the
image data received from the camera are processed by the connected ECU in order to
understand the external environment to take precise decisions during driving the car
autonomously.

Remote Keyless Entry System (RKE)

A RKE system consists of a keyfob (which is able to send/receive low range signals)
and a signal receiver located in the door control module (DCM) of a car. In the active
RKE, the buttons are dedicated to locking or unlocking the doors and opening the trunk or
tailgate. In the passive RKE, so called a smart keyfob, no active action to press the button
is required, rather signal proximity is used to open/close the door. The functionality of
the key fob is illustrated in Figure 9. When the user presses a button, the key fob will send
the signal that will be processed by the ECU so called Door Control Module (DCM). If the
signal transmitted from the key fob matches what the DCM is programmed to accept, the
DCM will send a command to the actuators which will open the door.

Figure 9. Representation Model of Functionality for Key Fob.

When a user presses a remote button, the transmitter sends an encrypted radio
frequency signal to the control module/receiver and then it triggers the relay which
opens/closes the doors. Every vehicle has its own radio frequencies, so the data are always
encrypted and one cannot open the vehicle without a given keyfob.

Advantages of the low performance Electronic Control Unit (ECU) in a traditional ar-
chitecture:

• If one ECU is attacked, the functions hosted by that particular ECU are affected where
the number of functions is low. However, in case of an attack on HPCs, as many
functions are involved, the damage is more serious.

• ECU is easy to develop and maintain as it usually has low performance and hosts few
functions.

• In case of a damage of an ECU, it is easier to replace due to its low-performance
capability.

Drawbacks of an Electronic Control Unit (ECU) in a traditional architecture:

• The performance is very low (100 or 1000 times) compared to high performance
computing devices like HPCs and host few functions.
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• When low-performance ECUs are used, many ECUs are required to provide all the
functions necessary for a car, which are difficult to maintain.

• Connecting so many ECUs requires wires. Therefore, wiring harness in a high end car
is around 10 km long when connecting all cables one after another, producing high
energy consumption to carry the heavy cables. In addition, the complex topology of
the cable connectivity makes it difficult to maintain and repair in case of a connection
failure.

4.2. One-Brain (Centralized) E/E Architecture

“One-brain architecture” is the name given to the approach where modern vehicle
functions (estimated at approximately 800) are processed using an High Performance
Computing (HPC) platform, which is further connected to the telematics unit. Other names
for this architecture are Centralized Architecture, HPC architecture, One-Brain Architecture,
in short, Brain Architecture.

In the One-Brain E/E architecture (as shown in Figure 10), there will be a single and
centralized HPC, instead of distributed ECUs as seen in the traditional architecture.

Figure 10. Representation of One-Brain E/E Architecture.

In the conventional design of an in-vehicle automotive architecture, there are multiple
low-performance ECUs for individual tasks and all of them are then connected individually.
Besides having difficulties of managing so many individual ECUs, the introduction of
new functionalities and infrastructures such as Vehicle to Everything (V2X), Advanced
Driver Assistance System (ADAS)/Autonomous Driving (AD) and the Internet of Things
(IoT) in the vehicles require a shift from the old distributed control system to a centralized
high-performance architecture like One-Brain.

The One-Brain architecture is depicted with a use case representing the connections
between the centralized “Brain HPC” and the related sensors and interactors such as
KeyFob, RKE, and Telematics are illustrated in Figure 11.

• Use Case:

The threat modeling of One-Brain architecture for the above mentioned use case is
realized using Medini Analyze as shown in Figure 12.
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Figure 11. Use Case Representation of One-Brain Architecture.

Figure 12. Realization of One-Brain Architecture in Medini Ansys Medini Analyze.

Advantages of One-Brain Architecture:

• It is cheaper than multiple individual ECUs when the price of Brain-HPC is cheaper
than the cost of all the ECUs and the funtions hosted on those ECUs.

• The complexity of the whole in-vehicle E/E architecture is reduced due to centraliza-
tion of the functionalities.

• It can handle high computing, which is required for ADAS, IoT, and other high-
computing applications.

• Since such a Brain-HPC has several high and low performance cores, each of the cores
is able to host one vertical stack representing an Virtualization layer, Operating System
(OS) layer, Middleware, and applications.

• Able to provide decoupling of functionalities. For example, safety cores (which are
able to host safety functions) are separated from the high performance cores (providing
Infotainment functionalities).

Disadvantages of One-Brain Architecture:
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• Earlier handling of the hardware/software architecture is required. The hardware
and software architecture should be defined during the concept phase of the vehicle.
For example, the performance requirement of the HPC (Memory Capacity, Number
of Cores, Number of Boards, etc.) needs to be calculated considering the number
of functions to be hosted on the HPC in the future, which is sometimes difficult to
predict.

• Since this is new type of architecture, all of the stakeholders (OEM, Tier1 Supplier,
Tier2 Supplier) who are involved in the development of the architecture need to
understand the architecture in detail. This requires a huge communication overhead.

• The failure of the centralized Brain will lead to the whole vehicle to be non-functional.

4.3. Two-Brain (Zonal) E/E Architecture

The two-brain architecture is the name given to the approach where modern vehicle
functions (estimated at approximately 800) are evenly distributed on two HPCs. Each of
these HPCs are further connected to telematics. The typical representation of the two-brain
architecture is presented in Figure 13. Whenever, the architecture having more than one
HPCs is sometimes referred to as Zonal architecture. The reason for the name is that, it
is necessary to define the exact place of the vehicle to deploy the HPC due to its size and
weight requirements. Possible places to deploy the HPCs of the two-brain architectures
are the front left and the front right side of the vehicle. Some OEMs use the term Zonal
architecture to refer to the placement of the ECUs (left front, right front, left back, right
back, and center/roof to manage the local sensors and actuators) which are then connected
to the HPCs.

Figure 13. Representation of Two-Brain E/E Architecture.

The architecture can have many sensors and actuators evenly distributed on a load
capacity basis to two HPCs either directly connected to HPCs or connnected through ECUs
in between.

• Use Case:

The use case of two-brain architecture is shown in Figure 14 where RKE function is
provided by Brain1 HPC and Autonomous Driving (AD) function is provided by Brain2
HPC. For providing RKE function, Brain1 HPC needs to interact with the Keyfob. To pro-
vide AD function, Brain2 HPC needs to interact with the 360 camera. The communication
between the Telematics and Brain1 HPC/Brain2 HPC is done over Ethernet links. Normally,
the interactors (Keyfob, RKE, 360 camera, AD) uses bus systems to communicate with the
Brain1 and Brain2 HPC.
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Figure 14. Use Case Representation of Two-Brain Architecture.

The two-brain architecture has been modelled using Medini Analyze and is shown in
Figure 15.

Figure 15. Realization of Two-Brain Architecture in Ansys Medini Analyze.

The assumption of the two-brain architecture is that the load is evenly distributed in
two HPCs. HPC 1 and HPC 2 are the two processors which have even loads (for example,
400 each, in case of 800 total functions). In this example, two functions, one for the remote
keyless entry (RKE) and another one for Autonomous Driving (AD) are directly connected
with the HPCs, which are represented in Figure 14.

The performance of the two Brains can be homogeneous or heterogeneous based on
the functional, security and safety requirements of the architecture. In this article, the
assumption of having Brain2 HPC with more performance and memory capacity enables
us to host Autonomous Driving (AD) functions, such as, to capture 360° camera images,
and then detect objects.

Advantages of the Two-Brain Architecture:

• It provides redundancy to the one-brain architecture. If the same functions are hosted
in both HPCs, then the failure of one HPC will not make the vehicle non-functional. If
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different functions are hosted in both HPCs, then the failure of one HPC will make the
vehicle probably partially non-functional.

• It has a higher performance and efficiency compared to the one-brain architecture.
• It provides the possibility for load-balancing, which provides redundancy of the

functions which are safety and security critical.
• When two heterogeneous HPCs are deployed, the vulnerabilities of one HPC might

not be available in the other HPC, thereby, it makes the architecture more secure than
the one-brain architecture.

• Two HPCs allow more software run-time environments to functions. Therefore, it is
easier to design homogeneous and heterogeneous functions.

• The architecture can be cost effective compared to the one-brain architecture when
two HPCs with lower configuration are used, rather than having higher configuration
in one HPC.

Disadvantages of the Two-Brain Architecture:

• Increased complexity in the network due to the interconnection of brains.
• More communication nodes and cables due to the additional HPC.
• Independent functionalities of the ECU can lead to the partial failure of functions.
• An additional power requirement to power the additional HPC.
• Additional HPC will lead to extra initial investment, which leads to overall vehicle

costs. This implies higher short-term investments, which may conduct to a higher
overall vehicle cost.

• Hardware and software architecture is more complex than one-brain and traditional
architecture when heterogeneous hardware/software architectures are deployed.

• Having two brains gives the attackers more attack surface than the one-brain and
traditional architecture.

• Having redundant functions means keeping and running redundant codes which
takes memory and CPU cycles.

4.4. Three-Brain E/E Architecture

The three-brain architecture (see Figure 16) is the approach where modern vehicle
functions (estimated at approximately 800) are distributed in three HPCs. Other names for
this architecture are “three HPCs” and “Zonal Architecture”.

Figure 16. Representation of Three-Brain E/E Architecture.

The architecture consists of three HPCs, where the functions of the vehicle are dis-
tributed in these HPCs in order to increase performance and reduce the overall load on
each HPC. As shown in Figure 17, the three-brain architecture has three brains which are
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Brain1 HPC, Brain2 HPC, and Brain3 HPC. Each of these brains host several functions
where the interators (sensors/actuators) are either directly connected to these brains or
connected via ECUs (in this case, ECUs are responsible for managing the interactors),
to be able to perform those functions. As with One-Brain and Two-Brain architectures,
the communication between the Brain HPCs and the Telematics is accomplished using
two-ways Ethernet channels and the communication between the Brain HPCs and the
interactors (sensors/actuators) is performed using bus systems.

• Use Case:

Figure 17. Use Case Representation of Three-Brain Architecture.

Assuming 800 functions are hosted by the whole vehicle, then approximately 266
functions are hosted on each HPC. The use case diagram of the three-brain architecture is
shown in Figure 17, where only one function for each HPC (Domain) is illustrated. The
three HPCs are assigned for three domains, such as Brain1 HPC is allocated for Infotain-
ment domain, Brain2 HPC is allocated for Body domain, and Brain3 HPC is allocated for
Powertrain domain in the use case diagram. Brain1 HPC receives the TPMS signal though
a bus system, processes the signal, and sends the received value to the Head Unit Display
(HUD). When the KeyFob is pressed or in close proximity, Brain2 HPC receives the signal
from the KeyFob and checks whether the KeyFob is authentic and then opens/closes the
door of the vehicle. Brain3 HPC receives the images taken by the 360 camera, recognizes
the surrounding objects and drives the car autonomously based on the logic implemented
in Brain3 HPC.

The distribution of the functions does not necessarily have to be even. The functions,
which required high computational power, can be assigned to a brain with a higher pro-
cessing power. In this case, autonomous driving (AD) can be connected to the brain with
the highest processing power. Another way of distributing the functions can be based on
the critical and safety function, such that these functions can be assigned to the brain with
higher safety and redundant features. Figure 18 shows the realization of the three-brain
architecture in the Ansys Medini Analyze software.
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Figure 18. Realization of Three-Brain Architecture in Ansys Medini Analyze.

Advantages of the Three-Brain Architecture:

• As three HPCs are networked together, this architecture will be better-performing
than the one- and two-brain architectures.

• Balancing the load is much easier with the division of the functions.
• Able to ensure data integrity (the accuracy and consistency of data stored in a database)

with redundant systems.
• Easy to maintain and modify the HPCs in the architecture.
• Scalable—each item can be scaled independently with higher memory and processing

power.

Disadvantages of the Three-Brain Architecture:

• Increased complexity in the network due to the interconnection of brains.
• More communication nodes and cables due to additional HPCs.
• Independent functionalities of the ECU can lead to the partial failure of functions.
• An additional power requirement to power the additional HPCs.
• Additional HPCs will lead to extra initial investment, which leads to overall vehicle

costs. This implies higher short-term investments, which may conduct to a higher
overall vehicle cost.

• Hardware and software architecture is more complex than one-brain, two-brain and
traditional architecture when heterogeneous hardware/software architectures are
deployed.

• Having three brains gives the attackers more attack surface than the one-brain and
two-brain architecture.

• Having redundant functions means keeping and running redundant codes which
takes memory and CPU cycles.

5. Security Analysis Using STRIDE

STRIDE is an acronym of six threat categories such as Spoofing, Tampering, Repudi-
ation, Information disclosure, Denial of service, Elevation of privilege (STRIDE) and has
been develped by Microsoft. When applied using a tool like Microsoft Threat Modeling or
Medini Analyze, the method generates a certain number of threats for each component.
Within the scope of the example architecture, the following components and corresponding
number of threats can be defined:

1. Telematics Unit/ECU/HPC/Function = six threats, one threat for each threat category;
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2. Sensor = two threats, one from spoofing and another from repudiation category;
3. Actuator = two threats, one from spoofing and another from repudiation category;
4. Connection port = three threats, one from tampering, another from information

disclosure, and one from the denial of service category;
5. Data flow line = three threats, one from tampering, another from information disclo-

sure, and one from the denial of service category;

Based on this information, an equation is created to calculate the total number of
threats for the traditional, centralized, and zone E/E architectures. The variables used in
the equation are explained as below:

T = Tcp(Nt + Ne + Nb + N f ) + Tcsa(Ns + Na) + Tcpd(Np + Nd + Ndb) (1)

where

• Tcp = number of threat category per process = 6;
• Tcsa = number of threat category per sensor or actuator = 2;
• Tcpd = number of threat category per port or data flow direction = 3;
• Nt = number of telematics unit, which is normally 1 in a vehicle;
• Ne = number of traditional ECU in the architecture which is 0 for the brain-based

architectures;
• Nb = number of brains/HPCs;
• N f = number of features/functions;
• Ns = number of sensors;
• Na = number of actuators;
• Np = number of ports;
• Nd = number of data flow lines;
• Ndb = number of databases = 0;
• T = total number of threats.

In this equation, only one threat per threat category is considered. However, in practice,
there are more than one threats per threat category.

A comparison of the number of threats in different architectures is given in Table 1,
where an assumption is made to use 800 functions/features/apps in a vehicle, which
are equally distributed in HPCs (one-brain, two-brain, three-brain architectures) or ECUs
(traditional architecture).

In our studied traditional architecture, there is no telematics unit. The vehicle has 100
ECUs as each of the ECU hosts 8 functions. To realize 800 functions, 800 sensors and 800
actuators are required. Each sensor/actuator needs 4 ports to connect with a ECU (two
ports on the sensor/actuator side and two ports on the ECU side) so the total number of
ports are 800 times the sum of ports used for each sensor and actuator which comes out to
be 6400. Similarly, 2 data flow lines are required for each senor/actuator. The total number
of data flows is 800 times the sum of data flow lines used in each sensor and actuator which
comes out to be 3200. In comparison to this, all other architectures are equipped with 1
telematics unit and each architecture has specific number of HPC (brains). One-Brain has
4 and 2 extra ports and data flow lines respectively in order to make connections with
the telematics unit, which is further generalised such that for each added brain 4 extra
ports and 2 data flow lines are required. Thus, in total 6404, 6408 and 6412 data ports and
3200, 3202 and 3206 data flow lines are required for One-Brain, Two-Brain and Three-Brain
architectures respectively. In this calculation, databases are not considered but can be used
as components in any other architectures.
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Table 1. Comparison of Number of Cybersecurity Threats in the Traditional and Brain-based
Architectures.

Traditional One-Brain Two-Brain Three-Brain

Nt 0 1 1 1

Ne 100 0 0 0

Nb 0 1 2 3

N f 800 800 800 800

Ns 800 800 800 800

Na 800 800 800 800

Np 6400 6404 6408 6412

Nd 3200 3202 3204 3206

Ndb 0 0 0 0

Total number of
threats (T) 37,400 36,830 36,854 36,878

6. Risk Analysis and Security Comparison of the Architectures
6.1. Security Threats and Damage Scenarios for Sensors

A sensor is a device that senses or measures the input from the environment and
converts it into a digital or analog signal, which is readable by a controller (ECU/HPC).
Then, the output is then displayed on a user interface, for example, Head Unit Display
(HUD) or other displays located in the cockpit. Sensors have one or more threats in the
categories of spoofing and repudiation.

• Spoofing of sensor: The threat agent spoofs the identity of a sensor and sends mali-
cious data to the ECU. Considering the example of TPMS, an attacker is able to spoof
the tire pressure monitoring sensor and send the false data of the tire pressure to the
display. This may result in a damage scenario such as the driver is panicked by seeing
the very high/low tire pressure and goes to the workshop for it.

• Repudiation of a sensor: The threat agent deletes or manipulates the data which are
logged in the sensor and this results in the loss of data traceability, which is sent from
the sensor to the ECU. This threat may lead to the operational damage of the vehicle,
as the data stored in the TPMS (sensor) are manipulated or deleted by the attacker.

6.2. Security Threats and Damage Scenarios for Actuators

An actuator can be defined as the device which is responsible for taking an action such
as producing the motion of a vehicle, based on a signal (accelerating, braking) received
from a controller. Actuators are prone to spoofing and repudiation threats.

• Spoofing of actuators: The threat agent spoofs the identity of actuators and sends
malicious data to the ECU. Considering the example of the head up display (HUD),
an attacker can spoof the HUD which may result in the improper functioning of the
HUD. An HUD has important parameters to display, which guide the driver while
driving, and the false information of these parameters may lead to fatal accidents.

• Repudiation of actuators: The threat agent deletes or manipulates the data which are
logged into actuators and this results in the loss of data traceability, which is sent from
the actuator to the ECU. This threat may lead to the operational damage of the vehicle,
as the stored data in the HUD (actuator) is manipulated or deleted by the attacker.

6.3. Security Threats and Damage Scenarios for Telematics Unit

As an ECU, the telematics unit is prone to threats in all six threat categories: spoofing,
tampering, repudiation, elevation of privilege, information disclosure, and denial of service.
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• Spoofing of telematics: The threat agent spoofs the identity of telematics and sends
malicious data to HUD or to any other interactor. This threat will mislead the owner
of the vehicle, for example, by showing the wrong speed in the HUD.

• Tampering of telematics: The threat agent tampers with the data of the telematics to
manipulate the data or corrupt its operation.

• Repudiation of telematics: The threat agent accesses the telematics unit and denies
access to it afterwards. After accessing the system, attackers may change the configu-
ration in the telematics unit which prevents the right users accessing the system. In
addition, the attacker may try to access other functions and may modify the privileges
to access the functions.

• Information disclosure of telematics: The threat agent extracts sensible data/information
from the telematics unit, such as Hardware/Software Configuration of the Device and
sells the data to the competitors of the OEM/Supplier.

• Denial of service (DoS) of telematics: The threat agent may cause the telematics to
crash, halt, stop, or execute slowly by consuming or blocking resources, in all cases
violating an availability metric. Attackers may try to flood the telematics with a huge
number of requests, which results in the crashing of the system. Telematics may stop
showing the data to the display unit.

• Elevation of privilege of telematics: The threat agent executes telematics functions
not available at the agent’s default privileges level. Attackers may try to access the
functions which they are not authorized to use.

6.4. Security Threats and Damage Scenarios for Data Flows

• Tampering the data flow: The threat agent tampers with the state/data of the data
flow to manipulate the data during the transfer. The tampered sensor/actuation signal
causes the loss of the integrity, which may cause life-threatening events, financial and
operational damages.

• Information disclosure: The threat agent intercepts the data flow and extracts sen-
sitive data/information by tapping the signal. Then, the stolen data is used for the
further misuse cases (e.g., stealing the key and unlocking the sequence from the
KeyFob).

• DoS: The threat agent floods or blocks the data flow, limiting its performance, through-
put, or availability. An actuator can be made unavailable by damaging the signal
wires or the network cables between the controller (HPC or ECU) and the actuator if
the wires or cables are compromised. Thus, the actuator will not be available for the
actuation. This may lead to life-threatening events, financial, and operational damage.

6.5. Security Threats and Damage Scenarios for HPCs

High Performance Computing (HPCs) consitutes the basis for the brain-based archi-
tectures. An HPC is an asset which comes under the process category and contains threats
of all of the six threat categories: spoofing, tampering, repudiation, elevation of privilege
information disclosure, and denial of service.

• Spoofing of HPCs: The threat agent spoofs the identity of an HPC and sends malicious
data to the interactors. This threat may result in fatal accidents, as the some of the
actuators directly control the speed and acceleration of a vehicle.

• Tampering of HPCs: The threat agent tampers with the process and/or data of the
HPCs in order to manipulate the process and/or data and corrupt the functions to
make the vehicle partially/fully non-functional.

• Repudiation of HPCs: The threat agent makes use of an HPC and denies it’s access
afterwards by deleting the access logs in the HPC. In case of an accident due to this
malicious activity, it is not possible to detect the attacker.

• Information disclosure of HPCs: The threat agent extracts sensible data/information
from the HPC by accessing and reading its buffer/RAM/flash storage. Afterwards,
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the attacker might misuse the confidential information such as car logs, safety critical
data, and device ID.

• DoS of HPCs: The threat agent causes an HPC to crash, halt, stop, or execute slowly
by consuming or blocking resources. In all cases, this means violating an availability
metric. Attackers may try to flood the HPCs with a huge number of requests, which
will increase the load to the HPCs and later, this results in crashing the system. HPCs
may stop receiving data from sensors and sending data to actuators, which can cause
a disruption to the vehicle operations. If this happens while on the road, this threat
may lead to fatalities.

• Elevation of privilege of HPCs: The threat agent executes HPC’s functions not avail-
able at the agent’s default privileges level. After accessing an HPC, attackers may try
to access other functions for which they do not have access. The attackers may modify
the privileges to access/close access to functions for them and for the other users.

7. Recommended Security Controls for the Architectures

To control the cybersecurity threats and risks, it is recommended to deploy a set of state-
of-the-art security controls in the architecture. In the following, we proposed a set of security
controls for the overall architecture, telematics unit, HPC, Ethernet, CAN/LIN/FlexRay,
and sensor/actuator.

7.1. Security Controls for the Overall Architecture

• Firewall: A firewall is a network security component which keeps track of the net-
work devices/interfaces and filters requests based on its security policies. In vehicle
communication, a lot of communications take place in in-vehicle and V2X scenarios.
These communications are target for the attackers, therefore, in order to mitigate the
risks, a firewall should be able to block illegitimate communication to an ECU or to
the entire in-vehicle network.

• SEIS Zone Model: SEIS —“Sicherheit in Eingebetteten IP-basierten Systemen / Secu-
rity for embedded IP-based systems” is a zone-based in-vehicle architecture consider-
ing cybersecurity risks [13]. There are three zones in the SEIS zone model, as shown
in Figure 19. These are: the environmental zone, the demilitarized zone (DMZ), and
the high secure zone.

The Environmental Zone: is an exposed zone of the vehicle, that connects the in-
vehicle E/E architecture (telematics unit) with the outside environment, such as Road
Side Units (RSUs). To be able to protect from the outside attackers, the telematic unit
uses security controls such as firewalls (with many whitelisting IP/MAC addresses
and domains), network-based anomaly detection, and access control for the diagnosis
and other interfaces of the unit.

The Demilitarized Zone (DMZ): is located between the environmental zone and
the high security zone and has medium security level and hosts infotainment or
convenience functions. The components in this zone uses security mechanisms such
as firewalls, host-based intrusion detection, network-based anomaly detection, and
access control for debug and other interfaces.

The High Secure Zone: is a located inside the vehicle and is connected directly
with the DMZ. This is the highest security zone within the vehicle and will contain all
safety critical functions, such as ASIL C or D. Very few white list IP/MAC addresses
are allowed to access this zone.
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Figure 19. Representation of SEIS Zone Model with Three Zones [13].

• Identity & Access Management (IAM): The IAM refers to the processes that manage
digital identities and user access to data, systems, and resources. IAM security includes
the policies, programs, and technologies that restricts identity-related access. In order
to mitigate risks related to authentication and authorization in an automotive system,
an IAM must be implemented.

• Intrusion Detection System (IDS) / Intrusion Prevention System (IPS): An IDS is
used to detect an intrusion to an automotive system. There are IDS sensors inserted
in different components within the in-vehicle which identify security incidents at the
host and network levels. IDS sensors send data to the Intrusion Detection System
Manager (IDSM), which filters the requests and generates qualified security events.
Based on these events, security experts or Intrusion Prevention System (IPS) system
located in the vehicle or in the cloud decide mitigation techniques. IDS uses pattern
matching and machine learning techniques for the detection of the attacks.

7.2. Security Controls on Telematics

The main component in a vehicle to communicate with the other vehicles and RSUs is
the telematic unit which contains many wireless interfaces, such as Bluetooth, WiFi and
mobile communication interfaces including 2G, 3G, 4G, and 5G [14]. All of these interfaces
need to be protected by deploying certain security controls. Some of these security controls
are mentioned in the following section:

• Bluetooth protection: One good example of how Bluetooth-enabled devices are kept
safe from different types of attacks is through installing the latest version of the
Bluetooth -driver and continuously updating the security patches.

• WiFi protection: One good way of protecting the WiFi connection is by securing the
network through strong passwords. This means that only those users possessing the
password will have access to the network. To secure the WiFi, a series of security
standards, such as the WiFi Protected Access (WPA) and WPA2 systems, have been
introduced. The WPA2 uses the Advanced Encryption System (AES) and has been
introduced in order to replace the more vulnerable Temporal Key Integrity Protocol
(TKIP)-based WPA [15]. Furthermore, one of the most secure ways of preventing
someone accessing a network is by using a virtual private network (VPN), as a method
that may actually secure and encrypt certain types of communications. In addition,
the vehicle and the legitimate devices should contain the latest version of the WiFi
driver.

• 2G protection: 2G is the second generation of mobile communications. It is an old
technology created in 1991 that has many vulnerabilities along with the Signaling
System 7—SS7. One of the most critical problems of the 2G was the weak encryption
between the tower and the device. Therefore, hackers could easily attack the device
intercepting calls and messages. Moreover, anyone may easily impersonate a real
2G tower. Security aspects of 2G are detailed in the Technical Specifications, TS
02.09 and 03.20, published by 3GPP. In addition, 3GPP published specification of
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GSM-MILENAGE algorithm (TS 55.205) and several other encryption algorithms (TS
55.216–55.218, TS 55.226, TS 55.919).

• 3G protection: Mutual authentication is one of the priorities for 3G communication.
Furthermore, the assurance regarding the authentication information and the keys
that are not being re-used is required. Security architecture (TS 33.102), integration
guidelines (TS 33.103), requirements for cryptographic algorithms (33.105), lawful
inspection requirements and functions (TS 33.106–33.108), network domain security
(TS 33.200, TS 33.310), Mobile Application Part - MAP application layer security (TS
33.210), security of multimedia broadcast/multicast services (TS TS 33.246), and other
related cybersecurity related specifications are documented by 3GPP.

• 4G/5G protection: Some of the technical security requirements and specifications
of 2G/3G are also valid for the subsequent generations of mobile communication
technologies including 4G and 5G. For example, the security architecture specification
numbered as TS 33.102 is also valid for 4G and 5G.

• DoS protection (rate-limiting): Denial of Service (DoS) attacks cause blocking of
services and resources, so that the user cannot access and use these services/resources.
This attack can be launched to the telematics unit as well. Attackers flood to the API
endpoint of the telematics unit with a number of requests, so that legitimate users will
not be able to use the services. This risk can be mitigated by using various filtering
algorithms, such as upstream filtering and rate limiting. Rate limiting is the practice
of restricting the number of requests to a service. This limit is defined by the service
provider.

7.3. Security Controls on HPC/Brain Unit

• Secure boot: A method to protect the HPC is to make sure that the device only uses
software trusted by the OEM. Basically, the signatures of the firmware are checked
against the signature stored in the secure area of a hardware security module (HSM)
or in other secure storage. If the signatures match, the software is considered secure
and the operating system is allowed to boot on the device. It uses a chain of trust to
make sure the next file in the list for booting is legitimate and has not been tampered.

• Secure debug: During debugging, using the On-Board Diagnostics (OBD) or Diagnos-
tic Trouble Code (DTC), the system of the vehicle is checked for the software/hardware
problems. The diagnostic performed while the vehicle is running should be stored
securely using encryption and/or signature mechanisms. These diagnostic messages
are mainly related to emissions. On the other hand, when diagnostics are performed
in a workshop, all the ECUs are checked and the focus is on other aspects including
functionality and reprogramming.

• Secure logging: Logs stored in the secondary storage (SSD) are used for many helpful
intentions, such as intrusion and anomaly detection. They contain sensitive data such
as privacy related info. Therefore, it becomes necessary to secure the logs. This can be
achieved by using encryption mechanisms to store the log data after the encryption
and limit the access to the logs for the right users/workshops. The users/workshops
should be authenticated and authorized before accessing the logs.

• Secure storage: HPC should deploy one or more Hardware Security Modules, in
short HSM [16], to store, generate, and protect cryptographic keys. In addition, such a
module is able to fulfill the safety and timing requirements of a service (for example,
airbag) due to its higher performance compared to the software implementation of
executing a cryptographic function.

• Core pinning: Different security/security critical functions should run in separate
area within the HPC. One way to separate it using so called core pinning, where each
core of the micro-processors has its own vertical software stacks. Assuming that, a
processor with 16 cores will have 16 separate operating systems, middlewares, and
applications. Having each OS has its own computing and memory resources enables
higher separation of resources.
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• OS separation (virtualization): The next level of separation is achieved using virtu-
alization techniques, where both bare metal hypervisor (when higher performance
is required) or hosted hypervisor can be deployed. Bare metal hypervisor, such as
VmWare, ESX, Hyper-V, and Xen contains device drivers which are able to run several
operating systems by giving them own memory and computing resources. Hosted
hypervisor such as VmWare Workstation, VirtualBox, does not contain device drivers,
and are run on top of the host operating systems. The hypervisor is then able to host
several guest operating systems by allocated them memory and computing resources.

• Application/process separation (containerization, docker): Containerization is the
process of creating a single executable package of the software (including application
code, libraries, and dependencies) of providing one or more vehicle functions. Con-
trary to the virtualization using VMs, the containerization process does not include a
copy of the OS in the package, instead, it installs the run-time engine on the host OS.
The docker is the platform that may be used for the containerization process.

7.4. Security Controls for the Ethernet

• MACSec: MACsec is commonly used in IT network, however, it is one of the new
security controls for in-vehicle communication. One of the characteristics of the
MACsec is that it protects data communication in the lower level (Ethernet) of the
protocol stack. However, MACsec alone cannot ensure end-to-end security. Several
reasons against deploying MACsec for the in-vehicle communication are higher cost,
performance degradation, and very few providers offer MACsec features in their SoC
(System on Chip).

• IPSec: It is an approach to secure data communication which uses IP protocols and
is able to offer end-to-end (IP-to-IP) security. IPSec was originally designed for IPv6,
but it is also used for IPv4. Some relevant references of IPSec are RFC3686, RFC4302,
RFC4303, and RFC5996. IPSec is able to ensure authenticity, confidentiality, integrity of
the messages between two ECUs having unique IP addresses. Virtual Private Network
(VPN) uses IPSec protocols.

• Transport Layer Security (TLS): It is the successor of the secure socket layer (SSL) and
this protocol is supported by the AUTOSAR architecture. TLS supports application-to-
application (Port-to-Port) security. TLS is able to ensure authenticity, confidentiality,
integrity of the messages between two applications running on two ECUs having
unique port numbers. It is recommended to use the latest version of TLS protocol
which is version 3 in 2022.

• Virtual Local Area Network (VLAN): It allows to create multiple logical networks in
the in-vehicle architecture to separate one network from another, thereby, the service
provider such as OEM and Tier1/Tier2 supplier is able to implement individual
security policies in each of those networks.

7.5. Security Controls for CAN/LIN/FlexRay

• Secure Onboard Communication (SecOC): To protect the in-vehicle communication
that utilizes bus systems (CAN/LIN/FlexRay), AutoSAR [17] introduced the concept
of SecOC (see Figure 20), which is used to validate the authenticity of the single
transmitted protocol data unit. It also helps detecting attacks such as replay, spoofing,
and tampering.
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Figure 20. Integration of SecOC. [17]

7.6. Security Controls on Sensors and Actuators

• Authentication: Sensors and actuators should be authenticated before initiating the
communication to protect from spoofing threat categories.

• Logging: The logging information of the sensors and actuators should be encrypted
and kept in a secure memory storage, and given only the legitimate users the access to
the data.

8. Related Work

Autonomous vehicles are the next step in the evolution of the automotive industry.
According to the Taxonomy and Definitions for Terms Related to Driving Automation
Systems for On-Road Motor Vehicles J3016_202104 committee [18], there are six levels of
automation for autonomous vehicles.

• Level 0: No automation;
• Level 1: Driver assistance;
• Level 2: Partial automation;
• Level 3: Conditional automation;
• Level 4: High automation;
• Level 5: Full automation.

The advanced electrical systems in a vehicle require constant communication within
on-board components and the cloud to ensure the proper functionality and security of
the vehicle. This necessity of uninterrupted communication has made the security of
vehicle systems vulnerable to malicious attacks from hackers. There have been several
incidents where the hackers were able to take partial control over the vehicle’s autonomous
functionalities. The infamous Jeep hack in 2015 [19] incident shook the autonomous cyber-
security community in terms of the control, safety, and security of such vehicles. In order
to stay on the same page worldwide, in terms of automotive cybersecurity, the industry
experts collaborated and created a standardized version for all automotive manufacturers
to follow. The International Organization for Standardization (ISO) in collaboration with
SAE International took the recommendations gathered in SAE/J3061, the Cybersecurity
guidebook for cyber-physical vehicle systems and developed the most recent ISO/SAE
21434 [11] Standard for Road Vehicles—Cybersecurity Engineering.

For existing peer-reviewed scientific work from the research community, the authors
of this paper performed an in-depth search in scholarly data repositories. The following
keywords were used to explore the existing work on this topic:
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• Cybersecurity automotive E/E architecture (CSAEEA);
• Motivation hacking E/E architecture (MHEEA);
• Autonomous vehicle SAE level (AVSAEL);
• Cybersecurity related to distributed architecture (CSRDA);
• E/E architecture for automotive security (EEAAS).

Scopus, Web of Science, IEEE, Science Direct, and Google Scholar were explored for
this purpose. Table 2 represents the data for this research.

Table 2. List of Results for Keywords in Literature Databases.

Keywords Scopus Web of
Science IEEE Science

Direct
Google
Scholar

CSAEEA 0 0 0 21 2980
MHEEA 0 0 0 78 8860
AVSAELD 204 122 70 1743 44,700
CSRDA 74 80 51 8237 363,000
EEAAS 114 0 16 4571 8890

The authors of the paper [20] provided the security analysis of autonomous vehicle
including the threat and risk analysis using STRIDE and CVSS. The authors also suggest a
set of security mechanisms for the topmost threats.

Philip Koopman and Michael Wagner explored in their work the existing safety
concerns regarding autonomous vehicles [21]. As the manufacturing of autonomous
vehicles is a highly inter-disciplinary domain, there is no one way of diagnosing and
mitigating the threats and risks concerning the passenger and bystander safety. Their work
presents a few generalized safety concerns which are worthy of attention to be resolved
in a coordinated, cross-domain manner. They are open to the possibilities of having more
high-risk problem scenarios that they have not covered or might emerge in the future. The
main focus is to create awareness in terms of existing automotive security concerns.

According to the autonomous vehicle researchers of [22], under certain conditions, the
passengers could not tell the difference between a human and an AI driver. They performed
a study with a level 2 autonomous vehicle. The passengers could not see the driver and
they were asked to distinguish between the manual or AI driving performance. This study
was mostly focused on the humanness of the autonomous functions. The authors used a
Turing algorithm-based model to verify their hypothesis among their subjects.

The authors of [23] explored the lane-level maneuvers to provide oversight to guar-
antee safety for the autonomous vehicles on the road with a survey. The modern Global
Navigation Satellite Systems (GNSS) and their increased level of accuracy are facilitating the
detection of road at the lane level. This is a revolution in terms of making the autonomous
vehicles to advance into level 3 and level 4 of SAE standards. With increased accuracy, the
autonomous driving functions are able to perform better, using more precise data from the
GNSS satellites.

Cyber-attacks on cyber-physical systems are currently not a surprise. The attackers
are constantly trying to find new ways to break the security protocols of cyber-physical
systems in order to reach the “Flow state”. According to the flow theory from [24], the
motivation behind hacking can be described from a psychological perspective. Different
researchers have attempted to classify the motivation behind hacking over the years. In [25],
the author proposed a conceptual model of hacker development and motivation. In this
work, the author presents a conceptual model on the basis of five different motivational
prospect: flow, control, attention focus, curiosity, and intrinsic interest. From this paper, it is
evident that there is no singular reason for hacking. Hackers have varied motivation behind
their actions. The reasons vary from remuneration, revenge, control, curiosity, to sense
of belonging to the hacker community, in addition to many other reasons. It is difficult
to pinpoint just one particular reason, as people are motivated by different factors. In
automotives, the motivation for unethical hacking is mainly focused on the remuneration
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or financial benefits against the investment and the risks involved in the act of stealing
smart vehicles. The financial prospect is the single most motivating factor for such an act.

In [26], an investigation regarding security breach detection methods for automotive
E/E architectures was performed. To that end, the researchers suggest in-vehicle network
traffic monitoring to find altered message streams which are transmitted at higher rates.
Attacks that cause timing errors can seriously impact safety-critical operations. There
are methods in place, those which can perform the automatic detection of breaching
messages within the scope of a chosen E/E architectural component. They work on a
subset of ECU and enable cost reduction and prevent single points of failure. In order to
identify the communication characteristics and properties required for identifying security
assaults, they first evaluated a specific E/E system architecture. The distribution of attack
detection jobs and parameterization of the appropriate detection algorithms were then
carried out. To provide the complete coverage of the E/E system architecture and prompt
attack detection, the authors employed a lightweight message monitoring technique and
strategically arranged detection duties.

Automated driving necessitates greater vehicle networking, which expands the attack
surface of the vehicles. In [27], the authors discussed a number of security design patterns
that aimed to target and minimize the consequences of key steps in automobile attack
chains. These patterns provide a method of transmitting security-related events within a
vehicle network and reporting them to units outside of the vehicle, enabling the detection
of anomalies in the firmware when booting, detecting anomalies in the communication in
the vehicle, blocking unauthorized control units from successfully transmitting messages,
and ensuring that communication in the vehicle is secure. The researchers also show how
these security design patterns can be leveraged to become aware of the current attack
environment using the example of a future high-level E/E architecture.

In the near future, rules will outline standards for cybersecurity at various levels in the
automotive industry. A cybersecurity management system (CSMS) that addresses the entire
vehicle lifespan and ecosystem is necessary at an organizational level. Additionally, An
OEM having a vehicle for a type approval must perform tasks according to the ISO/SAE
21434 standard [28].

In the work of Mundhenk et al. [29], a new approach to the security analysis was
proposed. The authors described the probabilistic model for the security analysis at the
system level. This work highlights the security issues that need to be addressed.

The paper on service-oriented architectures [30] describes the potential security mea-
sures and outlines the specific security features. The signal-oriented measure will be
replaced by the service-oriented architectures, as the necessity of upgrades and updates
becomes more evident. The authors proposed a hybrid architecture as a countermeasure
for security breaches.

In [31], the authors presented potential software and hardware threats in architecture
designs and outlined upcoming security challenges. Highly heterogeneous state-of-the-art
architectures and complex systems in autonomous vehicles are relying more on distributed
software and hardware systems. The authors analyzed the architecture for automotive
design, based on Ethernet/IP communication stack and provided possible verification
using formal methods.

The authors in [32] have presented the fundamental aspects of cybersecurity in the
automotive domain such as threat and attack scenarios, and countermeasures. The major
focus is pointed on the in-vehicle network, including its requirements, protocols, and their
vulnerabilities.

The testing and evaluation of automotive cybersecurity systems lack proper testing
methods, content, standard, tools, and other prospects. The paper [33] gives an overview
on cybersecurity testing and proposes a unified evaluation method. It carries out a threat
analysis and suggests 108 tests.

As compared to the pace of development in cybersecurity systems, it has become
strictly necessary to improve the validation and verification of systems according to the
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standards during the manufacturing process of vehicles. A solution for cybersecurity
testing in the automotive is described by the authors of the article [34]. This paper outlines
a structured testing process for verifying and validating the automotive cybersecurity. The
method proposed here attempts to create a combined approach between manual and auto-
mated testing methods and practices for cybersecurity standards. The process described in
this framework also allows the implementation of individual tool-sets according to needs.

The authors of the article [35] highlighted the importance of authentication and pro-
posed a system that is more user-friendly using single sign-on and so, they eliminated
trusted third-party dependency to avoid data breaches.

The researchers of [36] investigated whether the TLS protocol is applicable to secure
in-vehicle networks and how TLS is able to fulfill the performance requirements of the
automotive industry.

In [37], three use cases for which TARA is performed are presented and the results are
discussed.

The authors of the article [38] proposed a multi-layer defense concept, which represents
the basis for the development of further security mechanisms.

In [39], the authors considered a smart architecture against the common cyber-attacks
(malware, buffer overflow) with redundant ECUs and dedicated memory allocation.

The authors of [40] discussed the configuration for a centralized architecture and the
cybersecurity impacts and measures that needs to be considered for the implementation.
The real-time references were considered by comparing the architectures of on-road vehicles
by different OEMs.

In [41], the authors presented the cybersecurity in the CAN communication protocol
in the vehicle communication and four different methodologies are being considered.

The paper [42] describes the E/E architectures, including functional, logical, and
technical aspects.

The authors of the paper [43] give the direction in which the automotive industry is
moving forward and the importance of IT in a modern automobile.

The work of Dominik, Udo, Michael, and Matthias [44] presented the transition
from the old to the new architecture and mentioned some advantages of an HPC-based
architecture, while our paper described and compared in greater detail some of the available
options of new in-vehicle E/E architectures.

Sergi, Leonidas, Carles, and Jaume proposed in [45] a way to make the HPC-based
architectures more fail-safe, as compared to our work, in which we document various
weaknesses and strong points of these architectures without proposing additional changes.

In [46], the authors focused on the incident/attack detection of a CAN bus architecture
using machine learning (ML) algorithms, support vector machines (SVM), and logistic
regression. Compared to our work, we have additionally mentioned cybersecurity threats
and damage scenarios of the entire system and not only CAN bus.

The security assessment of ECU by the CyberSecurity Evaluation Framework (CSEF)
is mentioned in [47]. It has the same analysis criterion as TARA, but rather than using the
tool Medini Analyze, the authors used their own methodology.

From the exploratory approach towards the existing research, it is evident that the
literature does not only focus on the technological aspect of this research topic. The
research community is primarily focused on improving the technology. Other than that, the
identification of the areas with higher vulnerability and threat is also highly sought after.
The community is working towards the mitigation of the vulnerabilities by identifying,
analyzing, and resolving existing problems. There are several high-end software and tools
that are helping in it. Testing in terms of the validation and verification of CSMS procedures
is also being worked on. This area has a lot of potential for structured development and
standardization. As autonomous vehicle development is a multi-disciplinary domain of
work, only the improvement of the software, hardware, or network security would not
ensure an optimum outcome. Other than the technical aspect of the topic, some researchers
are investigating the psychology of hackers. This helps understand the motivation behind
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hacking and it also helps in the development of intervention methods for potential attacks.
In order to achieve the highest possible performance and the efficiency of the systems while
ensuring security standards, all of the components in the lifecycle of the development have
to work hand in hand.

From the observations of the existing literature, the authors of this paper have observed
that the related works lack a comparative study of the existing E/E automotive architectures.
This work helps enrich the existing literature to tackle this shortcoming for existing and
future E/E architectures. In this paper, the authors provided a comparative image of four
different automotive E/E architectures and their benefits and drawbacks. Based on this
work, future researchers will have a better outlook on architectures, while further pursuing
their work.

9. Results

This article evaluated different architectures in the automotive sphere. Firstly, the
qualitative comparison was discussed, which suggests that two-brain and three-brain
architectures provide the possibility of better scalability and redundancy as compared to
the traditional and one-brain architectures. It is an important parameter for next-generation
automotive cybersecurity research. Obviously, the cost will be higher as the number of
HPCs increases, but the performance will also be higher. The HPC also provides flexibility
for memory management and software updates using over-the-air-update. Secondly,
during the quantitative analysis for the number of threats associated with the architecture,
it has been observed that the traditional architecture poses a greater number of threats
because it has a greater number of processes (each process contributes to six threats) and
ports. On the other hand, a one-brain architecture shows the least number of threats
compared to all the other discussed architectures. However, the two-brain and three-brain
architectures show various other advantages such as load-balancing and performance.

In the following, a comparative analysis of the architectures is presented for a better
overview of the conducted research.

Comparison of Automotive E/E Architectures

Table 3 presents a comparison between the four E/E architectures in terms of various
attributes, that will be detailed in the following.

Table 3. Comparison Representation of Different E/E Architectures.

Attributes Traditional One-Brain Two-Brain Three-Brain

Architecture Distributed Centralized Zonal Zonal

Performance Low Medium High Higher

Cost Low Medium High Higher

Wiring Complexity Higher Low Medium High

Scalability No No Yes Yes

Redundancy Very Low possibility Low possibility Medium possibility High possibility

Load-Balancing Very Low possibility Low possibility Medium possibility High possibility

Vulnerability Low Medium High Higher

Trouble Shooting Higher effort Lowest effort Medium effort High effort

Repairability Highest effort Lowest effort Medium effort High effort

Memory Management No specific
management required Yes Yes Yes

Weight Heaviest Lightest Heavy Heavier

Software Update Mostly Manual Automated (OTA) Automated (OTA) Automated (OTA)
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1. Architecture: In the traditional architecture, the ECUs are located in different areas
of the vehicle, and these ECUs (fully/partially) are able to communicate via a com-
munication network to achieve a specific objective or goal. Thus, the architecture is
distributed. In a one-brain architecture, there is only one brain that has control over
the entire network and components connected to it. Thus, the one-brain architecture
is centralized. Zone architecture means that depending on how many HPCs we have
and their location, there can be two zones, as in the two-brain architecture, or three
zones, as in the three-brain architecture. However, a zone-based architecture offers
the advantage of having control of the vehicle functions on specific zones. To do this
task, sometimes additional ECUs are connected to the brain architectures between the
HPCs and the sensors/actuators.

2. Performance: The term performance is defined as the qualitative level of a critical
property at any considered point in time [11]. Therefore, in the vehicle architecture
performance is one of the most important parameters, and can be measured in terms
of cache size, memory size, and processing power. The performance in a traditional
architecture is low, since it possesses low performance ECUs to host very few functions.
The performance of a one-brain architecture is more than traditional architecture as it
has one HPC and is able to host more functions than the traditional architecture with
many ECUs. The performance of a vehicle with two-brain architecture is more than a
vehicle with one HPC. The performance of a vehicle with three-brain architecture is
more than the performance of a vehicle with two-brain architectures. By adding more
HPCs, it is possible to increase the performance of a vehicle.

3. Cost: The cost considered here is the expenditure required to realize a vehicle architec-
ture. The cost to implement the traditional architecture is low because the ECUs are
not expensive as compared to HPCs. Even though one hundred ECUs are used, the
overall cost will be lower when compared to a single HPC. In a one-brain architecture,
the cost is medium, since it has only one HPC. Similarly, in the two-brain system and
three-brain system, the cost is high and higher, since these architectures have two
HPCs and three HPCs, respectively. The functions are hosted accordingly to each
HPC and the cost of the vehicle increases when it has more HPCs and more functions.

4. Wiring complexity: The wiring complexity is very high in a traditional system, since
it does not have HPCs. The traditional system has numerous ECUs and each ECU
needs a set of wires to interface the different sensors and actuators connected to it. In
a one-brain architecture, the wiring complexity is low, since there is only one brain
and centralized wiring requires less interconnections. In a two-brain architecture, the
complexity increases to medium, as compared to one-brain because of the two brains
(two zones). Similarly, in the three-brain system, the complexity for the connection of
wires is high as compared to the other architectures. To conclude, the complexity is
the highest in the traditional architecture.

5. Scalability: Scalability is defined as the setting of the scope of capabilities of a system,
as determined by its functionality [11]. In the traditional architecture, ECUs are
limited to a set of functions and therefore, the scalability is very limited. Coming to
one-brain architecture, since all the functions are already assigned to a single HPC,
there is no scalability. In two-brain and three-brain architectures, there is a possibility
of scaling, since these architectures have multiple HCPs and each HPC will still have
sufficient computational power to compensate the added functionalities.

6. Redundancy: Redundancy is one of the most critical parameters which is required in
the case of a particular system failure. In the traditional architecture, the possibility
of having redundancy for safety critical features is possible, but it is very low. The
redundancy is possible in the traditional architecture using redundant ECUs to host
the same function. The redundancy, however, cannot be implemented using core
pinning or virtualization techniques which are possible in the HPC-based architectures.
In a one-brain architecture, since there is only one brain, in the case of the failure of
that brain, there is no possibility of redundancy unless a second brain is introduced.
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When vertical software stacks are implemented on top of processor-cores and core
pinning, redundant functions can be hosted on top of multiple cores. Implementing
virtualization techniques, redundancy can also be realized on a HPC. Since two-brain
and three-brain architectures have more memory and computing resources, it is
possible to implement the redundancy mechanisms. Human lives are of the utmost
importance and being able to make sure that the systems in a vehicle are more fail
safe due to additional functions that could save a life.

7. Load-balancing: Load-balancing means that the system is able to balance the workload
and share it among processes. The traditional architecture is not made for load
balancing. However, it is possible to implement mechanisms to do this. The load-
balancing of different cores in the SoC of a one-brain (HPC) can be implemented.
However, load-balancing is easier to implement by decoupled hardware devices such
as two-brain and three-brain architectures.

8. Vulnerability: The topic of vulnerability is a widely-discussed one, as it plays a major
role in determining the risk levels of an asset/component. Vulnerability includes
the weakness of an asset or group of assets which can be exploited by a threat of an
attacker [11]. Threats will always exist, but by managing the level of vulnerability,
greater levels of security can be ensured and the probability of an attack drops sig-
nificantly. In this field, the traditional architecture shines, as if even one ECU gets
hacked, the design ensures that the others are safe. On the other hand, this architec-
ture imposes severe limitations on other fields, so we need to reach a compromise.
Adding HPCs in the design increases the grade of vulnerability, because if the brain is
hacked, the vehicle may be prone to an accident. With three brains, we have a higher
level of vulnerability. However, by deploying appropriate security controls such as
IDS/IPS/firewall, the attacks can be minimized even though there are vulnerabilities
in the system/architecture.

9. Troubleshooting: Vehicles are made to be driven; systems are made to be used and
eventually parts are bound to become worn out or damaged. Furthermore, some-
times these damages are not easy to diagnose in complex vehicle architectures. When
speaking about the criteria for troubleshooting a vehicle, we are referring to the efforts
needed to detect a problem. Troubleshooting in a traditional architecture takes the
most effort since it has higher complexity and many ECUs. The troubleshooting
process can be considerably shortened by introducing HPCs in the architecture. Al-
though the number of efforts increases with every brain added, overall traditional
architectures have the most effort required for troubleshooting.

10. Repairability: Repairability measures the efforts needed to repair a component or asset
in an architecture. Repairing the ECU of a vehicle can be a tedious process, especially
when dealing with the traditional architecture, because of its wiring complexity and
distributed architecture which have hundred of ECUs. By introducing the one-brain
architecture, the difficulty of the process drops significantly and steadily increases
with every extra HPC that is added.

11. Memory management: It is a method for coordinating and controlling the computer’s
main memory. Thus, in the case of the traditional architecture, memory management
is not an important topic as the ECU has very few functions (typically, one or two
functions). However, in the other three architectures, memory management is a must,
so HPCs are needed to properly manage the space and the allocation of files, so that
the operating system, applications, and other running processes have enough memory
to perform the operations.

12. Weight: The weight of a vehicle is a key parameter when talking about speed, acceler-
ation, environmental liability, or fuel consumption. In the current state, wires, cables,
and other parts needed for the traditional architecture make the vehicles heavier than
they should be. Switching to an HPCs-based architecture could lower the weight and
thus improve other parameters such as those mentioned above. However, with each
additional HPC comes more weight added to the vehicle.
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13. Software update: In the traditional architecture, with few exceptions, the software
update is done manually. This means that the user has to take the vehicle to the
OEM/distributor and the update is done by connecting the vehicle physically. In
one-, two-, and three-brain architectures, the software update can be automated using
over-the-air (OTA) update, whenever there is new software/update available.

Equation (1) is generic to all architectures. The number of threats can be easily de-
termined for any number of brains (HPCs), ECUs, sensors, and actuators. This helps the
readers of this article to produce their own system design-based threat scenario.

10. Limitations and Future Scope

This paper is mainly focused on providing the generic functional and security com-
parison between the architectures. It considered the fundamentally constructed use cases
for the four architecture types and analyzed the threat and damage scenarios associated
with them, according to the ISO/SAE 21434 standard. The scope of this work is primarily
focused on producing a comparative outlook for the readers using qualitative criteria. The
limitation is that the authors do not provide the quantitative data of the parameters in detail
for the comparative components between the architectures. Each of these components
can be further explored in detail for quantitative perspectives and analyzed to create an
in-depth knowledge. In the following section, the authors proposed some ways to improve
the studied architectures.

• Traditional Architecture

Method 1: Wireless communication between ECUs and interactors (see Figure 21)

Figure 21. Representation of Wireless Communication Structure.

Implementing wireless communication in the traditional architecture will reduce the
wiring complexity in the car. ECUs and interactors with wireless or cellular network
compatibility are able to communicate with each other without cables. This will also reduce
the physical threats (for example, cutting the cables, plugged in/out, etc.) associated with
the cables and their connecting ports.

Method 2: High-power ECUs (see Figure 22)
The use of high computing power and memory size (called, high-power) ECUs is able

to host many functions (more than eight). However, there might be an increase in cost, as
the high-power ECUs are expensive, but this will reduce the number of ECUs required in
the car, which in turn, may reduce the number of threats in the whole car.

• One-Brain Architecture
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Method 1: One brain architecture can be improved by adding a second communication
channel between the telematics unit and the HPC. This redundant communication channel
helps the vehicle running in case of the failure/DoS attack to the original channel.

Method 2: Another way to improve the one brain architecture is to utilize a SoC with
many cores, so that, performance, safety, security, and non-safety functions are able to
run in separate security zones. As mentioned earlier, mechanisms such as core pinning,
bare metal virtualization, hosted virtualization, and containerization are able to realize the
separation along with implementing the strict access control.

• Two-Brain Architecture

Method 1: The two-brain architecture may be improved by adding a load-balancer
between the HPCs and the interactors (actuators and sensors), distributing the load among
the two HPCs. Additionally, in the same scenario, a shared RAM memory and/or data store
between the two HPCs would improve the efficiency and performance. Shared memory
can help the processors to load the programs faster for computation. However, adding
additional component in the architecture will increase cybersecurity threats and risks.

Method 2: The architecture can also be improved by interlinking two HPCs using an
Ethernet cable, so that they can communicate directly without the help of a switch/router
and will increase performance for the communication. However, in this case, when the
attacker gets access to one HPC, then he will be able to access the other HPC if no security
control is placed in between the HPCs.

Figure 22. Representation of High-Power ECU Structure.

• Three-Brain Architecture

Method 1: Similar to the two-brain architecture, this architecture can also be improved
by the interconnection of the three HPCs as a mesh network or by adding a load-balance in
between the telematics unit and the HPCs. This improvement will open doors to parallel
and cluster computing, which will also help balance the load for complex computations,
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such as ADAS and the use of other AI and ML-based functions. Furthermore, this will
be helpful for system redundancy; in the case of a failure of one HPC, the load can be
redirected to the other brain. However, this will only be possible if all the sensors and
actuators are interfaced with the HPCs via a router or gateway.

Method 2: A three-brain architecture may be improved by optimizing cost and power.
With the advancement in technology and chip manufacturing in the future, HPCs will be
more cost-effective and power efficient and this will improve the three-brain architecture in
terms of cost and power. Furthermore, this will help implement architectures with three or
more brains in mid-range and high-range cars.

11. Conclusions

As shown above, there are several approaches when scrutinizing the architecture of
a device or a car and each one has its strong points and its drawbacks. While this paper
documents and specifies four different engineering solutions, engineers might have to deal
with more complicated options as time passes and technology advances. When discussing
about the traditional architecture, long and complicated wiring, or difficult-to-program
ECUs are some issues. However, it also presents low vulnerability levels due to strict and
safety programming environment and standard like AutoSAR Classic, while keeping the
costs down, making it the ideal approach for some components and cars.

With the introduction of HPC-based architectures, it is observed that brain-based sys-
tems more efficiently manage the data processing, storage and cables, which considerably
reduce the repair and troubleshooting effort, while reducing the overall weight of the car.
Despite that, in the case of an attack, the one-brain architecture has no redundant HPCs
available and also no way to extend the scalability, due to its centralized system design.
It is often used in TPMS or remote keyless systems (for example, Remote Keyless Entry
Systems—RKE, Passive Entry Passive Start—PEPS). By adding another HPC, we reach
a middle ground in this new architecture that strikes a good balance, by not falling into
any extremes. The perk of load-balancing combined with the redundancy coming from
the second HPC creates a harmony. With the negative side of increased weight and the
effort needed to repair this zone-based architecture, it works best in cars that fall into the
high-end tier, while keeping costs in mind. Going up another level, we reach a three-brain
architecture, which also presents its shortcomings by being more vulnerable, costly, and
open to many more threats than the previous entrances in the list. Again, this architecture
is equipped with massive computational power backed by great efficiency, which is further
enhanced by the workload distribution among the three HPCs. As expected, this architec-
ture truly outshines the others, as the state-of-the-artsystem in the line automobiles such as
super-cars and hyper-cars strive to deliver the best of the best.

In conclusion, each of the four architectures studied delivers outstanding results when
employed under the right environment, but they also have their own flaws. This scientific
work has produced a generic equation for all architectures to measure the number of
threats using the ISO/SAE 21434 standard and Microsoft STRIDE method. Moreover, it
provides the reader especially the automotive Original Equipment Manufacturers (OEMs)
and suppliers with a generic overview of the four architectures which includes the benefits
and drawbacks of each architecture. OEMs are working on similar architectures including
Renault (FACE - Future Architecture for Computing Element), Stellantis (Brain Architec-
ture), Volkswagen (In-Car Application Server), Mazda (High Performance Computing -
HPC), BAIC (HPC), Volvo (SPA2), Geely (HPC), Nissan (FACE) and GAC (HPC) to name a
few. While this was achieved by using several recent methods and tools for analyzing the
vulnerabilities and threats, the reader of the paper may thus have a general idea and dive
further into details analysis when necessary. This paper successfully addresses the gap in
the related literature and creates a basis for future advancements in this discipline of study.
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