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Abstract: The background of the paper is that there are currently no specifications or guidelines
for the design of a user interface for an augmented reality system in an industrial context. In this
area, special requirements apply for the perception and recognition of content, which are given by
the framework conditions of the industrial environment, the human–technology interaction, and
the work task. This paper addresses the software-technical design of augmented reality surfaces in
the industrial environment. The aim is to give first design examples for software tasks by means of
sample solutions. For a user-oriented implementation, the methods of personas and an empirical
investigation were used. Personas are a stereotypical representation of end users that reflect their
characteristics and requirements. For the subsequent development of the pattern catalog, different
prototypes with layout and interaction variants were tested in an empirical study with 50 participants.
By observing the current realizations, these can be examined more closely in terms of their specific
use in an industrial environment. The result is a pattern catalog with 26 solutions for layout and
interaction variants. For the layout variants, no direct favorite of the testers could be ascertained; the
existing solutions already offer a wide spectrum, which are chosen according to personal preferences.
For interaction, on the other hand, it is important to enable fast input. During the study, gesture
control revealed weaknesses in this regard. This can be supportive in the development of an industrial
augmented reality system regarding a user-oriented representation of the interface.

Keywords: augmented reality; usability; industry; pattern; persona

1. Introduction

Virtual augmented reality is currently experiencing a surge in development [1]. Smart-
phones and computers of all kinds have a camera as basic equipment and are constantly
improving in terms of computing power. Recording the real environment and combining
content at the same time is becoming easier.

Digitization in the industrial sector forms the basis for the integration of augmented
reality (AR) [2]. It promotes the shift from analog to digital data. For example, data sent to
servers by machines or products throughout the production process are processed digitally.
The development effort for companies needs to be lowered so that AR can become more
widespread and naturally integrated into industrial workflows.

The high heterogeneity of the user interface (UI) in commercially available head-
mounted displays (HMD) makes it difficult for developers to find an ergonomically high-
quality solution for the specific tasks in the production environment [3]. To maintain a
high ergonomic level in the UI of an AR system in an industrial context, already proven
UI elements and standards should be used. It is relevant to pay attention to consistency,
controllability, self-descriptiveness, learning conciseness, and task appropriateness. In the
production environment, which is characterized by many task-relevant stimuli, information
in the AR glasses should be perceived and recognized very quickly and transferred into
actions [4]. Currently, there are no generally applicable regulations that deal with the design
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of a user-oriented UI. Several de facto standards have been formed by the market leaders
of AR glasses. Problematically, no ergonomic quality of these solutions has been studied,
but each model addresses some reported user difficulties. This results in a cognitive effort
for the user, who is confronted with different layout solutions and interaction sequences
of the manufacturers and must adapt to them. This reduces efficiency and effectiveness
and increases the error rate. Regarding the industrial environment, no findings have yet
been published and defined. Therefore, generic sample solutions for the user interface
should be developed, which support the development and are valid for different industries.
This paper deals exclusively with the software realization of the layout and selected basic
interaction. A differentiated analysis of the hardware is not included.

2. State of the Art

A report from 2018 shows the development of AR/VR in comparison to 2016. It is
clear that developments in gaming are declining and that the focus is more on research,
marketing and retail [5]. Furthermore, reports clearly show that user experience is still
the driving force behind the use of the technology and that attractive usage can only be
achieved within the next three years [5]. However, the report also shows that there is great
potential for specific tasks in the production environment.

In recent years, the interface of AR has been intensively studied. In 2016, Dey et al.
analyzed 291 AR papers from 2005 to 2014 [2]:

• About 10% dealt with the industrial environment;
• About 35% dealt with HMDs, with a decreasing trend since 2010;
• About 24% obtained their results in field and pilot tests.

Thus, the research results from 2005 to 2015 provide little evidence to answer the above
research question due to the heterogeneity of the technology used, application field, and
evaluation method. In the years from 2015 onward, there have been only a few publications
dealing with AR applications in an industrial context. Like Takatsu et al. [6], most papers
dealt with the technical realizations, such as a digital service platform, exploring the
integration of CAD data in an AR system [6]. Design guidelines and interface patterns
were also developed by Billinghurst et al. [7] in their 2015 paper. They referred to the
Games in Handhelds application domain. Nilsson [8] also investigated design patterns.
He looked at display utilization, interaction mechanisms, and general design in handhelds.
For the specific tasks in the industrial environment and the product life phases, Danielsson
et al. [9] dealt with possible applications in the respective services. The various product life
phases and the resulting generic tasks are discussed in Section 3.3.

Fundamental work on the classification of tasks and interactions in virtual contexts
was done by Bowman, who distinguished between selection, positioning, and rotation
tasks [10]. The following table shows Bowman’s guidelines from 2005, which were adapted
to current requirements by LaViola et al. in 2017 [11].

The guidelines for selection and manipulation require that existing techniques are
used and that an exception is only made if there is identifiable added value. A trade-off
should be made between technique, design, and the environment model. The guidelines
for system control consider various forms of interaction techniques, for example, the forms
of object visualization in 3D or 2D representations and control via gestures or focusing.
The existing representation rules mainly refer to the design of the layout and the visibility
of the feedback as well as to the interaction possibilities. In the layout design, the focus
is on showing end user content that is perceived well and quickly. The guidelines on
user comfort and safety deal with the temporal and spatial correspondence of the virtual
and real worlds. Different colors or visible feedback can be used to guide the user. In
this context, physical and virtual barriers can also be used to limit the free space. Table 1
shows the current recommendations for the realization of 3D user interfaces. Very partial
guidance is given and not a holistic view of UI design. The guidelines of Bowman and
LaViola are not fixed rules and are not focused on the specific context of the industrial
environment. This current state, therefore, leads to the need for a separate study.
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Table 1. Comparison of Bowman and LaViola 2005 and 2017 design guidelines.

2005: 3D User-Interface [10] 2017: 3D User-Interface [11]

Selection and Manipulation

Use existing manipulation techniques unless a large amount of benefit might be derived from
designing a new, application-specific technique.

Use task analysis when choosing a 3D manipulation technique.

Match the interaction technique to the device.

Use techniques that can help to reduce clutching.

Nonisomorphic (“magic”) techniques are useful and intuitive.

Use pointing techniques for selection and
virtual hand techniques for manipulation.

Use pointing techniques for selection and grasping
techniques for manipulation.

Use grasp-sensitive object selection. Consider the use of grasp-sensitive object selection.

Reduce degrees of freedom when possible.

Consider the trade-off between techniques design and environment design.

There is no single best manipulation technique.

System Control

Avoid disturbing the flow of action of an interaction task.

Prevent unnecessary changes of the focus
of attention.

Prevent unnecessary focus switching and context
switching.

Design for discoverability.

Avoid mode errors.

Use an appropriate spatial reference frame.

Structure the functions in an application. Structure the functions in an application and guide
the user.

Consider using multimodal input.

3D is not always the best solution—consider hybrid
interface.

User Comfort and Safety

Move wires and cables out of the way or use
wireless solution when possible; reduce the weight
of the equipment.

Provide physical and virtual barriers to keep the
user and the equipment safe.

Limit interaction in free space; provide a device
resting place.

Design public systems to be sanitary.

Design for relatively short sessions and encourage
breaks.

Design for comfortable poses.

Ensure temporal and spatial compliance between feedback dimensions.

Use constraints.

Consider using props and passive feedback, particularly in highly specialized tasks.

Use Guiard’s principles in designing a two-handed interface.

Consider real-world tools and practices as a source of inspiration for 3D UI design.

Consider designing 3D techniques using principles from 2D interaction.

Use and invent magical techniques.

Consider alternatives to photorealistic aesthetics.
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For the present paper, the following guidelines (see Table 2) can be derived from a
combination of analytical and empirical analysis. The analytical studies summarize the
heterogeneous design guidelines collected in widespread publications. The empirical
studies focus on the reflection of these rules in the context of expert interviews. In this
context, 10 experts from the industrial sector were interviewed, using a guideline.

Table 2. AR system specific operationalization of the dialog principles according to DIN EN ISO
9241-110 [12].

Category Subcategory

Task appropriateness

Focus on content
[10,13,14], interview with
experts

Preparation of content:

• Without connection to upstream and downstream
processes.

• Task-centered and reduced.
• Avoiding disruptive information.

AR input and output
[10,12,14–23], interview with
experts

Automatically start the AR program when the glasses are put on.

Precisely match input to task:

• Gesture control, such as main menu selection.
• Tab sensing, such as “confirmations”.

Integration of signals:

• Use acoustic signals only for a few selected situations.
• Use visual signals preferentially.
• Haptic signals are not applicable.

Self-descriptiveness

Status information
[10,13,14,17,18,23–30],
interview with experts

Use of permanent displays at:

• Orientation display, information mode, help system.
• Main menu and relevant objects.

Use of situational displays at:

• Functionality of the system/operating instructions.
• Provide information about required interactions in a

timely manner.
• Designing messages in a clearly recognizable way.

Use of feedback for:

• Selection of objects.
• Scaling of objects.

Use of general design:

• Not overwhelming.
• Tailoring information to the task at hand.
• Support intuitive and emotional operation.

Basic interaction
[10,13,14,17,19,20,24,28,30–33],
interview with experts

Display of all possible interactions.

Designing sequences of interactions in a process- and
interface-oriented manner.

Design and coding of manipulation techniques, such as the
reset function.

Use hidden information (“ghost views”) to reduce information.

Conformity to expectations

Description of the product as
a model [13,33], interview
with experts

Represent product with reduced background or context
geometries;
use realistic and familiar object geometries.

Focus on the product.
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Table 2. Cont.

Category Subcategory

AR system [10,14,16,34],
interview with experts

Field of view of AR glasses should largely correspond to
natural human field of view (horizontal~180◦ vertical~120◦).

Interaction with the AR system should be consistent,
self-explanatory, and oriented to what has already been learned.

Learning conciseness

Context-specific information
[13,19,25,29], interview with
experts

Hints facilitate operation/interaction.

More detailed information should be displayed if required.

Specific product criteria are displayed as action hints for
employees.

Controllability

Software supports the various
tasks [13], interview with
experts

AR system contains hints for physical tools.

AR system uses the pointing capabilities of humans with their
hands for interaction.

User is guided [13,25,33],
interview with experts Situational information display depending on work activity.

Depth cues
[13,14,19,20,24,28,30,33,35],
interview with experts

Giving depth cues in a task-oriented manner.

Supporting the perception of depth cues with tools.

Controls [10,14,16,17],
interview with experts Designing gesture and tab sensors to be clearly controllable.

Tolerance for errors

Input/Output
[10,13,14,19,26,27], interview
with experts

Software recognizes incomplete terms in voice commands.

In the case of incorrect input and output, reliability is supported
by auto-completion or queries.

Individualizable

Modes of presentation and
interaction [13,14,19,25],
interview with experts

Individualizable display of information about the product or
interaction.

Display variants:

• Alternative 3D models for understanding.
• Different widgets for object control, such as for scaling.

Offer different modes of interaction, such as speech and gesture.

For the specific requirements, the dialog principles from DIN ISO 9241-110 [12] were
categorized for task appropriateness, self-descriptiveness, conformity to expectations,
learning conciseness, controllability, tolerance for errors, and being individualizable. For
example, it is required that information in the AR system should be understandable
independently of upstream or downstream processes; otherwise, the information volume
would be too high for the completion of the individual task. Furthermore, the status
information should clearly distinguish between permanent and situational displays. The
main menu and orientation displays should always be available to the user, while messages
should be faded in and clearly recognizable. For the industrial context, the field of view of
the AR system should also be used to its full extent to correspond to the human field of
view. If, in addition, information about physical tools is transmitted via the AR system,
reality can be completely overlaid with virtual content.
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3. Materials and Methods
3.1. Persona

For the paper, a specific examination of the end user is relevant to capture special
needs and characteristics. Personas are suitable for this purpose. These give a fictitious but
specific representation of the end user. By using stereotypes, the goals and behaviors of
real users can be derived. Personas are derived from information about future users and
reflect characteristics relevant to the AR system [36–38].

In the literature, despite the emphasis on different advantages (see Table 3), there is a
consensus that personas generate a better understanding of the target groups in design
teams [38–40]. Using personas can be considered a powerful and versatile design tool. In
the paper, the persona method is used across all studies to continuously focus on the end
users and the work task. In this way, identification with the users takes place, which is still
important in the development of the layout variants.

Table 3. Advantages of using personas.

Source Advantages

Cooper (1999) [38]
• Increase focus on the users and their goals.
• Facilitate effective communication about users.
• Reduce necessary changes at the end of the development process.

Cooper and Reimann
(2002) [39]

• Build consensus and commitment to design.
• Help to measure a design’s effectiveness.
• Define the product’s feature set.
• Facilitate effective communication within the project team.
• Help other related efforts such as marketing plans.

Grudin and Pruitt
(2002) [38]

• Facilitate a focus on users and work contexts.
• Allow for extrapolation from partial knowledge of users to diverse

contexts.
• Make assumptions about users explicit.
• Facilitate effective communication about the users.
• Increase focus on a specific audience.

Long (2009) [38]

• Strengthen focus on the users during the development process.
• Lead to more user-friendly designs.
• Make the user needs more explicit.
• Guide decision making.

Ma and LeRouge
(2007) [38]

• Facilitate effective communication about the users.
• Enhance identification with the target users.
• Increase focus on user needs.

Mayas, Hörold and
Krömker (2016) [39]

• Holistic integration of user requirements.
• Facilitates prioritization of requirements.
• Method for adequate documentation of user requirements.
• Unrestricted identification of users and scenarios.
• Facilitate validation of requirements.

Pruitt and Adlin
(2006) [38]

• Make assumptions about users explicit.
• Narrow the users being designed for.
• Lead to better design decisions.
• Increase engagement among the design team.
• Build empathy for the users.

In the paper, five aids from Cooper et al. [36] are used. The focus is especially on the
users’ goals and the identification of behavior patterns [36]:

• The basis for the design effort is formed by personal goals and tasks.
• Personas provide a basis for design decisions and help to ensure that the user is in

focus at every step of development.
• Personas make it possible to form a language and thus a common understanding.
• Design decisions can be measured by a persona as well as by real subjects.
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• Multiple business units within a company can make use of personas.

For making personas, both Cooper et al. and Pruitt and Adlin [36,37] identified
characteristics and behavioral variables that should be captured in a persona. The following
should also be included in an adapted manner:

• Description: Name and picture.
• Characteristics: Age, education level, lifestyle, role/professional position.
• Knowledge: Basic attitude, technology knowledge, and technology attitude.
• Concerns and goals: Expectations, qualifications, and goals.
• Activities: Tasks and activities.

These personas should be identified for all areas of product development. In a
study on persona development, 40 representative people selected by the companies were
interviewed. The subjects worked in four different companies (automotive consumer
goods, industrial goods special machinery, industrial goods mechanical engineering, and
research product development) and eight professional levels (development, management,
engineer, marketing/sales, planning, quality control, engineering, and training) [41]. Using
the interview method with subject-matter experts and developers from the industrial
environment, the behavioral variables were analyzed. With the help of a guide, questions
related to career path, current job, and work environment were asked. Tables 4 and 5 show,
following Pruitt and Adlin, the summary of the characteristics in relation to the traits and
behavior variables.

Table 4. Analysis of persona development data.—Gender and Age.

Gender N = 40 Age N = 40

Male 85% <25 years 12%

Female 15% 25–34 years 35%

Divers 0% 34–44 years 20%

45–54 years 25%

>54 years 8%

Table 5. Analysis of persona development data.—Occupational specialties.

Occupational specialties N = 40

Development 7%

Management 15%

Engineer 23%

Marketing/Sales 7%

Planning 10%

Quality Control 7%

Engineering 28%

Training 3%

Based on the available results of the target group investigation, four personas were
determined, which are representative. In this way, the persona’s planner, technician, quality
inspector and trainer were defined. It was observed that the characteristics of the analyzed
end users are reflected in the personas. The structure of the personas follows the pattern
described above. Each persona was given a name and age, which were chosen fictitiously,
and a professional position. Subsequently, the areas of responsibility, expectations and
education were determined. Finally, the persona’s personality and its use of the AR system
were described. Figure 1 shows the four personas (planner, trainer, quality inspector, and
technician) that were extracted from the research.
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Each persona is representative of a typical user in the life phases of product planning,
development/design, manufacturing/assembly, and use. These personas are relevant
to the following phases in the research design. They were obtained from the interviews
conducted with the representative persons. The description of the range of tasks was given
by the respective professional position. Different areas of the life phases were chosen for a
wide range of activities. This field then also influences how the persona uses the AR end
device. Personal differences occur in expectations and personalities. The interviews were
chosen as the basis.

The visualization alternatives were matched to the tasks of the personas. Specifically,
this means that icons and buttons, for example, should be generally understandable.
Independent of the personas’ personal knowledge, an operation should be easy to learn
and understand. This also results in the acceptance of the AR end device in everyday work.
In this paper, these personas are a powerful methodological tool for the requirements of
analysis, design definition, and pattern evaluation.
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 1 
Figure 1. Persona (from top left to bottom right: planner, trainer, quality inspector, and technician).

3.2. The Background of Pattern

In 1977, Alexander et al. [42] introduced the term pattern in their publication “A
Pattern Language”. For problems that occur again and again, pattern solutions, so-called
patterns, can support the solution. Patterns not only describe the problem, but they also
describe the core of the solutions. These can then be reproduced infinitely [42]. These
views were also supported by Mahemoff and Johnston in 1998 [43]. They saw patterns as a
compromise for examining design alternatives for their suitability. Competing options can
be considered to focus on the problem [43]. Similarly, van Duyen et al. [44] commented
on this issue. Every solution also has opposing forces that need to be addressed. In this
context, these forces can be seen as different needs and constraints. The patterns should
show the advantages and disadvantages of each alternative solution and serve as decision
support [44].
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Patterns do not represent fixed regulations or specifications that restrict a development.
They are intended to serve as tested suggestions for finding solutions to recurring problems
in the development of user interfaces for AR systems in an industrial context and to inspire
them. Each pattern can be flexibly transferred to other application areas according to the
described solution [45]. For easy and clear manageability, the patterns should have the
same shape. Each pattern solution should contain a picture as well as a description. In this
regard, both the problem and the solution should be described in more detail so that it is
apparent how the pattern can be helpful. The solution may include instructions on how
to apply the pattern. Proof of validity is often provided by solutions proving themselves
over time in everyday use. Since there is a high need for new technologies to have design
quality early on, usability testing is used to empirically prove their worth [42].

Kunert [45] showed in his dissertation that most developers of a user interface need
certain information in a pattern. Furthermore, Kunert [45] dealt with the structure of
patterns. In a study with UI designers, not only the relevant requirements were discussed,
but also the structure of the patterns. In terms of content, the UI designers specified that the
identification and integration of patterns should be described as part of the design process.
Furthermore, a discussion and justification of the design alternatives should be made. For
a uniform and clear presentation, the patterns should be written in table form. According
to Kunert, this allows UI designers to get a direct overview of which layout problems
the patterns describe and which alternative solutions are proposed. For the catalog with
patterns of the AR system, the elicited template from Kunert’s dissertation is used, which
deals with concrete problems [45].

Table 6 shows the description categories, such as problem, solution, proof, and poten-
tial, which proved to be helpful for the developers.

Table 6. Structure of the pattern.

Category Category of the pattern

Name Name of the pattern

Problem Description of the representation problem

Solution Description of the alternative solution

Evidence Evidence by a usability test

Potential Potential of the pattern

Related patterns Similar patterns

Representation Graphical representation of the pattern

3.3. The Creations of Pattern

The creation of the patterns is determined based on two questions:

• Which core work tasks are performed in the production environment with AR glasses?
• Which core structures do the UIs of existing layout solutions on the market have?

Patterns are to be extracted for the production environment based on the previously
mentioned personas. The product life phases in which AR can be used range from product
planning, design and manufacturing to assembly and use [4,46]. Figure 2 shows the
systematic as well as the results of the task and interaction analysis conducted with all
target groups following the personas.

First, the generic tasks that are present in the use of AR in the product life phases were
extracted:

• Selecting from the menu: The complex industrial content is prepared in a work-
situated manner via entry points.

• Navigating documents: Manufacturing documents or assembly instructions are generally
long documents with an average number of pages of about 20–30 DIN A4 pages.
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• Deepening object information: Additional information is offered for the work objects
in the real world.

• Selecting from the toolbar: Basic functions are arranged here, such as minimize,
maximize, back, close, help, save, which are frequently used.
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From these generic tasks, following Bowman et al. [10], the basic interactions were
extracted that occur in every dialog:

• Position: The cursor is moved to buttons, such as toolbars.
• Select: The desired button is selected, and the system indicates the selection with an

appropriate marker.
• Confirm: The input confirms the selection.

The selection of these actions seems limited, but it is exactly the lowest common
denominator of the interactions that the named personas perform. They thus provide a
stable, generic starting point for the differentiation of further interactions.

The study on the evaluation of layout variants in AR systems is based on an empirical
investigation with best practice variants that have already been successfully established
on the market. The goal is to extract proven solutions and describe them in patterns. The
analysis of existing systems serves as a basis for further investigation and implementation.
Four data glasses producers were considered for the study [41]. Microsoft HoloLens 1
and Daqri are representatives of glasses already found in manufacturing and industrial
applications. Meta 2 and Magic Leap One are used in the consumer sector [41]. The
heterogeneity of the layout makes it difficult to decide on an implementation variant
for industrial use. This leads to testing the current possibilities among each other. The
following table shows the different layout and interaction structures that were formed from
the analysis of the manufacturers, which will be examined in more detail below.

The layout variants form possible variations for design options. As an example,
Table 7 shows an example of a design of the main menu. Here, three variants (tile, list,
circle) are examined with respect to gesture input and interaction by focus. The method of
usability testing with a high number of test subjects is chosen. The test subjects correspond
to the user profiles—the persona. The test task includes the generic basic interactions. For
evaluation, the usability measures and the measure of usefulness are examined.
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Table 7. Generic tasks that are examined in the study.

Generic Task Alternative Representations

Select from menu

Shape of the main menu: Tile

Input: Gestures Input: Focus

Shape of the main menu: List

Input: Gestures Input: Focus

Shape of the main menu: Circle

Input: Gestures Input: Focus
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Table 7. Cont.

Generic Task Alternative Representations

Information 2021, 12, x FOR PEER REVIEW 13 of 30 
 

 

Generic Task Alternative Representations 

  

  

Navigation in documents:  

Split screen/full screen 

Type of navigation: Browse 

Input: Gestures and focus 

Type of navigation: Scroll 

Input: Gestures and focus 

  

DIN EN ISO 9241-11 defines usability as “the extent to which a product can be used 

by specific users in a specific context of used to achieve specific goals effectively, effi-

ciently, and satisfactorily.” [48] The AR system is thus used by users in the context of the 

work task in an industrial environment. To determine whether the goal of user-friendli-

ness is achieved, the usability measures are taken as an aid. In this context, the three terms 

are defined by ISO standard 9241-11 [48]: 

• Effectiveness. 

• Efficiency. 

• Satisfaction. 

By separating the product life phases into generic tasks and basic interactions, the 

individual steps to be performed with the AR system become clear. Figure 2 (see page 11) 

illustrates the four tasks that are generically applicable to all six product life phases. For 

example, “selecting from menu” is extracted. This task is relevant for the user to access 

the available options via the main menu. Furthermore, it must be possible to call up addi-

tional information of the objects as well as the function bar. Finally, “navigating in docu-

ments” is relevant so that the user can carry all documents with him/her and access them 

at any time. All generic tasks contain the basic interactions of positioning and selecting 

with the cursor and the subsequent confirmation of the input. 

The derivation of these basic interactions from the generic tasks were used as test 

tasks for the evaluation of the layout variants. For the design of the layout variants, exist-

ing data glasses layouts were considered to consider all design components for high usa-

bility and usefulness. 

Information 2021, 12, x FOR PEER REVIEW 13 of 30 
 

 

Generic Task Alternative Representations 

  

  

Navigation in documents:  

Split screen/full screen 

Type of navigation: Browse 

Input: Gestures and focus 

Type of navigation: Scroll 

Input: Gestures and focus 

  

DIN EN ISO 9241-11 defines usability as “the extent to which a product can be used 

by specific users in a specific context of used to achieve specific goals effectively, effi-

ciently, and satisfactorily.” [48] The AR system is thus used by users in the context of the 

work task in an industrial environment. To determine whether the goal of user-friendli-

ness is achieved, the usability measures are taken as an aid. In this context, the three terms 

are defined by ISO standard 9241-11 [48]: 

• Effectiveness. 

• Efficiency. 

• Satisfaction. 

By separating the product life phases into generic tasks and basic interactions, the 

individual steps to be performed with the AR system become clear. Figure 2 (see page 11) 

illustrates the four tasks that are generically applicable to all six product life phases. For 

example, “selecting from menu” is extracted. This task is relevant for the user to access 

the available options via the main menu. Furthermore, it must be possible to call up addi-

tional information of the objects as well as the function bar. Finally, “navigating in docu-

ments” is relevant so that the user can carry all documents with him/her and access them 

at any time. All generic tasks contain the basic interactions of positioning and selecting 

with the cursor and the subsequent confirmation of the input. 

The derivation of these basic interactions from the generic tasks were used as test 

tasks for the evaluation of the layout variants. For the design of the layout variants, exist-

ing data glasses layouts were considered to consider all design components for high usa-

bility and usefulness. 

Navigation in documents:
Split screen/full screen

Type of navigation: Browse

Input: Gestures and focus

Type of navigation: Scroll

Input: Gestures and focus

Information 2021, 12, x FOR PEER REVIEW 13 of 30 
 

 

Generic Task Alternative Representations 

  

  

Navigation in documents:  

Split screen/full screen 

Type of navigation: Browse 

Input: Gestures and focus 

Type of navigation: Scroll 

Input: Gestures and focus 

  

DIN EN ISO 9241-11 defines usability as “the extent to which a product can be used 

by specific users in a specific context of used to achieve specific goals effectively, effi-

ciently, and satisfactorily.” [48] The AR system is thus used by users in the context of the 

work task in an industrial environment. To determine whether the goal of user-friendli-

ness is achieved, the usability measures are taken as an aid. In this context, the three terms 

are defined by ISO standard 9241-11 [48]: 

• Effectiveness. 

• Efficiency. 

• Satisfaction. 

By separating the product life phases into generic tasks and basic interactions, the 

individual steps to be performed with the AR system become clear. Figure 2 (see page 11) 

illustrates the four tasks that are generically applicable to all six product life phases. For 

example, “selecting from menu” is extracted. This task is relevant for the user to access 

the available options via the main menu. Furthermore, it must be possible to call up addi-

tional information of the objects as well as the function bar. Finally, “navigating in docu-

ments” is relevant so that the user can carry all documents with him/her and access them 

at any time. All generic tasks contain the basic interactions of positioning and selecting 

with the cursor and the subsequent confirmation of the input. 

The derivation of these basic interactions from the generic tasks were used as test 

tasks for the evaluation of the layout variants. For the design of the layout variants, exist-

ing data glasses layouts were considered to consider all design components for high usa-

bility and usefulness. 

Information 2021, 12, x FOR PEER REVIEW 13 of 30 
 

 

Generic Task Alternative Representations 

  

  

Navigation in documents:  

Split screen/full screen 

Type of navigation: Browse 

Input: Gestures and focus 

Type of navigation: Scroll 

Input: Gestures and focus 

  

DIN EN ISO 9241-11 defines usability as “the extent to which a product can be used 

by specific users in a specific context of used to achieve specific goals effectively, effi-

ciently, and satisfactorily.” [48] The AR system is thus used by users in the context of the 

work task in an industrial environment. To determine whether the goal of user-friendli-

ness is achieved, the usability measures are taken as an aid. In this context, the three terms 

are defined by ISO standard 9241-11 [48]: 

• Effectiveness. 

• Efficiency. 

• Satisfaction. 

By separating the product life phases into generic tasks and basic interactions, the 

individual steps to be performed with the AR system become clear. Figure 2 (see page 11) 

illustrates the four tasks that are generically applicable to all six product life phases. For 

example, “selecting from menu” is extracted. This task is relevant for the user to access 

the available options via the main menu. Furthermore, it must be possible to call up addi-

tional information of the objects as well as the function bar. Finally, “navigating in docu-

ments” is relevant so that the user can carry all documents with him/her and access them 

at any time. All generic tasks contain the basic interactions of positioning and selecting 

with the cursor and the subsequent confirmation of the input. 

The derivation of these basic interactions from the generic tasks were used as test 

tasks for the evaluation of the layout variants. For the design of the layout variants, exist-

ing data glasses layouts were considered to consider all design components for high usa-

bility and usefulness. 

DIN EN ISO 9241-11 defines usability as “the extent to which a product can be used
by specific users in a specific context of used to achieve specific goals effectively, efficiently,
and satisfactorily.” [48] The AR system is thus used by users in the context of the work
task in an industrial environment. To determine whether the goal of user-friendliness is
achieved, the usability measures are taken as an aid. In this context, the three terms are
defined by ISO standard 9241-11 [48]:

• Effectiveness.
• Efficiency.
• Satisfaction.

By separating the product life phases into generic tasks and basic interactions, the
individual steps to be performed with the AR system become clear. Figure 2 (see page 11)
illustrates the four tasks that are generically applicable to all six product life phases. For
example, “selecting from menu” is extracted. This task is relevant for the user to access the
available options via the main menu. Furthermore, it must be possible to call up additional
information of the objects as well as the function bar. Finally, “navigating in documents”
is relevant so that the user can carry all documents with him/her and access them at any
time. All generic tasks contain the basic interactions of positioning and selecting with the
cursor and the subsequent confirmation of the input.

The derivation of these basic interactions from the generic tasks were used as test tasks
for the evaluation of the layout variants. For the design of the layout variants, existing data
glasses layouts were considered to consider all design components for high usability and
usefulness.
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The study on the evaluation of layout variants in AR systems was based on an
empirical investigation. The goal was to extract proven solutions and describe them in
patterns. The layout variants formed possible variants for design options. The method
of usability testing with a high number of test persons was chosen. The test persons
corresponded to the personas (Section 3.1) and were all from the industrial environment.

4. Evaluation of the Pattern Catalog

As shown in Section 3.3, the layout variants were evaluated in a direct comparison of
the usefulness measure and the usability measure for the different alternatives. Figure 2
shows the five different tasks that were performed by the test persons. For the evaluation,
50 probands from the industrial environment were selected according to the personas.
Tables 8 and 9 show the evaluation with respect to the demographic data [41]. For each
of the generic tasks, several layout variants are provided, which must be evaluated in
direct relation to each other. It is important whether the layout of the test task supports the
respondent, how effective and efficient the presentation is and how satisfied the respondent
is with it. For the interpretation of the results, and thus as a conclusion for the hypotheses,
it is relevant that at least one dimension shows a significant difference. The evaluation
illustrates which alternative was rated better by the 50 test persons.

Table 8. Evaluation of demographic data.—Gender and Age.

Gender N = 50 Age N = 50

Male 78% <25 years 10%

Female 22% 25–34 years 36%

Divers 0% 34–44 years 28%

45–54 years 20%

>54 years 6%

Table 9. Evaluation of demographic data.—Occupational specialties.

Occupational specialties N = 50

Development 6%

Management 14%

Engineer 24%

Marketing/Sales 8%

Planning 8%

Quality Control 8%

Engineering 30%

Training 2%

The complex industrial content is presented in a work-oriented manner via menu
entry points. On average, there are about five menu options to choose from. The menu
is shown to the user in the AR system at the beginning and is then hidden so that the
display is available to show other content. In the course of the work process, it must then
be consciously called up again. The menu options of the main menu are thus only available
situationally. The different alternatives for selecting from the main menu showed that the
circle display was favored over both the tile and the list. These ratings indicate that familiar
representations were important to the subjects for the layout.
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5. Final Catalog with Pattern

In the UI study, the individual layout variants were examined and assessed regarding
the criteria of effectiveness, efficiency, and satisfaction as well as usability for the respective
design problem. The results were summarized as a starting point for the development of
the catalog with patterns for an AR interface in industry. For the study, 50 subjects from
the industrial environment from different industries were interviewed [41]. The findings
show that good solutions already exist for the design of certain functions and that different
solutions for a problem achieve comparably good results in the evaluation. The degree of
fulfillment of each criterion can range from a maximum value of 5 (exceptionally good)
to a minimum value of 1 (extremely poor). The Table 10 shows the mean values (M) for
each alternative. If one of the four criteria contains a value below three, the layout or
interaction variant is considered critical and it is to be used with reservation. From two
values below three, the variant is not included in the catalog with pattern, because they
cannot be considered to be a proven sample solution.

Table 10. Extract from the evaluation of layout variants.

Generic Task Usefulness
(M)

Effectiveness
(M)

Efficiency
(M)

Satisfaction
(M)

Select from menu
Tile 3.90 4.06 3.14 3.86

Deepen object information
Information about the object 2.96 3.22 2.44 3.04

Selecting from the toolbar
Function bar on the right 3.48 3.90 2.66 3.50

Navigation in documents
Scroll reading style 2.56 2.78 2.44 2.44

Select from menu: Tile
Interaction through gestures 3.91 4.09 2.95 3.86

Deepen object information: Information about the object
Interaction through focus 3.48 3.76 2.86 3.57

Selecting from the toolbar: Function bar on the right
Interaction through gestures 3.75 4.04 3.02 3.71

This evaluation also suggests that the user interface in an industrial context should
allow for multiple alternatives in both layout design and interaction. The composition of
the patterns is based on these results. As described in Table 6 (see page 10), the patterns
are all built according to the same pattern [41]. Table 11 shows an example of a complete
pattern for the “Select from menu” layout variant list.
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Table 11. Example of a pattern: Select from menu-list.

Category Generic Task: Select from Main Menu

Name Layout variant: Main menu as list

Problem The user has several applications and contents at his disposal. For an overview
of the different contents the user needs a main menu.

Solution

The main menu is displayed when the AR device is started. The information is
available to the user situationally and must be called up specifically. A list-like
display has a high recognition value, as it is already frequently used in
industrial applications. Users are thus familiar with the design.
The menu in the form of a list allows the user to view the complete contents of
the main menu immediately. The complete contents of the main menu
immediately. It can be expanded in list elements as well as in depth, but care
should be taken to keep the main menu as such and to form suitable
subgroups.

Evidence
Usability test: Prototypical evaluation with 50 test persons
Evaluation of usefulness
Rating effectiveness
Rating efficiency
Evaluation satisfaction

M: 3.40 out of 5.00 points
M: 3.88 out of 5.00 points
M: 3.14 out of 5.00 points
M: 3.34 out of 5.00 points

Potential
Extension of the list in length
Sorting of contents according to relevance
Reduction of content to icons

Related
patterns

Main menu as tile
Main menu as circle
Main menu as tile-interaction by gestures/focusing
Main menu as list-interaction by gestures/focusing
Main menu as circle-interaction by gestures/focusing

Representation
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Tables 12 and 13 show short excerpts from the other pattern that were created in
connection with the main menu. Part 1 shows the three patterns for the design of the layout
and part 2 shows examples for the design of the interaction.
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Table 12. Examples from the catalog with pattern. Part 1: Variants of the layout.

Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu
Name Layout variant: Main menu as tile Name Layout variant: Main menu as circle

Problem
The user has several applications and contents at
his disposal. For an overview of the different
contents the user needs a main menu.

Problem
The user has several applications and contents at
his disposal. For an overview of the different
contents the user needs a main menu.

Solution

The main menu is displayed when the AR terminal
is started. The information is available to the user
situationally and must be called up specifically. A
tile-shaped display has a recognition value since it
is applied to current Windows PCs. Users are thus
familiar with the design.
The main menu in the form of a tile enables the
user to view the complete contents of the complete
contents of the main menu briefly. The tiles are
arranged as a matrix and can go into any depth. It
should be noted that the matrix does not become
too detailed and thus lose the character of the
main menu.

Solution

The main menu is displayed when the AR
terminal is started. The information is available to
the user situationally and must be called up
specifically. A circular display has a recognition
value from the gaming field, and it has similarities
with the tile display.
The main menu in the form of a circle allows the
user to see the complete contents of the main
menu briefly. The circle corresponds to round
arranged elements and has the main category in
the center. The circular representation allows a
limited number of extensions per level but can be
extended in depth.

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.90 out of 5.00 points
Rating effectiveness M: 4.06 out of 5.00 points
Rating efficiency M: 3.14 out of 5.00 points
Evaluation satisfaction M: 3.86 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.52 out of 5.00 points
Rating effectiveness M: 3.74 out of 5.00 points
Rating efficiency M: 3.20 out of 5.00 points
Evaluation satisfaction M: 3.60 out of 5.00 points

( . . . ) ( . . . ) ( . . . ) ( . . . )

Representation

Information 2021, 12, x FOR PEER REVIEW 17 of 30 
 

 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.90 out of 5.00 

points 

Rating effectiveness     M: 4.06 out of 5.00 

points 

Rating efficiency        M: 3.14 out of 5.00 

points 

Evaluation satisfaction M: 3.86 out of 5.00 

points 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.52 out of 

5.00 points 

Rating effectiveness     M: 3.74 out of 

5.00 points 

Rating efficiency        M: 3.20 out of 

5.00 points 

Evaluation satisfaction M: 3.60 out of 

5.00 points 

(…) (…) (…) (…) 

Representation 

 

Representation 

 

Category Generic task: Deepen object information Category Generic task: Selecting from the toolbar 

Name 
Layout variant: Position of information: near 

object 
Name Layout variant: Function bar top 

Problem 

The user should be shown additional infor-

mation about a specific object or product. 

The user should be able to quickly grasp 

and retrieve this information. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Solution 

For 3D models and objects, additional infor-

mation can be provided to the user. This can 

be called up situationally using icons.  

To place the information at the appropriate 

place and in the field of vision of the user, it 

is recommended to display the content di-

rectly on the object. In this way, an icon 

symbolizes to the user that information is 

available. By pressing the icon, this addi-

tional information is retrieved from the user. 

If this information is no longer needed, it 

can be closed again. Due to the different 

placement of the contents, there is no over-

lapping of information. Placing the infor-

mation directly at the object offers the ad-

vantage that an exact assignment can be 

made. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the top is perceived 

directly by the user. The toolbar can be 

placed over textual content as well as 

over graphical elements. It is the perma-

nent constant in the application and en-

sures that the user can always return to 

the main menu or save content. Most ap-

plications on the PC have their function 

bar in the upper area, which leads to a 

high recognition value among users. 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 4.56 out of 5.00 

points 

Rating effectiveness     M: 4.56 out of 5.00 

points 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.86 out of 

5.00 points 

Rating effectiveness     M: 4.10 out of 

5.00 points 
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Category Generic task: Deepen object information Category Generic task: Selecting from the toolbar 

Name 
Layout variant: Position of information: near 

object 
Name Layout variant: Function bar top 

Problem 

The user should be shown additional infor-

mation about a specific object or product. 

The user should be able to quickly grasp 

and retrieve this information. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Solution 

For 3D models and objects, additional infor-

mation can be provided to the user. This can 

be called up situationally using icons.  

To place the information at the appropriate 

place and in the field of vision of the user, it 

is recommended to display the content di-

rectly on the object. In this way, an icon 

symbolizes to the user that information is 

available. By pressing the icon, this addi-

tional information is retrieved from the user. 

If this information is no longer needed, it 

can be closed again. Due to the different 

placement of the contents, there is no over-

lapping of information. Placing the infor-

mation directly at the object offers the ad-

vantage that an exact assignment can be 

made. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the top is perceived 

directly by the user. The toolbar can be 

placed over textual content as well as 

over graphical elements. It is the perma-

nent constant in the application and en-

sures that the user can always return to 

the main menu or save content. Most ap-

plications on the PC have their function 

bar in the upper area, which leads to a 

high recognition value among users. 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 4.56 out of 5.00 

points 

Rating effectiveness     M: 4.56 out of 5.00 

points 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.86 out of 

5.00 points 

Rating effectiveness     M: 4.10 out of 

5.00 points 

Category Generic task: Deepen object information Category Generic task: Selecting from the toolbar

Name Layout variant: Position of information: near
object Name Layout variant: Function bar top

Problem

The user should be shown additional information
about a specific object or product. The user should
be able to quickly grasp and retrieve this
information.

Problem While the user is in an application, a toolbar is
needed so that the current position can be left.

Solution

For 3D models and objects, additional information
can be provided to the user. This can be called up
situationally using icons.
To place the information at the appropriate place
and in the field of vision of the user, it is
recommended to display the content directly on
the object. In this way, an icon symbolizes to the
user that information is available. By pressing the
icon, this additional information is retrieved from
the user. If this information is no longer needed, it
can be closed again. Due to the different
placement of the contents, there is no overlapping
of information. Placing the information directly at
the object offers the advantage that an exact
assignment can be made.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar at the top is perceived directly by
the user. The toolbar can be placed over textual
content as well as over graphical elements. It is the
permanent constant in the application and ensures
that the user can always return to the main menu
or save content. Most applications on the PC have
their function bar in the upper area, which leads to
a high recognition value among users.
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Table 12. Cont.

Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 4.56 out of 5.00 points
Rating effectiveness M: 4.56 out of 5.00 points
Rating efficiency M: 3.68 out of 5.00 points
Evaluation satisfaction M: 4.56 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.86 out of 5.00 points
Rating effectiveness M: 4.10 out of 5.00 points
Rating efficiency M: 3.10 out of 5.00 points
Evaluation satisfaction M: 3.70 out of 5.00 points
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Category Generic task: Selecting from the toolbar Category 
Generic task: Navigation in documents—

split screen 

Name Layout variant: Function bar bottom Name Layout variant: Scrolling reading style 

Problem 

While the user is in an application, a toolbar 

is needed so that the current position can be 

left. 

Problem 

The user is provided with short texts in a 

split screen while working with the AR 

system. To avoid texts that are too long, 

sensible divisions should be made. 

Solution 

The function bar has the task in the AR sys-

tem that the user can navigate in the current 

view. As soon as an activity is selected from 

the main menu, the function bar is perma-

nently available to the user. 

The function bar at the bottom is perceived 

directly by the user. The toolbar can be 

placed under textual content as well as un-

der graphical elements. It is the permanent 

constant in the application and ensures that 

the user can always return to the main menu 

or save content. The current PCs have a 

function bar at the bottom of the screen in 

their basic settings, so recognition can be 

generated among users. 

Solution 

Textual information can be provided to 

the user in the AR system. The text is 

called up specifically and must be 

quickly grasped by the user. 

Scrolling is suitable for navigating 

through single-column texts on a split 

screen in an AR system. The content sec-

tions of the individual pages enable the 

user to quickly grasp information. Fur-

thermore, scrolling allows the user to re-

view sections that have already been 

read. Scrolling is done by arrows above 

the text and indicates the number of 

pages at the bottom of the screen. The 

advantage of scrolling is that it can be 

designed like reading in a book; by label-

ing the page number, the user gets an 

overview of the scope. 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.44 out of 5.00 

points 

Rating effectiveness     M: 4.98 out of 5.00 

points 

Rating efficiency        M: 3.16 out of 5.00 

points 

Evaluation satisfaction M: 3.30 out of 5.00 

points 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 4.34 out of 

5.00 points 

Rating effectiveness     M: 4.28 out of 

5.00 points 

Rating efficiency        M: 3.68 out of 

5.00 points 

Evaluation satisfaction M: 4.16 out of 

5.00 points 
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Category Generic task: Selecting from the toolbar Category 
Generic task: Navigation in documents—

split screen 

Name Layout variant: Function bar bottom Name Layout variant: Scrolling reading style 

Problem 

While the user is in an application, a toolbar 

is needed so that the current position can be 

left. 

Problem 

The user is provided with short texts in a 

split screen while working with the AR 

system. To avoid texts that are too long, 

sensible divisions should be made. 

Solution 
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the main menu, the function bar is perma-
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The function bar at the bottom is perceived 

directly by the user. The toolbar can be 

placed under textual content as well as un-

der graphical elements. It is the permanent 

constant in the application and ensures that 

the user can always return to the main menu 

or save content. The current PCs have a 

function bar at the bottom of the screen in 

their basic settings, so recognition can be 

generated among users. 

Solution 

Textual information can be provided to 

the user in the AR system. The text is 

called up specifically and must be 

quickly grasped by the user. 

Scrolling is suitable for navigating 

through single-column texts on a split 

screen in an AR system. The content sec-

tions of the individual pages enable the 

user to quickly grasp information. Fur-

thermore, scrolling allows the user to re-

view sections that have already been 

read. Scrolling is done by arrows above 

the text and indicates the number of 

pages at the bottom of the screen. The 

advantage of scrolling is that it can be 

designed like reading in a book; by label-

ing the page number, the user gets an 

overview of the scope. 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 
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Category Generic task: Selecting from the toolbar Category Generic task: Navigation in documents—split
screen

Name Layout variant: Function bar bottom Name Layout variant: Scrolling reading style

Problem While the user is in an application, a toolbar is
needed so that the current position can be left. Problem

The user is provided with short texts in a split
screen while working with the AR system. To
avoid texts that are too long, sensible divisions
should be made.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar at the bottom is perceived directly
by the user. The toolbar can be placed under
textual content as well as under graphical
elements. It is the permanent constant in the
application and ensures that the user can always
return to the main menu or save content. The
current PCs have a function bar at the bottom of
the screen in their basic settings, so recognition can
be generated among users.

Solution

Textual information can be provided to the user in
the AR system. The text is called up specifically
and must be quickly grasped by the user.
Scrolling is suitable for navigating through
single-column texts on a split screen in an AR
system. The content sections of the individual
pages enable the user to quickly grasp information.
Furthermore, scrolling allows the user to review
sections that have already been read. Scrolling is
done by arrows above the text and indicates the
number of pages at the bottom of the screen. The
advantage of scrolling is that it can be designed
like reading in a book; by labeling the page
number, the user gets an overview of the scope.

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.44 out of 5.00 points
Rating effectiveness M: 4.98 out of 5.00 points
Rating efficiency M: 3.16 out of 5.00 points
Evaluation satisfaction M: 3.30 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 4.34 out of 5.00 points
Rating effectiveness M: 4.28 out of 5.00 points
Rating efficiency M: 3.68 out of 5.00 points
Evaluation satisfaction M: 4.16 out of 5.00 points
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Table 13. Examples from the catalog with pattern. Part 2: Variants of interaction. 

Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu 

Name 

Layout variant: Main menu as tile 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Main menu as tile 

Interaction variant: Interaction through fo-

cusing 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Solution 

The main menu is displayed when the 

AR terminal is started. The information 

is available to the user situationally and 

must be called up specifically. The main 

menu in the form of a tile allows the user 

to view the complete contents of the 

main menu briefly. 

With this form of presentation, interac-

tion via gesture control is suitable. The 

action is deliberately and specifically 

triggered by the user through a hand 

movement.  

Attention: 

One hand must always trigger the action, 

which does not allow complete hands-

free work. 

Solution 

The main menu is displayed when the AR 

terminal is started. The information is 

available to the user situationally and 

must be called up specifically. The main 

menu in the form of a tile allows the user 

to view the complete contents of the main 

menu briefly. 

In this form of presentation, the interaction 

is suitable by focusing with the eye. The 

action is only triggered after a set period 

and enables complete, hands-free interac-

tion. The time span until the interaction is 

triggered should only last a few seconds in 

order not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.91 out of 

5.00 points 

Rating effectiveness     M: 4.09 out of 

5.00 points 

Rating efficiency       M: 2.95 out of 

5.00 points 

Evaluation satisfaction M: 3.86 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.84 out of 

5.00 points 

Rating effectiveness     M: 4.15 out of 

5.00 points 

Rating efficiency       M: 3,21 out of 5.00 

points 

Evaluation satisfaction M: 3.90 out of 5.00 

points 
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A range of applications and content is 
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the different contents, the user needs a 
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user. 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Solution 

The main menu is displayed when the 

AR terminal is started. The information 

is available to the user situationally and 

must be called up specifically. The main 

menu in the form of a tile allows the user 

to view the complete contents of the 

main menu briefly. 

With this form of presentation, interac-

tion via gesture control is suitable. The 

action is deliberately and specifically 

triggered by the user through a hand 

movement.  

Attention: 

One hand must always trigger the action, 

which does not allow complete hands-

free work. 

Solution 

The main menu is displayed when the AR 

terminal is started. The information is 

available to the user situationally and 

must be called up specifically. The main 

menu in the form of a tile allows the user 

to view the complete contents of the main 

menu briefly. 

In this form of presentation, the interaction 

is suitable by focusing with the eye. The 

action is only triggered after a set period 

and enables complete, hands-free interac-

tion. The time span until the interaction is 

triggered should only last a few seconds in 

order not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.91 out of 

5.00 points 

Rating effectiveness     M: 4.09 out of 

5.00 points 

Rating efficiency       M: 2.95 out of 

5.00 points 

Evaluation satisfaction M: 3.86 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.84 out of 

5.00 points 

Rating effectiveness     M: 4.15 out of 

5.00 points 

Rating efficiency       M: 3,21 out of 5.00 

points 

Evaluation satisfaction M: 3.90 out of 5.00 

points 
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Table 13. Examples from the catalog with pattern. Part 2: Variants of interaction.

Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu

Name Layout variant: Main menu as tile
Interaction variant: Interaction through gestures Name Layout variant: Main menu as tile

Interaction variant: Interaction through focusing

Problem

A range of applications and content is available to the
user. For an overview of the different contents, the
user needs a main menu. Therefore, the interaction
with the main menu is relevant for the user.

Problem

A range of applications and content is available to the
user. For an overview of the different contents, the
user needs a main menu. Therefore, the interaction
with the main menu is relevant for the user.

Solution

The main menu is displayed when the AR terminal
is started. The information is available to the user
situationally and must be called up specifically. The
main menu in the form of a tile allows the user to
view the complete contents of the main menu
briefly.
With this form of presentation, interaction via
gesture control is suitable. The action is deliberately
and specifically triggered by the user through a
hand movement.
Attention:
One hand must always trigger the action, which
does not allow complete hands-free work.

Solution

The main menu is displayed when the AR terminal
is started. The information is available to the user
situationally and must be called up specifically. The
main menu in the form of a tile allows the user to
view the complete contents of the main menu
briefly.
In this form of presentation, the interaction is
suitable by focusing with the eye. The action is only
triggered after a set period and enables complete,
hands-free interaction. The time span until the
interaction is triggered should only last a few
seconds in order not to influence the daily work
routine; however, unwanted actions can also be
triggered in this way.

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.91 out of 5.00 points
Rating effectiveness M: 4.09 out of 5.00 points
Rating efficiency M: 2.95 out of 5.00 points
Evaluation satisfaction M: 3.86 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.84 out of 5.00 points
Rating effectiveness M: 4.15 out of 5.00 points
Rating efficiency M: 3,21 out of 5.00 points
Evaluation satisfaction M: 3.90 out of 5.00 points
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Name 

Layout variant: Main menu as list 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Main menu as list 

Interaction variant: Interaction through fo-

cusing 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Solution 

The main menu is displayed when the 

AR terminal is started. The information 

is available to the user situationally and 

must be called up specifically. The main 

menu in the form of a list allows the user 

to view the complete contents of the 

main menu immediately.  

With this form of presentation, interac-

tion via gesture control is suitable. The 

action is deliberately and specifically 

triggered by the user through a hand 

movement.  

Attention: 

One hand must always trigger the action, 

which does not allow complete hands-

free work. 

Solution 

The main menu is displayed when the AR 

terminal is started. The information is 

available to the user situationally and 

must be called up specifically. The main 

menu in the form of a list allows the user 

to view the complete contents of the main 

menu immediately.  

With this form of presentation, the interac-

tion is suitable by focusing with the eye. In 

this form of presentation, the interaction is 

suitable by focusing with the eye. The ac-

tion is only triggered after a set period and 

enables complete, hands-free interaction. 

The time span until the interaction is trig-

gered should only last a few seconds in or-

der not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.66 out of 

5.00 points 

Rating effectiveness     M: 4.00 out of 

5.00 points 

Rating efficiency       M: 2.95 out of 

5.00 points 

Evaluation satisfaction M: 3.60 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.59 out of 

5.00 points 

Rating effectiveness     M: 4.06 out of 

5.00 points 

Rating efficiency        M: 3.21 out of 

5.00 points 

Evaluation satisfaction M: 3.64 out of 5.00 

points 
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Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 
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user. 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Solution 

The main menu is displayed when the 

AR terminal is started. The information 

is available to the user situationally and 

must be called up specifically. The main 

menu in the form of a list allows the user 

to view the complete contents of the 

main menu immediately.  

With this form of presentation, interac-

tion via gesture control is suitable. The 

action is deliberately and specifically 

triggered by the user through a hand 

movement.  

Attention: 

One hand must always trigger the action, 

which does not allow complete hands-

free work. 

Solution 

The main menu is displayed when the AR 

terminal is started. The information is 

available to the user situationally and 

must be called up specifically. The main 

menu in the form of a list allows the user 

to view the complete contents of the main 

menu immediately.  

With this form of presentation, the interac-

tion is suitable by focusing with the eye. In 

this form of presentation, the interaction is 

suitable by focusing with the eye. The ac-

tion is only triggered after a set period and 

enables complete, hands-free interaction. 

The time span until the interaction is trig-

gered should only last a few seconds in or-

der not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.66 out of 

5.00 points 

Rating effectiveness     M: 4.00 out of 

5.00 points 

Rating efficiency       M: 2.95 out of 

5.00 points 

Evaluation satisfaction M: 3.60 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.59 out of 

5.00 points 

Rating effectiveness     M: 4.06 out of 

5.00 points 

Rating efficiency        M: 3.21 out of 

5.00 points 

Evaluation satisfaction M: 3.64 out of 5.00 

points 

(…) (…) (…) (…) 

Category Generic task: Select from main menu Category Generic task: Select from main menu

Name Layout variant: Main menu as list
Interaction variant: Interaction through gestures Name Layout variant: Main menu as list

Interaction variant: Interaction through focusing

Problem

A range of applications and content is available to
the user. For an overview of the different contents,
the user needs a main menu. Therefore, the
interaction with the main menu is relevant for the
user.

Problem

A range of applications and content is available to
the user. For an overview of the different contents,
the user needs a main menu. Therefore, the
interaction with the main menu is relevant for the
user.

Solution

The main menu is displayed when the AR terminal
is started. The information is available to the user
situationally and must be called up specifically. The
main menu in the form of a list allows the user to
view the complete contents of the main menu
immediately.
With this form of presentation, interaction via
gesture control is suitable. The action is deliberately
and specifically triggered by the user through a
hand movement.
Attention:
One hand must always trigger the action, which
does not allow complete hands-free work.

Solution

The main menu is displayed when the AR terminal
is started. The information is available to the user
situationally and must be called up specifically. The
main menu in the form of a list allows the user to
view the complete contents of the main menu
immediately.
With this form of presentation, the interaction is
suitable by focusing with the eye. In this form of
presentation, the interaction is suitable by focusing
with the eye. The action is only triggered after a set
period and enables complete, hands-free
interaction. The time span until the interaction is
triggered should only last a few seconds in order
not to influence the daily work routine; however,
unwanted actions can also be triggered in this way.
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Table 13. Cont.

Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.66 out of 5.00 points
Rating effectiveness M: 4.00 out of 5.00 points
Rating efficiency M: 2.95 out of 5.00 points
Evaluation satisfaction M: 3.60 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.59 out of 5.00 points
Rating effectiveness M: 4.06 out of 5.00 points
Rating efficiency M: 3.21 out of 5.00 points
Evaluation satisfaction M: 3.64 out of 5.00 points
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Interaction variant: Interaction through fo-
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Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Solution 

The main menu is displayed when the 

AR terminal is started. The information 

is available to the user situationally and 

must be called up specifically. The main 

menu in the form of a circle allows the 

user to see the complete contents of the 

main menu briefly. 

With this form of display, interaction via 

gesture control is suitable. The action is 

consciously and purposefully triggered 

by the user through a hand movement. 

Attention: 

One hand must always trigger the action, 

which does not allow complete hands-

free work. 

Solution 

The main menu is displayed when the AR 

terminal is started. The information is 

available to the user situationally and 

must be called up specifically. The main 

menu in the form of a circle allows the 

user to see the complete contents of the 

main menu briefly. 

With this form of presentation, the interac-

tion is suitable by focusing with the eye. In 

this form of presentation, the interaction is 

suitable by focusing with the eye. The ac-

tion is only triggered after a set period and 

enables complete, hands-free interaction. 

The time span until the interaction is trig-

gered should only last a few seconds in or-

der not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.72 out of 

5.00 points 

Rating effectiveness     M: 3.93 out of 

5.00 points 

Rating efficiency       M: 2.98 out of 

5.00 points 

Evaluation satisfaction M: 3.73 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.65 out of 

5.00 points 

Rating effectiveness     M: 3.99 out of 

5.00 points 

Rating efficiency        M: 3.24 out of 

5.00 points 

Evaluation satisfaction M: 3.77 out of 5.00 

points 

(…) (…) (…) (…) 

Representation

Information 2021, 12, x FOR PEER REVIEW 21 of 30 

Representation Representation 

Category Generic task: Select from main menu Category Generic task: Select from main menu 

Name 
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Interaction variant: Interaction through fo-

cusing 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Problem 

A range of applications and content is 

available to the user. For an overview of 

the different contents, the user needs a 

main menu. Therefore, the interaction 

with the main menu is relevant for the 

user. 

Solution 

The main menu is displayed when the 

AR terminal is started. The information 

is available to the user situationally and 

must be called up specifically. The main 

menu in the form of a circle allows the 

user to see the complete contents of the 

main menu briefly. 

With this form of display, interaction via 

gesture control is suitable. The action is 

consciously and purposefully triggered 

by the user through a hand movement. 

Attention: 

One hand must always trigger the action, 

which does not allow complete hands-

free work. 

Solution 

The main menu is displayed when the AR 

terminal is started. The information is 

available to the user situationally and 

must be called up specifically. The main 

menu in the form of a circle allows the 

user to see the complete contents of the 

main menu briefly. 

With this form of presentation, the interac-

tion is suitable by focusing with the eye. In 

this form of presentation, the interaction is 

suitable by focusing with the eye. The ac-

tion is only triggered after a set period and 

enables complete, hands-free interaction. 

The time span until the interaction is trig-

gered should only last a few seconds in or-

der not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.72 out of 

5.00 points 

Rating effectiveness     M: 3.93 out of 

5.00 points 

Rating efficiency       M: 2.98 out of 

5.00 points 

Evaluation satisfaction M: 3.73 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.65 out of 

5.00 points 

Rating effectiveness     M: 3.99 out of 

5.00 points 

Rating efficiency        M: 3.24 out of 

5.00 points 

Evaluation satisfaction M: 3.77 out of 5.00 

points 
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Category Generic task: Select from main menu Category Generic task: Select from main menu

Name Layout variant: Main menu as circle
Interaction variant: Interaction through gestures Name Layout variant: Main menu as circle

Interaction variant: Interaction through focusing

Problem

A range of applications and content is available to
the user. For an overview of the different contents,
the user needs a main menu. Therefore, the
interaction with the main menu is relevant for the
user.

Problem

A range of applications and content is available to
the user. For an overview of the different contents,
the user needs a main menu. Therefore, the
interaction with the main menu is relevant for the
user.

Solution

The main menu is displayed when the AR terminal
is started. The information is available to the user
situationally and must be called up specifically. The
main menu in the form of a circle allows the user to
see the complete contents of the main menu briefly.
With this form of display, interaction via gesture
control is suitable. The action is consciously and
purposefully triggered by the user through a hand
movement.
Attention:
One hand must always trigger the action, which
does not allow complete hands-free work.

Solution

The main menu is displayed when the AR terminal
is started. The information is available to the user
situationally and must be called up specifically. The
main menu in the form of a circle allows the user to
see the complete contents of the main menu briefly.
With this form of presentation, the interaction is
suitable by focusing with the eye. In this form of
presentation, the interaction is suitable by focusing
with the eye. The action is only triggered after a set
period and enables complete, hands-free
interaction. The time span until the interaction is
triggered should only last a few seconds in order
not to influence the daily work routine; however,
unwanted actions can also be triggered in this way.

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.72 out of 5.00 points
Rating effectiveness M: 3.93 out of 5.00 points
Rating efficiency M: 2.98 out of 5.00 points
Evaluation satisfaction M: 3.73 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.65 out of 5.00 points
Rating effectiveness M: 3.99 out of 5.00 points
Rating efficiency M: 3.24 out of 5.00 points
Evaluation satisfaction M: 3.77 out of 5.00 points
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Category Generic task: Deepen object information Category Generic task: Deepen object information 

Name 

Layout variant: Information on the object 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Information on the object 

Interaction variant: Interaction through fo-

cusing 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is rele-

vant for the user. 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is relevant 

for the user. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. To place the information in the ap-

propriate place and in the user’s field of 

vision, it is advisable to display the con-

tent directly on the object.  

In this form of presentation, interaction 

via gesture control is suitable. The user 

consciously and specifically triggers the 

action with a hand movement. However, 

one hand always must trigger the action, 

which does not allow complete hands-

free work. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. To place the information in the ap-

propriate place and in the user’s field of 

vision, it is advisable to display the con-

tent directly on the object.  

In this form of presentation, interaction by 

focusing with the eye is suitable. The ac-

tion is triggered only after a specified pe-

riod and enables complete, hands-free in-

teraction. The time span until the interac-

tion is triggered should only last a few sec-

onds in order not to influence the daily 

work routine; however, unwanted actions 

can also be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 4.25 out of 

5.00 points 

Rating effectiveness     M: 4.31 out of 

5.00 points 

Rating efficiency        M: 3.22 out of 

5.00 points 

Evaluation satisfaction M: 4.28 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 4.28 out of 

5.00 points 

Rating effectiveness     M: 4.43 out of 

5.00 points 

Rating efficiency        M: 3.48 out of 

5.00 points 

Evaluation satisfaction M: 4.33 out of 5.00 

points 
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Category Generic task: Deepen object information Category Generic task: Deepen object information 

Name 

Layout variant: Information on the object 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Information on the object 

Interaction variant: Interaction through fo-

cusing 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is rele-

vant for the user. 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is relevant 

for the user. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. To place the information in the ap-

propriate place and in the user’s field of 

vision, it is advisable to display the con-

tent directly on the object.  

In this form of presentation, interaction 

via gesture control is suitable. The user 

consciously and specifically triggers the 

action with a hand movement. However, 

one hand always must trigger the action, 

which does not allow complete hands-

free work. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. To place the information in the ap-

propriate place and in the user’s field of 

vision, it is advisable to display the con-

tent directly on the object.  

In this form of presentation, interaction by 

focusing with the eye is suitable. The ac-

tion is triggered only after a specified pe-

riod and enables complete, hands-free in-

teraction. The time span until the interac-

tion is triggered should only last a few sec-

onds in order not to influence the daily 

work routine; however, unwanted actions 

can also be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 4.25 out of 

5.00 points 

Rating effectiveness     M: 4.31 out of 

5.00 points 

Rating efficiency        M: 3.22 out of 

5.00 points 

Evaluation satisfaction M: 4.28 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 4.28 out of 

5.00 points 

Rating effectiveness     M: 4.43 out of 

5.00 points 

Rating efficiency        M: 3.48 out of 

5.00 points 

Evaluation satisfaction M: 4.33 out of 5.00 

points 
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Category Generic task: Deepen object information Category Generic task: Deepen object information

Name Layout variant: Information on the object
Interaction variant: Interaction through gestures Name Layout variant: Information on the object

Interaction variant: Interaction through focusing
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Table 13. Cont.

Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu

Problem

The user should be shown additional information
about a specific object or product. The user should
be able to quickly grasp and retrieve this
information. The interaction with the main menu is
relevant for the user.

Problem

The user should be shown additional information
about a specific object or product. The user should
be able to quickly grasp and retrieve this
information. The interaction with the main menu is
relevant for the user.

Solution

For 3D models and objects, additional information
can be provided to the user. This can be called up
situationally using icons. To place the information
in the appropriate place and in the user’s field of
vision, it is advisable to display the content directly
on the object.
In this form of presentation, interaction via gesture
control is suitable. The user consciously and
specifically triggers the action with a hand
movement. However, one hand always must
trigger the action, which does not allow complete
hands-free work.

Solution

For 3D models and objects, additional information
can be provided to the user. This can be called up
situationally using icons. To place the information
in the appropriate place and in the user’s field of
vision, it is advisable to display the content directly
on the object.
In this form of presentation, interaction by focusing
with the eye is suitable. The action is triggered only
after a specified period and enables complete,
hands-free interaction. The time span until the
interaction is triggered should only last a few
seconds in order not to influence the daily work
routine; however, unwanted actions can also be
triggered in this way.

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 4.25 out of 5.00 points
Rating effectiveness M: 4.31 out of 5.00 points
Rating efficiency M: 3.22 out of 5.00 points
Evaluation satisfaction M: 4.28 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 4.28 out of 5.00 points
Rating effectiveness M: 4.43 out of 5.00 points
Rating efficiency M: 3.48 out of 5.00 points
Evaluation satisfaction M: 4.33 out of 5.00 points
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Name 

Layout variant: Information on the object 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Information on the object 

Interaction variant: Interaction through fo-

cusing 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is rele-

vant for the user. 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is relevant 

for the user. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. To place the information in the ap-

propriate place and in the user’s field of 

vision, it is advisable to display the con-

tent directly on the object.  

In this form of presentation, interaction 

via gesture control is suitable. The user 

consciously and specifically triggers the 

action with a hand movement. However, 

one hand always must trigger the action, 

which does not allow complete hands-

free work. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. To place the information in the ap-

propriate place and in the user’s field of 

vision, it is advisable to display the con-

tent directly on the object.  

In this form of presentation, interaction by 

focusing with the eye is suitable. The ac-

tion is triggered only after a specified pe-

riod and enables complete, hands-free in-

teraction. The time span until the interac-

tion is triggered should only last a few sec-

onds in order not to influence the daily 

work routine; however, unwanted actions 

can also be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 4.25 out of 

5.00 points 

Rating effectiveness     M: 4.31 out of 

5.00 points 

Rating efficiency        M: 3.22 out of 

5.00 points 

Evaluation satisfaction M: 4.28 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 4.28 out of 

5.00 points 

Rating effectiveness     M: 4.43 out of 

5.00 points 

Rating efficiency        M: 3.48 out of 

5.00 points 

Evaluation satisfaction M: 4.33 out of 5.00 

points 
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Category Generic task: Deepen object information Category Generic task: Deepen object information 

Name 

Layout variant: Information on the object 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Information on the object 

Interaction variant: Interaction through fo-

cusing 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is rele-

vant for the user. 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is relevant 

for the user. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. To place the information in the ap-

propriate place and in the user’s field of 

vision, it is advisable to display the con-

tent directly on the object.  

In this form of presentation, interaction 

via gesture control is suitable. The user 

consciously and specifically triggers the 

action with a hand movement. However, 

one hand always must trigger the action, 

which does not allow complete hands-

free work. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. To place the information in the ap-

propriate place and in the user’s field of 

vision, it is advisable to display the con-

tent directly on the object.  

In this form of presentation, interaction by 

focusing with the eye is suitable. The ac-

tion is triggered only after a specified pe-

riod and enables complete, hands-free in-

teraction. The time span until the interac-

tion is triggered should only last a few sec-

onds in order not to influence the daily 

work routine; however, unwanted actions 

can also be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 4.25 out of 

5.00 points 

Rating effectiveness     M: 4.31 out of 

5.00 points 

Rating efficiency        M: 3.22 out of 

5.00 points 

Evaluation satisfaction M: 4.28 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 4.28 out of 

5.00 points 

Rating effectiveness     M: 4.43 out of 

5.00 points 

Rating efficiency        M: 3.48 out of 

5.00 points 

Evaluation satisfaction M: 4.33 out of 5.00 

points 
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Category Generic task: Deepen object information Category Generic task: Deepen object information

Name Layout variant: Information far from object
Interaction variant: Interaction through gestures Name Layout variant: Information far from object

Interaction variant: Interaction through focusing

Problem

The user should be shown additional information
about a specific object or product. The user should
be able to quickly grasp and retrieve this
information. The interaction with the main menu is
relevant for the user.

Problem

The user should be shown additional information
about a specific object or product. The user should
be able to quickly grasp and retrieve this
information. The interaction with the main menu is
relevant for the user.

Solution

For 3D models and objects, additional information
can be provided to the user. This can be called up
situationally using icons. The information can be
bundled in a central location and placed in the
user’s field of vision; for this purpose, it is
advisable to display the content above the object.
With this form of presentation, interaction via
gesture control is suitable. The action is consciously
and purposefully triggered by the user through a
hand movement.
Attention:
One hand must always trigger the action, which
does not allow complete hands-free work.

Solution

For 3D models and objects, additional information
can be provided to the user. This can be called up
situationally using icons. The information can be
bundled in a central location and placed in the
user’s field of vision; for this purpose, it is
advisable to display the content above the object.
In this form of presentation, the interaction is
suitable by focusing with the eye. In this case, the
action is only triggered after a set period and
enables complete, hands-free interaction.
Attention:
The time span until the interaction is triggered
should only last a few seconds in order not to
influence the daily work routine; however,
unwanted actions can also be triggered in this way.
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Table 13. Cont.

Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.45 out of 5.00 points
Rating effectiveness M: 3.64 out of 5.00 points
Rating efficiency M: 2.60 out of 5.00 points
Evaluation satisfaction M: 3.52 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.48 out of 5.00 points
Rating effectiveness M: 3.76 out of 5.00 points
Rating efficiency M: 2.86 out of 5.00 points
Evaluation satisfaction M: 3.57 out of 5.00 points

( . . . ) ( . . . ) ( . . . ) ( . . . )

Representation

Information 2021, 12, x FOR PEER REVIEW 23 of 30 
 

 

Category Generic task: Deepen object information Category Generic task: Deepen object information 

Name 

Layout variant: Information far from ob-

ject 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Information far from ob-

ject 

Interaction variant: Interaction through fo-

cusing 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is rele-

vant for the user. 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is relevant 

for the user. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. The information can be bundled in 

a central location and placed in the user’s 

field of vision; for this purpose, it is ad-

visable to display the content above the 

object.  

With this form of presentation, interac-

tion via gesture control is suitable. The 

action is consciously and purposefully 

triggered by the user through a hand 

movement. 

Attention: 

One hand must always trigger the action, 

which does not allow complete hands-

free work. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. The information can be bundled in a 

central location and placed in the user’s 

field of vision; for this purpose, it is advis-

able to display the content above the ob-

ject.  

In this form of presentation, the interaction 

is suitable by focusing with the eye. In this 

case, the action is only triggered after a set 

period and enables complete, hands-free 

interaction. 

Attention: 

The time span until the interaction is trig-

gered should only last a few seconds in or-

der not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.45 out of 

5.00 points 

Rating effectiveness     M: 3.64 out of 

5.00 points 

Rating efficiency       M: 2.60 out of 

5.00 points 

Evaluation satisfaction M: 3.52 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.48 out of 

5.00 points 

Rating effectiveness     M: 3.76 out of 

5.00 points 

Rating efficiency       M: 2.86 out of 

5.00 points 

Evaluation satisfaction M: 3.57 out of 5.00 

points 

(…) (…) (…) (…) 
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Name Layout variant: Function bar top  Name Layout variant: Function bar top  
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Category Generic task: Deepen object information Category Generic task: Deepen object information 

Name 

Layout variant: Information far from ob-

ject 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Information far from ob-

ject 

Interaction variant: Interaction through fo-

cusing 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is rele-

vant for the user. 

Problem 

The user should be shown additional in-

formation about a specific object or prod-

uct. The user should be able to quickly 

grasp and retrieve this information. The 

interaction with the main menu is relevant 

for the user. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. The information can be bundled in 

a central location and placed in the user’s 

field of vision; for this purpose, it is ad-

visable to display the content above the 

object.  

With this form of presentation, interac-

tion via gesture control is suitable. The 

action is consciously and purposefully 

triggered by the user through a hand 

movement. 

Attention: 

One hand must always trigger the action, 

which does not allow complete hands-

free work. 

Solution 

For 3D models and objects, additional in-

formation can be provided to the user. 

This can be called up situationally using 

icons. The information can be bundled in a 

central location and placed in the user’s 

field of vision; for this purpose, it is advis-

able to display the content above the ob-

ject.  

In this form of presentation, the interaction 

is suitable by focusing with the eye. In this 

case, the action is only triggered after a set 

period and enables complete, hands-free 

interaction. 

Attention: 

The time span until the interaction is trig-

gered should only last a few seconds in or-

der not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.45 out of 

5.00 points 

Rating effectiveness     M: 3.64 out of 

5.00 points 

Rating efficiency       M: 2.60 out of 

5.00 points 

Evaluation satisfaction M: 3.52 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.48 out of 

5.00 points 

Rating effectiveness     M: 3.76 out of 

5.00 points 

Rating efficiency       M: 2.86 out of 

5.00 points 

Evaluation satisfaction M: 3.57 out of 5.00 

points 
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Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar 

Name Layout variant: Function bar top  Name Layout variant: Function bar top  

Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar

Name Layout variant: Function bar top
Interaction variant: Interaction through gestures Name Layout variant: Function bar top

Interaction variant: Interaction through focusing

Problem While the user is in an application, a toolbar is
needed so that the current position can be left. Problem While the user is in an application, a toolbar is

needed so that the current position can be left.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar at the top is perceived directly by
the user. The function bar can be placed above
textual content as well as above graphical elements.
In this form of presentation, interaction via gesture
control is suitable. The user consciously and
specifically triggers the action with a hand
movement. However, one hand always must
trigger the action, which does not allow complete
hands-free work.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar at the top is perceived directly by
the user. The function bar can be placed above
textual content as well as above graphical elements.
With this form of presentation, the interaction is
suitable by focusing with the eye. In this case, the
action is triggered only after a specified period and
enables complete, hands-free interaction. The time
span until the interaction is triggered should only
last a few seconds in order not to influence the daily
work routine; however, unwanted actions can also
be triggered in this way.

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.94 out of 5.00 points
Rating effectiveness M: 4.14 out of 5.00 points
Rating efficiency M: 3.24 out of 5.00 points
Evaluation satisfaction M: 3.81 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.83 out of 5.00 points
Rating effectiveness M: 4.18 out of 5.00 points
Rating efficiency M: 3.44 out of 5.00 points
Evaluation satisfaction M: 3.88 out of 5.00 points

( . . . ) ( . . . ) ( . . . ) ( . . . )
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Interaction variant: Interaction through 

gestures 

Interaction variant: Interaction through fo-

cusing 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current posi-

tion can be left. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the top is perceived 

directly by the user. The function bar can 

be placed above textual content as well 

as above graphical elements.  

In this form of presentation, interaction 

via gesture control is suitable. The user 

consciously and specifically triggers the 

action with a hand movement. However, 

one hand always must trigger the action, 

which does not allow complete hands-

free work. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the top is perceived di-

rectly by the user. The function bar can be 

placed above textual content as well as 

above graphical elements.  

With this form of presentation, the interac-

tion is suitable by focusing with the eye. In 

this case, the action is triggered only after 

a specified period and enables complete, 

hands-free interaction. The time span until 

the interaction is triggered should only 

last a few seconds in order not to influence 

the daily work routine; however, un-

wanted actions can also be triggered in 

this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.94 out of 

5.00 points 

Rating effectiveness     M: 4.14 out of 

5.00 points 

Rating efficiency        M: 3.24 out of 

5.00 points 

Evaluation satisfaction M: 3.81 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.83 out of 

5.00 points 

Rating effectiveness     M: 4.18 out of 

5.00 points 

Rating efficiency        M: 3.44 out of 

5.00 points 

Evaluation satisfaction M: 3.88 out of 5.00 
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Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar 

Name 

Layout variant: Function bar down   

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Function bar down  

Interaction variant: Interaction through fo-

cusing 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current posi-

tion can be left. 
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gestures 
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Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current posi-

tion can be left. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the top is perceived 

directly by the user. The function bar can 

be placed above textual content as well 

as above graphical elements.  

In this form of presentation, interaction 

via gesture control is suitable. The user 

consciously and specifically triggers the 

action with a hand movement. However, 

one hand always must trigger the action, 

which does not allow complete hands-

free work. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the top is perceived di-

rectly by the user. The function bar can be 

placed above textual content as well as 

above graphical elements.  

With this form of presentation, the interac-

tion is suitable by focusing with the eye. In 

this case, the action is triggered only after 

a specified period and enables complete, 

hands-free interaction. The time span until 

the interaction is triggered should only 

last a few seconds in order not to influence 

the daily work routine; however, un-

wanted actions can also be triggered in 

this way. 

Evidence 
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Evidence 
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Evaluation of usefulness M: 3.83 out of 
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Rating effectiveness     M: 4.18 out of 
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points 
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Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar 

Name 

Layout variant: Function bar down   

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Function bar down  

Interaction variant: Interaction through fo-

cusing 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current posi-

tion can be left. 

Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar

Name Layout variant: Function bar down
Interaction variant: Interaction through gestures Name Layout variant: Function bar down

Interaction variant: Interaction through focusing

Problem While the user is in an application, a toolbar is
needed so that the current position can be left. Problem While the user is in an application, a toolbar is

needed so that the current position can be left.
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Table 13. Cont.

Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar at the bottom is directly perceived
by the user. The function bar can be placed under
textual content as well as under graphical elements.
With this form of presentation, interaction via
gesture control is suitable. The user consciously
and purposefully triggers the action by moving his
or her hand. However, one hand always must
trigger the action, which does not allow complete
hands-free working.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar at the bottom is directly perceived
by the user. The function bar can be placed under
textual content as well as under graphical elements.
In this form of presentation, the interaction is
suitable by focusing with the eye. The action is only
triggered after a set period and enables complete
hands-free interaction. The time span until the
interaction is triggered should only last a few
seconds in order not to influence the daily work
routine; however, unwanted actions can also be
triggered in this way.

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.73 out of 5.00 points
Rating effectiveness M: 4.08 out of 5.00 points
Rating efficiency M: 3.27 out of 5.00 points
Evaluation satisfaction M: 3.61 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.62 out of 5.00 points
Rating effectiveness M: 4.12 out of 5.00 points
Rating efficiency M: 3.47 out of 5.00 points
Evaluation satisfaction M: 3.68 out of 5.00 points
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Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the bottom is directly 

perceived by the user. The function bar 

can be placed under textual content as 

well as under graphical elements. 

With this form of presentation, interac-

tion via gesture control is suitable. The 

user consciously and purposefully trig-

gers the action by moving his or her 

hand. However, one hand always must 

trigger the action, which does not allow 

complete hands-free working. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the bottom is directly 

perceived by the user. The function bar 

can be placed under textual content as 

well as under graphical elements. 

In this form of presentation, the interaction 

is suitable by focusing with the eye. The 

action is only triggered after a set period 

and enables complete hands-free interac-

tion. The time span until the interaction is 

triggered should only last a few seconds in 

order not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.73 out of 

5.00 points 

Rating effectiveness     M: 4.08 out of 

5.00 points 

Rating efficiency        M: 3.27 out of 

5.00 points 

Evaluation satisfaction M: 3.61 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 
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Evaluation of usefulness M: 3.62 out of 

5.00 points 

Rating effectiveness     M: 4.12 out of 
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5.00 points 

Evaluation satisfaction M: 3.68 out of 5.00 

points 
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Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar 

Name 

Layout variant: Function bar right  

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Function bar right  

Interaction variant: Interaction through fo-

cusing 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current posi-

tion can be left. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar on the right-hand side 

is perceived directly by the user. The 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar on the right-hand side is 

perceived directly by the user. The toolbar 
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Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the bottom is directly 

perceived by the user. The function bar 

can be placed under textual content as 

well as under graphical elements. 

With this form of presentation, interac-

tion via gesture control is suitable. The 

user consciously and purposefully trig-

gers the action by moving his or her 

hand. However, one hand always must 

trigger the action, which does not allow 

complete hands-free working. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar at the bottom is directly 

perceived by the user. The function bar 

can be placed under textual content as 

well as under graphical elements. 

In this form of presentation, the interaction 

is suitable by focusing with the eye. The 

action is only triggered after a set period 

and enables complete hands-free interac-

tion. The time span until the interaction is 

triggered should only last a few seconds in 

order not to influence the daily work rou-

tine; however, unwanted actions can also 

be triggered in this way. 

Evidence 

Usability test: Prototypical evaluation 

with 50 test persons 

Evaluation of usefulness M: 3.73 out of 

5.00 points 

Rating effectiveness     M: 4.08 out of 

5.00 points 

Rating efficiency        M: 3.27 out of 

5.00 points 

Evaluation satisfaction M: 3.61 out of 

5.00 points 

Evidence 

Usability test: Prototypical evaluation with 

50 test persons 

Evaluation of usefulness M: 3.62 out of 

5.00 points 

Rating effectiveness     M: 4.12 out of 

5.00 points 

Rating efficiency        M: 3.47 out of 

5.00 points 

Evaluation satisfaction M: 3.68 out of 5.00 

points 
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Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar 

Name 

Layout variant: Function bar right  

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Function bar right  

Interaction variant: Interaction through fo-

cusing 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current posi-

tion can be left. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar on the right-hand side 

is perceived directly by the user. The 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar on the right-hand side is 

perceived directly by the user. The toolbar 

Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar

Name Layout variant: Function bar right
Interaction variant: Interaction through gestures Name Layout variant: Function bar right

Interaction variant: Interaction through focusing

Problem While the user is in an application, a toolbar is
needed so that the current position can be left. Problem While the user is in an application, a toolbar is

needed so that the current position can be left.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar on the right-hand side is perceived
directly by the user. The toolbar can be placed to
the right of textual content as well as to the right of
graphical elements.
In this form of presentation, interaction via gesture
control is suitable. The user consciously and
specifically triggers the action with a hand
movement. However, one hand always has to
trigger the action, which does not allow complete
hands-free work.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar on the right-hand side is perceived
directly by the user. The toolbar can be placed to
the right of textual content as well as to the right of
graphical elements.
With this form of presentation, the interaction is
suitable by focusing with the eye. In this case, the
action is triggered only after a specified period and
enables complete hands-free interaction. The time
span until the interaction is triggered should only
last a few seconds in order not to influence the daily
work routine; however, unintentional actions can
also be triggered in this way.

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.75 out of 5.00 points
Rating effectiveness M: 4.04 out of 5.00 points
Rating efficiency M: 3.02 out of 5.00 points
Evaluation satisfaction M: 3.71 out of 5.00 points

Evidence

Usability test: Prototypical evaluation with 50 test
persons
Evaluation of usefulness M: 3.52 out of 5.00 points
Rating effectiveness M: 4.08 out of 5.00 points
Rating efficiency M: 3.22 out of 5.00 points
Evaluation satisfaction M: 3.78 out of 5.00 points

( . . . ) ( . . . ) ( . . . ) ( . . . )
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Category Generic Task: Select from Main Menu Category Generic Task: Select from Main Menu
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toolbar can be placed to the right of tex-

tual content as well as to the right of 

graphical elements. 

In this form of presentation, interaction 

via gesture control is suitable. The user 

consciously and specifically triggers the 

action with a hand movement. However, 

one hand always has to trigger the ac-

tion, which does not allow complete 

hands-free work. 

can be placed to the right of textual con-

tent as well as to the right of graphical ele-

ments. 

With this form of presentation, the interac-

tion is suitable by focusing with the eye. In 

this case, the action is triggered only after 

a specified period and enables complete 

hands-free interaction. The time span until 
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the daily work routine; however, uninten-

tional actions can also be triggered in this 

way. 
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Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar 

Name 

Layout variant: Function bar left 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Function bar left 

Interaction variant: Interaction through fo-

cusing 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current posi-

tion can be left. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar in the left area is per-

ceived directly by the user. The toolbar 

can be placed to the left of textual con-

tent as well as to the left of graphical ele-

ments. 

With this form of presentation, interac-

tion via gesture control is suitable. The 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar in the left area is per-

ceived directly by the user. The toolbar 

can be placed to the left of textual content 

as well as to the left of graphical elements. 

In this form of presentation, the interaction 

is suitable by focusing with the eye. The 

action is only triggered after a set period 
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consciously and specifically triggers the 
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one hand always has to trigger the ac-
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hands-free work. 

can be placed to the right of textual con-

tent as well as to the right of graphical ele-

ments. 

With this form of presentation, the interac-
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this case, the action is triggered only after 
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way. 
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Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar 

Name 

Layout variant: Function bar left 

Interaction variant: Interaction through 

gestures 

Name 

Layout variant: Function bar left 

Interaction variant: Interaction through fo-

cusing 

Problem 

While the user is in an application, a 

toolbar is needed so that the current po-

sition can be left. 

Problem 

While the user is in an application, a 

toolbar is needed so that the current posi-

tion can be left. 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar in the left area is per-

ceived directly by the user. The toolbar 

can be placed to the left of textual con-

tent as well as to the left of graphical ele-

ments. 

With this form of presentation, interac-

tion via gesture control is suitable. The 

Solution 

The function bar has the task in the AR 

system that the user can navigate in the 

current view. As soon as an activity is se-

lected from the main menu, the function 

bar is permanently available to the user. 

The function bar in the left area is per-

ceived directly by the user. The toolbar 

can be placed to the left of textual content 

as well as to the left of graphical elements. 

In this form of presentation, the interaction 

is suitable by focusing with the eye. The 

action is only triggered after a set period 

Category Generic task: Selecting from the toolbar Category Generic task: Selecting from the toolbar
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Interaction variant: Interaction through focusing

Problem While the user is in an application, a toolbar is
needed so that the current position can be left. Problem While the user is in an application, a toolbar is

needed so that the current position can be left.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar in the left area is perceived directly
by the user. The toolbar can be placed to the left of
textual content as well as to the left of graphical
elements.
With this form of presentation, interaction via
gesture control is suitable. The user consciously
and purposefully triggers the action by moving his
or her hand. However, the action must always be
triggered by one hand, which does not allow
complete hands-free working.

Solution

The function bar has the task in the AR system that
the user can navigate in the current view. As soon
as an activity is selected from the main menu, the
function bar is permanently available to the user.
The function bar in the left area is perceived directly
by the user. The toolbar can be placed to the left of
textual content as well as to the left of graphical
elements.
In this form of presentation, the interaction is
suitable by focusing with the eye. The action is only
triggered after a set period and enables complete
hands-free interaction. The time span until the
interaction is triggered should only last a few
seconds in order not to influence the daily work
routine; however, unwanted actions can also be
triggered in this way.

Evidence

Usability test: Prototypical evaluation with 50 test
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Evaluation of usefulness M: 3.63 out of 5.00 points
Rating effectiveness M: 3.97 out of 5.00 points
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Evaluation satisfaction M: 3.44 out of 5.00 points
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6. Discussion

The paper aims to draw attention to the importance of layout design in the industrial
sector. However, this is only the first step, and investigations are still very general.

From the point of view of software technology, many further developments can still
be included over the next few years. Long-term ergonomic studies are still required for
the permanent use of data glasses. These can look at the effects of permanent use of the
data devices in the workplace for employees and include occupational health and safety.
The present paper is still general in its industrial orientation. Here, too, subsequent studies
can deal more intensively with the industry-specific subtasks. Especially in the layout
design, differentiation is important for the coming years so that there are explicit ways of
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looking at the different workflows and tasks. In addition to the layout, other interaction
possibilities must always be considered. Gesture control is always developed further and
here, it requires an iterative review as to which interactions are applicable in the industrial
field. This paper is intended to be the initial impetus for further investigations and would
like to focus on industry in the technical developments.

7. Conclusions

The background of the paper is the processing of data from Industry 4.0 in quality
assurance with AR glasses. The research objective is to explore how the user interface
of an AR system can be designed in an industrial environment. The goal is to create a
standard on a high ergonomic level that makes it possible to create consistency between AR
applications. The experiment results showed that there is no difference in the ergonomic
quality of the four de facto standards on the market in terms of layout. However, in terms
of interaction, focusing was preferred over gesture control. This led to the finding that
the solutions on the market already have a certain ergonomic quality that has grown over
time. No clear preferences could be found among users regarding the layout design. The
limitations lie in reducing the information to fit the task and context. The pattern catalog is
intended to serve as the first aid for developers when designing user interfaces for AR end
devices in the industrial sector. Furthermore, the paper provides a starting point for future
research. Recognizing decision patterns is important, which can be achieved by combining
information technologies, such as business and operational intelligence.
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