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Abstract: Cyber-physical systems are typically composed of a physical system (plant) controlled by a
software (controller). Such a controller, given a plant state s and a plant action u, returns 1 iff taking
action u in state s leads to the physical system goal or at least one step closer to it. Since a controller K
is typically stored in compressed form, it is difficult for a human designer to actually understand how
“good” K is. Namely, natural questions such as “does K cover a wide enough portion of the system
state space?”, “does K cover the most important portion of the system state space?” or “which actions
are enabled by K in a given portion of the system space?” are hard to answer by directly looking
at K. This paper provides a methodology to automatically generate a picture of K as a 2D diagram,
starting from a canonical representation for K and relying on available open source graphing tools
(e.g., Gnuplot). Such picture allows a software designer to answer to the questions listed above, thus
achieving a better qualitative understanding of the controller at hand.

Keywords: control software synthesis; control software visualisation; cyberphysical systems; model
checking

1. Introduction

In a Cyber-Physical System [1,2], two main components can be highlighted—a physical
part (often referred to as the plant), and a software part. The software part may have two
possible goals, either to monitor the plant by checking that its evolution satisfies given
safety and/or liveness properties [2,3], or to control the plant, by computing actions being
taken so that the plant evolution satisfies given safety and/or liveness properties.

In this paper, we focus on the latter category, which we call Software Based Control
Systems (SBCSs). Thus, an SBCS consists of two main subsystems—the controller and the
plant. Typically, the plant is a physical system consisting, for example, of mechanical or
electrical devices whereas the controller consists of control software running on a microcon-
troller. In an endless loop (see Figure 1), the controller reads sensor outputs from the plant
and sends commands to plant actuators in order to guarantee that the closed loop system
(that is, the system consisting of both plant and controller) meets given safety and liveness
specifications (system level formal specifications). The typical control loop skeleton for an
SBCS is the following. Measure x of the system state from plant sensors goes through an
analog-to-digital (AD) conversion, yielding a quantized value x̂. Then, a function ctrlLaw
computes a command û to be sent to plant actuators after a digital-to-analog (DA) conversion.

Software generation from models and formal specifications forms the core of Model
Based Design of embedded software [4]. This approach is particularly interesting for SBCSs
since in such a case system level (formal) specifications are much easier to define than the
control software behavior itself. Basically, the control software design problem for SBCSs
consists in designing software implementing the function ctrlLaw .
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Figure 1. Closed loop composed by plant and controller.

Automatic methods and tools aiming at automatically synthesizing function ctrlLaw
have been developed in recent years, for example, in [5–10]. In this paper, we will refer to
the method described in [10,11], but the approach we describe may be applied to the other
ones as well. Namely, the methodology described in [10,11] (which is implemented by the
QKS tool) takes as input the following:

• A plant model, given as a Discrete Time Linear Hybrid System (DTLHS). Namely,
such a model may be defined by continuous as well as discrete variables, provided
that the dynamics is described by linear constraints;

• System level formal specifications, that describe functional requirements of the closed
loop system (i.e., initial and goal regions);

• Implementation specifications, that describe non functional requirements of the control
software, such as the number of bits used in the quantization process, the required
worst case execution time, and so forth.

The output is a C-code implementation of function ctrlLaw , which is able to drive any
initial plant state to the plant goal states.

In the following, by exploiting the quantization (i.e., discretization) of states and
actions, we represent the control software with a boolean relation K (controller), which takes
as input (the n-bits encoding of) a state x of the plant and (the a-bits encoding of) a proposed
action to be performed u, and returns as output true (i.e., 1) iff the system specifications are
met when performing action u in state x. Moreover, we define dom(K) = {x | ∃u. K(x, u)}
as the set of states covered by K. Note that QKS always synthesizes a controller K s.t.
dom(K) is as big as possible. Furthermore, the C-code implementation of K which is
output by QKS is actually based on a representation of K as a compressed boolean function,
by using OBDDs (Ordered Binary Decision Diagrams, see Section 2). This is also the case
for most of the other methodologies cited above [5–9].

Suppose now that the number of bits encoding the system state is about 20, and the
number of bits encoding the system action is between 1 and 4. Even assuming such low
numbers, if K is represented as a plain (state, action) pairs, it will contain millions of (state,
action) pairs. While this is fine if K must be accessed by an actual control software, it would
be difficult for a human designer to actually understand how “good” K is. Namely, natural
questions such as “does K cover a wide enough portion of the system state space?”, “does
K cover the most important portion of the system state space?”, “how can we qualitatively
compare two different controllers K1 and K2?” or “which actions are enabled by K in a
given portion of the system space?” are hard to answer by directly looking at the table
representing K. If K is compressed using OBDDs, answering these questions may be even
harder. In order to enable a human to give a (qualitative) answer, we need a representation
of K more suited for humans than a (compressed) table, which is more suited for software.
Thus, a graphical compact representation of K as a 2D (or 3D) picture is needed.
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1.1. Our Main Contributions

In this paper we present an algorithm that, from an OBDD representation of a con-
troller K for a DTLHS modeling an SBCS, effectively and efficiently generates a 2D picture
(namely, an input file for Gnuplot [12]) depicting K. Such a picture consists of a Cartesian
plane representing the starting DTLHS state space. If the starting DTLHS is described
by exactly two state variables, each axis of the Cartesian plane directly corresponds to a
DTLHS variable and each point of the Cartesian space directly corresponds to a DTLHS
state. Otherwise, our approach allows the user to choose two (“interesting”) variables
among the ones describing the DTLHS. The picture is generated so that all regions of states,
for which the same actions are defined on K, are painted with the same color. Namely, the
color for a state (x, y) is uniquely determined by the set of actions enabled by K in (x, y).
In the following, we will denote such actions set as c(x, y) = {u | K((x, y), u)}. As a special
case, if c(x, y) = ∅ for some (x, y), that is, (x, y) is not controlled by K, then the color is
white. A separate picture showing the relation between a color and the corresponding
actions set is also automatically generated. In this way, the state region for which any color
is shown depicts the coverage of K, whilst the regions colors give a glimpse of which actions
are turned on by K. This allows designers to qualitatively answer questions regarding how
“good” K is, such as those exemplified above.

In our setting, since we look for controllers K for which a software implementation
is possible, a finite number of bits is used to encode both the states and the actions of the
starting DTLHS. Suppose now that |u| = a, that is, a bits are needed in order to encode
an action of the given DTLHS. Then, there may be at most 22a

different actions sets. This
entails that we may need up to 22a

different colors, that is, |{c(x, y) | (x, y) is a state}| ≤ 22r
.

As an example, with a = 5 we need about 4× 109 colors, which is more than a typical RGB
(Red-Green-Blue) code with 8 bits per color may achieve. Thus, in worst case our method
may work only up to a = 4. However, for most systems |{c(x, y) | (x, y) is a state}| � 22a

,
that is, the worst case very rarely occurs, thus we may generate the picture even if a ≥ 5.

We present experimental results showing the effectiveness of the proposed algorithm.
As an example, in about one hour we are able to generate the pairs of pictures described
above for a multi-input buck DC-DC converter with a = 4 action bit variables.

Finally, we remark that, though in this paper we focus on controllers visualisation,
our methodology can be extended to formal verification of cyber-physical systems [13–15],
as formal verification and control synthesis are intertwined research areas. Namely, the
following is a (non-complete) list of possible envisaged extensions of our approach.

1. For OBDD-based (i.e., symbolic) formal verification [16,17], our methodology could
be easily adapted to visualise, for example, the reachable state space, which is rep-
resented with OBDDs. This is also possible for some explicit model checkers such
as SPIN, which may represent the reachable state space as an OBDD-like data struc-
ture [18].

2. In system-level formal verification [19–29], a simulation campaign is used to check if
a system is correct, by relying on a simulator of the system itself. Furthermore, a
simulation campaign compactly represents a set of input (test) traces for the system
under verification, in a way which resembles the compaction provided by OBDDs.
Hence, our methodology could be used to visualise the distribution of the test traces,
as well as their coverage w.r.t. the state space of the system to be verified.

3. Statistical model checking [30,31] refers to a series of simulation-based techniques that
can be used to determine if the probability that a system satisfies a given property is
sufficiently high or not (or to actually compute an approximation of such probability).
Statistical model checking can be used in many and very diverse areas, for example,
biological systems [32–37], smart grids [38–40] and communication protocols [41]. In
such context, our approach may be extended so as to visualise the probability of a
given property, by colouring the state space of the system under verification. The
same idea may be applied to probabilistic model checking (see, e.g., [42,43]).
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1.2. Paper Outline

This paper is organized as follows. Section 2 provides the background needed to
understand the results of this paper. Section 4 describes our method to generate a picture
visualizing a controller. Section 5 provides experimental results. Section 3 provides a
survey of related work. Finally, Section 6 summarizes and concludes the paper.

2. Basic Definitions

To make this paper self-contained, in this section we briefly summarize previous
work on the automatic generation of control software for Discrete Time Linear Hybrid
System (DTLHS) from system level formal specifications focusing on basic definitions and
mathematical tools that will be useful in the sequel.

Figure 2 shows the control software synthesis flow that we consider here [10]. We
model the controlled system (i.e., the plant) as a DTLHS (Section 2.4), that is a discrete time
hybrid system whose dynamics is modeled as a linear predicate (Section 2.1) over a set of
continuous as well as discrete variables. The behavior (i.e., semantics) of a DTLHS is given
in terms of a Labeled Transition System (LTS, Section 2.3).

Figure 2. Control Software Synthesis Flow.

Given a plant H modeled as a DTLHS, a set of goal states G (liveness specifications)
and an initial region I, both represented as linear predicates, we are interested in finding
a restriction K of the behavior of H such that in the closed loop system all paths starting in a
state in I lead to G after a finite number of steps. Finding K is the DTLHS control problem
(Section 2.4) that is in turn defined as a suitable LTS control problem (Section 2.3).

Finally, we are interested in controllers that take their decisions by looking at quantised
states, that is, the values that the control software reads after an AD conversion. This is the
quantised DTLHS control problem. Controllers K, which are solution of a quantised DTLHS
control problem, are the starting point for the method we describe in this paper.

2.1. Predicates

We denote with X = [x1, . . . , xn] a finite sequence of variables. Each variable x ranges
on a known (bounded or unbounded) interval Dx either of the reals or of the integers
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(discrete variables). We denote with DX the set ∏x∈X Dx. Boolean variables are discrete
variables ranging on the set B = {0, 1}. Unless otherwise stated, we suppose real variables
to range on R and integer variables to range on Z.

A linear expression over a list of variables X is a linear combination of variables in X
with rational coefficients. A linear constraint over X (or simply a constraint) is an expression
of the form L(X) ≤ b, where L(X) is a linear expression over X and b is a rational constant.
Finally, a conjunctive predicate is a conjunction of constraints.

2.2. OBDD Representation for Boolean Functions

We will denote boolean functions f : Bn → B with boolean expressions on boolean
variables involving + (logical OR), · (logical AND, usually omitted thus xy = x · y), ¯
(logical complementation) and ⊕ (logical XOR). We will also denote vectors of boolean
variables in boldface, e.g., x = 〈x1, . . . , xn〉. Moreover, we also denote with f |xi=g(x) the
boolean function f (x1, . . . , xi−1, g(x), xi+1, . . . , xn). Note that, with such notation, we have
that ∃xi. f (x) is the boolean function f |xi=0(x) + f |xi=1(x). A truth assignment µ is a partial
map from an ordered set of boolean variables V to (B∪ {⊥})|V|. A minterm of µ is a total
extension of µ, i.e., a total truth assignment ν : V → B|V| s.t. µ(x) 6=⊥→ ν(x) = µ(x) for
all x ∈ V . The value of a minterm (or of a total truth assignment) ν is ∑n

i=1 2i−1ν(xi), being
V = [x1, . . . , xn].

A Complemented edges OBDD (COBDD [44,45]) ρ = (V, E, r,V , var, low, high, flip, ord)
is a directed acyclic graph (DAG) (V, E) with the following properties:

• r ∈ V is the root of the DAG ρ;
• var : V → V ∪ 1 assigns to each vertex v either a variable in V (if v is an internal node)

or the unique terminal node 1 (otherwise), so that var(v) = var(v′) = 1 implies v = v′;
• the terminal node v s.t. var(v) = 1 has no children (i.e., the set {v′ | (v, v′) ∈ E} is

empty). In the following, by abusing notation, we will denote with 1 the terminal
node itself;

• each internal node v 6= 1 has exactly two children (i.e., the set S(v) = {v′ | (v, v′) ∈ E}
has exactly two elements);

• high, low : V → V∪ ⊥ are partial functions which distinguish the two successors of v
as the then-child and the else-child. That is, high(v) ∈ S(v) represents the case in which
var(v) is true (then-child) and low(v) ∈ S(v) represents the case in which var(v) is
false (else-child). Both high, low are partial since they are not defined on the terminal
node 1;

• flip : V → B∪ ⊥ is a partial function assigning to each internal node v a boolean
value, meaning that the edge (v, low(v)) is complemented. Function flip is partial
since it is not defined on the terminal node 1;

• on each path from an internal node to the terminal node 1, the variables labeling each
internal node must follow the same ordering ord. That is, ord : V → {1, . . . , |V|} is a
bijective function and for all π = v1, . . . , vn s.t. (vi, vi+1) ∈ E and var(vn) = 1, it must
hold that ord(var(vi)) < ord(var(vi+1)) for all i = 1, . . . , n− 2.

Given a COBDD ρ, its semantics is a boolean function depending on boolean variables
in var(V). Such semantics, denoted by J·Kρ, is recursively defined as follows. The semantics
of the terminal node 1 w.r.t. flipping bit b is the boolean constant b̄, that is,

J1, bKρ := b̄. (1)

The semantics of internal node v w.r.t. flipping bit b, with var(v) = x, is the
boolean function

Jv, bKρ := xJhigh(v), bKρ + x̄Jlow(v), b⊕ flip(v).Kρ (2)

Finally, the semantics of ρ is Jr, flip(r)Kρ. We will write Jv, bK instead of Jv, bKρ when ρ
is understood.
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In the following, we will always consider reduced COBDDs, that is, COBDDs with the
minimum number of nodes among the ones having as semantics the same boolean function.
Computing boolean operations on such reduced COBDDs can be efficiently implemented,
as described in [44–46].

2.3. Most General Optimal Controllers

A Labeled Transition System (LTS) is a tuple S = (S, A, T) where S is a (finite or infinite)
set of states, A is a finite set of actions, and T is the (possibly non-deterministic) transition
relation of S . A controller for an LTS S is a function K : S× A → B enabling actions in a
given state. We denote with dom(K) the set of states for which a control action is enabled.
An LTS control problem is a triple P = (S , I, G), where S is an LTS and I, G ⊆ S. A controller
K for S is a strong solution to P iff it drives each initial state s ∈ I in a goal state t ∈ G,
notwithstanding nondeterminism of S . A strong solution K∗ to P is optimal iff it minimizes
path lengths. An optimal strong solution K∗ to P is the most general optimal controller (we
call such a solution an MGO) iff in each state it enables all actions enabled by other optimal
controllers. For more formal definitions of such concepts, see [10]. For efficient algorithms
to compute MGOs starting from finite-state (nondeterministic) LTSs see [47].

2.4. Discrete Time Linear Hybrid Systems

In this section, we introduce the class of discrete time Hybrid Systems that we use as
plant models, namely Discrete Time Linear Hybrid Systems (DTLHSs for short). For a more
complete introduction, see [10].

Definition 1. A Discrete Time Linear Hybrid System is a tupleH = (X, U, Y, N) where: X is
a finite sequence of present state variables (we denote with X′ the sequence of next state variables
obtained by decorating with ′ all variables in X); U is a finite sequence of input variables; Y is a finite
sequence of auxiliary variables; N(X, U, Y, X′) is a conjunctive predicate over X ∪U ∪Y ∪ X′

defining the transition relation (next state) of the system. Note that X, U, Y may contain discrete
as well as continuous variables.

DTLHSs may be used to represent many interesting real-world plants, such as e.g.,
the multi-input buck DC-DC converter used in Section 5.

Given a DTLHS H = (X, U, Y, N), we define its behavior (i.e., dynamics) as LTS(H)
= (DX, DU , Ñ) where: Ñ : DX × DU × DX → B is a function s.t. Ñ(x, u, x′) ≡ ∃ y ∈
DY. N(x, u, y, x′). A state x for H is a state x for LTS(H). A DTLHS control problem
P = (H, I, G) is defined as the LTS control problem (LTS(H), I, G).

In classical control theory, the concept of quantisation has been introduced (e.g., see [48])
in order to manage real valued variables in (discrete) control software. Quantisation is
the process of approximating a continuous interval by a set of integer values. Formally, a
quantisation function γ for a real interval I = [α, β] is a non-decreasing function γ : I → Z
s.t. γ(I) is a bounded integer interval. In the following, we will only consider uniform
quantisations. That is, all quantisation functions γ are defined so that [α, β] is divided in
2b equal intervals, and γ(x) = v iff x lays inside the v-th interval, with 0 ≤ v ≤ 2b − 1.
As a result, γ−1(v) is an interval for all 0 ≤ v ≤ 2b − 1. In the following, we will define a
uniform quantisation function γ by only providing b as the number of bits. We will also
refer to the quantisation function step of γ, notation ‖γ‖, as |I|

2b .
Finally, a quantisation Q = (A, Γ) for a DTLHS encloses the set of quantisation func-

tions Γ, containing a quantisation function γx (as discussed above, γx ∈ N is the number of
bits to be used in the quantisation) for all state and action variables x ∈ X and u ∈ U (in
the following, we will refer to Γ−1 with the set of all γ−1

x ), as well as the bounded (safe)
admissible region A on which the desired controller is supposed to work. Namely, A bounds
both state variables (subregion AX) on which the controller has to keep the system and
action variables (subregion AU) on which the controller works. The quantisation step ‖Γ‖ is
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defined as max{ ‖γ‖ | γ ∈ Γ}. Again, given all admissible regions A, a quantisation can
be defined by only providing the number of bits bx for each variable x ∈ X.

By applying a quantisation to the dynamics LTS(H) of a DTLHS H we obtain a
finite-state LTS. A control problem admits a quantised solution if control decisions can
be made by just looking at quantised values (i.e., considering only the finite-state LTS).
This enables a software implementation for a controller, as well as usage of algorithms
mentioned in Section 2.3 in order to compute controllers. To accommodate quantisation
errors, always present in software based controllers, it is useful to relax the notion of control
solution by tolerating the error on the continuous variables to be at most the quantisation
step. Accordingly, we look for controllers that drive the plant to the goal G with an error
at most ‖Γ‖ (we call such a controller a ‖Γ‖-solution to P). Definition 2 formalizes the
above concepts.

Definition 2. Given a quantisation Q, a Q Quantised Feedback Control (QFC) solution to a
DTLHS control problem P is a ‖Γ‖ solution K(x, u) to P such that K(x, u) = K̂(Γ(x), Γ(u)),
where K̂ : Γ(AX)× Γ(AU)→ B.

For efficient (non-complete) algorithms to compute QFC solutions to a DTLHS control
problem, for example, see [10]. The approach we present here (Section 4) takes as input a
controller which is a QFC solution of a DTLHS control problem.

2.4.1. Controllers and COBDDs

By Definition 2, K is based on a controller K̂ that only looks at integer (quantised)
values. Thus, by considering the boolean encoding of such values (as it is usual in Model
Checking applications), we have that K̂, and by abuse of notation K, can be represented
as a COBDD ρ s.t. JρK = K. More formally, given Q = (A, Γ), for all x ∈ X, we need a set
of Γx boolean variables enc(x) = [x1, . . . , xΓx ] in order to encode x (and analogously for
actions u ∈ U). This implies that, in the resulting COBDD ρ, the set of boolean variables
V (which is the target set for labeling function var) consists of the boolean variables
x = [enc(x1), . . . , enc(x|X|)] for the state and u = [enc(u1), . . . , enc(u|U|)] for the action.

3. Other Related Work

This article is an extended and completely revised version of [49]. With respect
to [49], this paper provides more details in all article sections, including revised and
enriched experiments.

Many papers (e.g., see [10,11,50–54]) tackling the problem of synthesizing control
software (which looks tato quantized states) or control laws (which look at real states)
of hybrid systems show pictures of the type we generate in this paper (with r = 1, i.e.,
only one bit for the actions). However, to the best of our knowledge there are no papers
directly focusing on the method to generate such pictures, thus no automatic approach to
controllers visualization is described.

An entire area of Computer Science is dedicated to Visualization, that is, to using (often
parallel) algorithms to visualize scientific data (see [55] for a survey). Such algorithms are
tailored to visualize data coming from given application domains, such as Biology (see,
e.g., [56,57]), Medicine (see, e.g., [58–61]), Mathematics (see, e.g., [62]), and more specifically,
for example, in weather forecasting (see, e.g., [63]), in cellular screen visual analysis (see,
e.g., [64]) and in taxi trajectories [65]. Such works typically start from a huge amount of
available data to be visualized, whilst here our starting point is an OBDD representing a
controller. Moreover, we focus on a field, that is, visualization of control software, which is
not considered by works in the topics of Visualization. Finally, the OBDD-based method
described here to obtain the final pictures is not used in Visualization.

Therefore, to the best of our knowledge this is the first time that an algorithm generat-
ing a picture of the coverage of a controller for a DTLHS is presented.
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4. Automatic Visualization of Control Software

In this section, we describe (Algorithms 1 and 2) our method to automatically generate
a 2D picture giving a human-readable representation of a Q QFC solution K to a DTLHS
control problem P = (H, I, G) with a given quantisation Q = (A, Γ).

The picture we generate lies on a 2D Cartesian plane. IfH has exactly 2 state variables,
then each axis of the picture is labeled with a state variable ofH and has a range bounded
by A. The key property is the following: a point (x, y) in the picture is colored depending
on which action set is enabled by K in the DTLHS state (x, y), that is, on

c(x, y) = {u | K((x, y), u) = 1}. (3)

IfH has l + 2 state variables with l > 0 (i.e., if |X| = l + 2), then our method requires us
to choose which variables have to be used as axis labels. That is, as a further input a partition
of X in two sets {x, y} and {d1, . . . , dl} is needed. Given this, the action set we consider for
each point (x, y) in the Cartesian space is c(x, y) = {u | ∃d1, . . . , dl . K((x, y, d1, . . . , dl), u) =
1}. This entails that in the output picture a state (x, y) is colored iff there exists at least a
value for all plant state variables {d1, . . . , dl} that is controlled by K.

Note that the picture output by our approach is practically useful ifH has at least two
real variables, which is indeed the case in most real-world SBCSs. Finally, a second picture
showing the correspondence between action sets and colors is also generated, so that the
first one may be easily interpreted.

Algorithm 1 Visualizing a controller.

Require: DTLHS H, quantisation Q = (a, Γ), state variables set Ξ s.t. |Ξ| = 2, COBDD
ρ = (V, E, r,V , var, low, high, flip, ord)

Ensure: Visualize(H,Q, Ξ, ρ):
1: let n = ∑x∈Ξ Γx and a = ∑u∈U Γu
2: let enc be the encoding defined by Q on X and U
3: let ∪x∈X\Ξenc(x) = {v1, . . . , v`}
4: let v, b be s.t. Jv, bKρ = ∃v1, . . . , v`. JρK
5: let ρ′ = (V′, E′, r′,V , var′, low′, high′, flip′, ord′) be s.t. i) Jρ′Kρ′ = JρKρ and ii) ord′(w) =

ord(w)− a if ord(w) > a, and ord′(w) = ord(w) + n otherwise
6: M←CreateGnuplotBody(ρ′, flip′(r′), n,⊥,∅)
7: M′ ←CompactSameColorRegions(M)
8: χ←LexOrderedDiffColorsRGB ({(v, b) | ∃µ s.t. (µ, v, b) ∈ M′})
9: 〈P, C〉 ← 〈∅,∅〉

10: for all triples (µ, v, b) ∈ M′ do
11: using Q, append to P the rectangle corresponding to µ with color χ((v, b))
12: for all (v, b) s.t. ∃(µ, v, b) ∈ M′ do
13: append to C a rectangle of color χ((v, b)) with label SatAll(ρ′, v, b)
14: return 〈P, C〉
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Algorithm 2 Visualizing a controller: Gnuplot body.

Require: COBDD ρ = (V, E, r,V , var, low, high, flip, ord), flipping bit b, number of state
boolean variables n, truth assignment µ, (assignment, COBDD node, flipping bit) triples
set M

Ensure: CreateGnuplotBody(ρ, b, a, µ, M):
1: c← b
2: if (v = 1 ∧ ¬c) ∨ (v 6= 1 ∧ ord(var(v)) > n) then
3: for all minterms ν of µ do
4: M← M ∪ (ν, v, c)
5: else if v 6= 1 then
6: µ(var(v))← 1
7: M←CreateGnuplotBody(ρ, high(v), c, n, µ, M)
8: µ(var(v))← 0
9: if flip(v) then c← ¬c

10: M←CreateGnuplotBody(ρ, low(v), c, n, µ, M)
11: return M

4.1. Input and Output

In order to generate the two pictures with the properties described above, we design a
function Visualize (described in Algorithm 1), which takes as input:

• A DTLHS plant modelH = (X, U, Y, N);
• A quantisation Q = (A, Γ) for H. Such quantisation specifies i) how many bits are

used to discretize variables in X and in U and ii) the bounds of variables in X and U;
• A subset Ξ ⊆ X of plant state variables s.t. |Ξ| = 2. Variables in Ξ are those to be

shown in the axes of the final 2D picture. If |X| = 2, then Ξ = X;
• A Q QFC solution K to a control problem involvingH, represented as a COBDD ρ s.t.

JρK = K.

The output of Visualize is a Gnuplot [12] source files pair (P, C) describing the picture
P to be generated and the color legend C. Note, however, that Visualize may be easily
adjusted to work with any other graphing tool, provided that it generates pictures from
textual descriptions. In Algorithm 1, we represent P as a list of rectangles in the plant state
space (restricted to variables in Ξ). To each rectangle, we associate the RGB code of the
corresponding color to be displayed. Analogously, C is a list of colored rectangles with
height equal to the height of the picture: on the x axis the action set corresponding to each
colored rectangle is shown. If too many action sets are used in P, then C may be split in
many pictures in order to retain readability.

4.2. Algorithm Details

Function Visualize works as follows. First of all, in line 1 the number of boolean
variables needed to encode the plant state variables in Ξ and action variables in U are
computed as n and a respectively. Then, in lines 2–4, state boolean variables encod-
ing plant state variables not in Ξ (i.e., those not to be displayed in the final picture) are
existentialised out from K, thus obtaining COBDD node v and flipping bit b such that
Jv, bK = ∃v1, . . . , v`. JρK = ∃v1, . . . , v`. K = K̃. As a result, the final picture will show
all values for plant state variables in Ξ s.t. there exists at least a value for all plant state
variables in X \ Ξ that is controlled by K.

In order to generate the desired picture, we need to visit the COBDD ρ starting from
the node v with the flipping bit b computed above, so as to obtain an action set. That is,
we want to traverse ρ starting from v so as to arrive to a node ṽ s.t. the COBDD rooted
in ṽ is only labeled with action boolean variables. In formulas, we want to find all ṽ, b̃ s.t.
Jṽ, b̃Kρ = F(u), i.e., F does not depend on state variables in x, but only on action variables
in u. In order to do this, we need state variables to come before action variables in the
ordering defined by function ord, i.e., ord(vx) < ord(vu) for all vx ∈ enc(x), vu ∈ enc(u) s.t.
x ∈ X, u ∈ U. However, in order to obtain a better compression, controllers are represented
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with COBDDs where the ordering function ord is s.t. ord(vx) > ord(vu) [10]. Hence, by
using standard COBDD reordering algorithms [44,45], line 5 changes the ordering to be
the desired one, thus obtaining a new COBDD ρ′ representing the same function of ρ, that
is, K̃.

This allows us to perform a depth-first search (DFS in the following) of the COBDD ρ′

representing K̃, by calling (line 6) function CreateGnuplotBody described in Algorithm 2.
The goal of function CreateGnuplotBody (see Section 4.2.1) is to return a list M of (µ, w, c)
triples s.t. µ is a total truth assignment to all state boolean variables, w is a node of COBDD
ρ′ and c is a flipping bit. For each triple (µ, w, c) in M, the following holds: if x̂ is the value
of µ (i.e., x̂ is a quantised state described by the variables in Ξ), then Jw, cK is the (boolean)
characteristic function of the action set enabled by K̃ in x̂. That is, Jw, cK = F s.t. F(û) holds
iff K̃(x̂, û) holds. Note that, by definition of K̃, this entails that for all plant states x in the
quantised state x̂ (i.e., such that x ∈ Γ−1(x̂)) K enables the set of actions u s.t. the boolean
encoding of u (i.e., û) satisfies Jw, cK.

Once function CreateGnuplotBody has finished, the returned list M may be directly
translated in a Gnuplot file P as follows. For each triple (µ, w, c) in M, the value x̂ of µ is
translated in a rectangle having as bounds those of Γ−1(x̂), that is, of the Cartesian product
of the intervals that are mapped to x̂ (line 11). The RGB color of such a rectangle may be
determined starting from the address (a C language pointer) of w, also taking into account
the flipping bit c. However, this has the following drawbacks: (i) the Gnuplot file for
the picture may be too big; (ii) different runs of function Visualize (e.g., with different
quantisations, and thus different boolean encoding, for plant state variables) may result
in different colors for equal action sets, which may make difficult an effective comparison
between different experiments. In order to counteract (i), M is compacted, by collapsing
contiguous quantised states with the same action sets (function CompactSameColorRegions
in line 7 of Algorithm 1). This is performed by a greedy sub-optimal procedure, which
first compacts vertically all adjacent rectangles with the same color and then compacts the
resulting rectangles horizontally. In order to avoid (ii), we first generate all the needed
colors, that is, those corresponding to action set in A = {(w, c) | ∃µ s.t. (µ, w, c) ∈ M}
(line 8). Then, we use a lexicographical ordering on A to pick one of such colors. This is
done by actually considering all actions enabled by Jw, cK, so that we always obtain the
same colors associated to the same action sets.

Note that generating many distinguishable colors is by itself a non-trivial problem [66,67].
In this work, we rest on a technique which generates equally spaced colors in the H-
dimension of the HSV (Hue Saturation Value) color space [68], and then converts them
back into the RGB space using fixed values for S and V (in our experiments, we fix
V = 0.95 and S = 0.5) and standard algorithms [69]. Namely, we start from c1 = 0.5
and then, for all color pairs (ci, ci+1) s.t. ci+1 is generated immediately after ci, we
have that H(ci+1) = frac(H(ci) + Φ), being H the H-dimension in the HSV color space,
Φ =

√
5−1
2 ≈ 0.618033988749895 the golden ration conjugate and frac(x) = x − bxc the

fractional part of x. Using more complex (and more expensive from a computational point
of view) techniques, like e.g., [66], may improve pictures readability.

Finally, the Gnuplot file C maintaining the correspondence between colors and action
sets is generated in lines 12–13, where SatAll returns all satisfying minterms of the boolean
function represented by the given COBDD. If this results in too many colors, C is split in
many files in order to retain readability.

We remark that, by using the above described technique for generating distinguishable
colors, we are not giving a special meaning to the colors we are using. That is, our approach
would equally work if, e.g., we swap the colors assigned to two different action sets. As a
result, we would obtain a differently colored figure P, and a different figure C giving the
new legend. Summing up, using colors is, in our approach, a means to visualize which
action set is used in a given state region, by simultaneously considering the two figures P
(where colors are used) and C (where colors meaning, in terms of action set, are provided).
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4.2.1. Function CreateGnuplotBody

Function CreateGnuplotBody (Algorithm 2) essentially performs a DFS of COBDD ρ
starting from the root r with flipping bit flip(r). We recall that, when CreateGnuplotBody is
called at line 6 of Algorithm 1, the COBDD ρ′ resulting from having changed the variables
ordering and having existintialised on “non-interesting” variables is passed. On each path
from r to 1, such DFS stops as soon as an action boolean variable is found at node v and
flipping bit c. In fact, if ord(var(v)) > n (line 2), then we have passed the mark for plant
state boolean variables, and hence the sub-tree rooted in v will only contain nodes labeled
with action boolean variables (as a consequence of variable reordering discussed above).
While exploring such a path, the corresponding (partial) truth assignment µ is maintained,
that is, if the then edge of a node w has been traversed, then µ(var(w)) is set to 1 (lines 6–
7); if the else edge has been traversed, then µ(var(w)) is set to 0 (lines 8–10). Moreover, if
a complemented edge is traversed, the flipping bit b is flipped (line 9). Once the current
path ends in a node v labeled by an action boolean variable (line 2), the to-be-returned list
M is updated (lines 3–4) by adding all minterms of the current µ together with the action
set (v, c). Line 2 also detects the case in which 1 is reached without passing through action
variables. In this case, if the flipping bit is 0 (i.e., no complementation required) then all
actions are enabled by K for the quantised states corresponding to values of minterms
of µ, thus all minterms of µ are added to M. Otherwise, if the flipping bit is 1, then no
action is enabled for the quantised states corresponding to values of minterms of µ (i.e., the
corresponding action set is ∅), thus no minterms are added.

5. Experimental Results

We implemented our picture generation algorithm in the C programming language,
using the CUDD (Colorado University Decision Diagram) package for OBDD based com-
putations and BLIF (Berkeley Logic Interchange Format) files to represent input OBDDs.
We name the resulting tool KPS (Kontroller Picture Synthesizer). KPS is part of a more general
tool named QKS (Quantized feedback Kontrol Synthesizer [10]). In this section we present our
experiments that aim at evaluating effectiveness of KPS.

5.1. Experimental Settings: Case Study

The experimental results in this paper refer to the multi-input buck DC-DC con-
verter [70] (Figure 3) case study. Namely, a multi-input buck DC-DC converter is a cyber-
physical control system where the plant is a mixed-mode analog circuit converting the
DC input voltage (Vi in Figure 3) to a desired DC output voltage (vO in Figure 3), and the
controller computes actions to actuate some circuit switches in order to maintain current
and voltage within given bounds. As an example, buck DC-DC converters are used off-chip
to scale down the typical laptop battery voltage (12–24) to the just few volts needed by the
laptop processor (e.g., [71]) as well as on-chip to support Dynamic Voltage and Frequency
Scaling (DVFS) in multicore processors (e.g., [72]). Because of its widespread use, control
schemas for buck DC-DC converters have been widely studied (e.g., see [71,72]). The typi-
cal software based approach (e.g., see [71]) is to control the switches u1, . . . , un in Figure 3
(typically implemented with a MOSFET) with a microcontroller.

In such a converter (Figure 3), there are n power supplies with voltage values
V1, . . . , Vn, n switches with voltage values vu

1 , . . . , vu
n and current values Iu

1 , . . . , Iu
n , and

n input diodes D0, . . . , Dn−1 with voltage values vD
0 , . . . , vD

n−1 and current iD
0 , . . . , iD

n−1.
The typical goal for a multi-input buck is to drive iL and vO within given goal intervals.

In our case study, we have that the goal is defined by the linear constraints −2 ≤ iL ≤ 2
and 4.99 ≤ vO ≤ 5.01.
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Figure 3. Multi-input Buck DC-DC converter.

5.2. Experimental Settings: Running KPS

For our experiments, we consider four controllers for buck DC-DC converters with
i inputs, being i ∈ {1, 2, 3, 4}, generated by QKS as described in [11]. We denote the
DTLHS representing the buck with i inputs as Hi, and with ρi the COBDD representing
the controller Ki(x, u) forHi as generated by QKS. Quantizations for such DTLHSs is Q is
s.t. n = |x| = 20 and ai = |u| = i. For each ρi, we run KPS so as to compute Visualize(Hi,
Q, X, ρi, vi, bi) (see Algorithm 1). All our experiments have been carried out on a 3.0 GHz
Intel hyperthreaded Quad Core Linux PC with 8 GB of RAM.

5.3. KPS Performance

In this section we will show the performance (in terms of computation time and output
size) of the algorithms discussed in Section 4. Table 1 shows our experimental results. The
i-th row in Table 1 corresponds to experiments running KPS so as to compute Visualize(Hi,
Q, X, ρi, vi, bi) (see Algorithm 1). Columns in Table 1 have the following meaning. Column
a shows the number of action variables |u| (note that |x| = 20 on all our experiments).
Column CPU(P) shows the computation time of KPS, that is, of function Visualize of
Algorithm 1 (in seconds). Columns |P|, |J| and |E| show the size in KB of, respectively,
the source Gnuplot file for the 2D picture (i.e., the output P of function Visualize of
Algorithm 1), the JPEG (Joint Photographic Experts Group) file generated by Gnuplot from
P (i.e., with compression), and the EPS (Encapsulated Postscript) file generated by Gnuplot
from P (i.e., without compression). Finally, Column CPU(G) shows the computation time
of Gnuplot (in seconds) to generate the JPEG and the EPS files (computation time and size
for file C are negligible).

Table 1. KPS performance (CPU times are in seconds).

a CPU(P) CPU(G) |P| |J| |E|

1 9.15e+00 3.25e+02 6.17e+03 2.46e+01 5.19e+03
2 1.00e+01 1.47e+03 1.29e+04 2.91e+01 1.09e+04
3 1.06e+01 2.43e+03 1.67e+04 2.91e+01 1.39e+04
4 1.10e+01 3.58e+03 2.02e+04 3.16e+01 1.68e+04

From Table 1 we can see that, in slightly more than 10 s we are able to generate the
Gnuplot file for the multi-input buck with a = 4 action variables. Then, Gnuplot needs
about one hour to synthesize the actual picture (either in JPEG or in EPS).
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5.4. Controllers Qualitative Evaluation via Pictures

In Figures 4, 6, 8 and 9 we show the output P generated by the KPS–Gnuplot chain
for K1, . . . , K4. Moreover, in Figures 5 and 7 we show the output C (i.e., colors legend)
generated by the KPS–Gnuplot chain for K1 and K2.

We now show how we may answer to the questions exemplified in Section 1 (plus
one), thanks to Figures 4–9:

• Do K1, . . . , K4 cover a wide enough portion of the system state space? The answer is yes
for all controllers K1, . . . , K4, since the region for which any color is shown covers
nearly all the system state space. Moreover, we may see that, increasing the number
of actions (i.e., going from K1 to K4) the coverage increases.

• Do K1, . . . , K4 cover the most important portion of the system state space? Again, the answer
is yes for all controllers K1, . . . , K4. Namely, in the DC-DC buck converter case study
the most important part is the starting point iL = 0, vO = 0 and the goal region
(delimited by −2 ≤ iL ≤ 2 A and 4.99 ≤ vO ≤ 5.01 V). In all four cases, it is clear that
such regions are covered.

• Which actions are enabled by K1, . . . , K4 in a given portion of the system space? If we focus
on the whole covered state space, we have the following. From Figure 5 we may
immediately see that all possible actions sets are used by K1. On the other hand,
from Figure 7 we immediately conclude that only 7 actions sets out of 222 − 1 = 15
(excluding the empty actions set) are indeed enabled in K2. Note that, in order to
retain readability, colors legend pictures always have at most 3 colors. If more than
n > 3 actions sets are used by the given controller, then d n

3 e pictures for colors legend
are used. This results in 1 picture for K1 and in 3 pictures for K2. For space reasons,
we do not show colors legends for K3 and K4. Namely, K3 uses 25 actions set (out of
255), resulting in 9 files for colors legend, whilst K4 uses 83 actions sets (out of 65,535),
resulting in 28 files for colors legend.

• Is there an actions set which is used more than the other actions sets? We have that the most
used actions sets are {1} for K1 and {(0, 1), (1, 1)} for K2. By considering the missing
colors legend pictures, analogous results may be obtained for K3 and K4.

• Which is the distribution of action sets on the state space? Let us focus, e.g., on Figure 4.
We have a huge portion on the left part of the picture which is colored in green, which
corresponds to action u1 = 1 (see Figure 5). This may be interepreted as follows: for
negative values of iL (provided that vO is not too small w.r.t. iL), the only action
enabled by the controller is always to close the switch u1 (see Figure 3). As a further
example, if 2 ≤ iL ≤ 3 A and vO < 2 V, then there are some states for which u1 = 1
(switch closed, green color in Figure 5) and some other for which it is ok to perform
any action (either close or open the switch is ok, pink color in Figure 5).

Figure 4. Picture P for K1, as generated by KPS and Gnuplot. The x-axis is in Ampere (A), the y-axis
is in Volt (V).
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Figure 5. Picture C for K1, as generated by KPS and Gnuplot. The x-axis represents possible
action sets.

Figure 6. Picture P for K2, as generated by KPS and Gnuplot. The x-axis is in Ampere (A), the y-axis
is in Volt (V).

Figure 7. Pictures C for K1, as generated by KPS and Gnuplot. The x-axis represents possible action sets.
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Figure 8. Picture P for K3, as generated by KPS and Gnuplot. The x-axis is in Ampere (A), the y-axis
is in Volt (V).

Figure 9. Picture P for K4, as generated by KPS and Gnuplot. The x-axis is in Ampere (A), the y-axis
is in Volt (V).

6. Conclusions and Future Work

In this paper, we addressed the problem of providing a graphical human-readable
representation (i.e., of visualizing) a controller K for a software-based control system,
represented as a discrete-time linear hybrid system (DTLHS). Such a representation is
useful for allowing a human designer to have a qualitative measure of the controller
behavior. To this aim, we presented an algorithm and a tool KPS implementing it, which,
from an OBDD representation of K, effectively generates a 2D picture depicting K. Such a
picture consists of a Cartesian plane where each point corresponds to a state of the starting
DTLHS, and assigns the same color to all regions of states for which the same actions set
is defined on K. A separated set of pictures showing the relation between a color and the
corresponding actions set is also automatically generated. In this way, the state region
for which any color is shown depicts the coverage of K, whilst the regions colors give a
glimpse of which actions are turned on by K on given plant states regions. We have shown
feasibility of our proposed approach by presenting experimental results on using it to
visualize the controller for a multi-input buck DC-DC converter. Such experimental results
show that our automatically generated pictures may indeed answer important qualitative
questions above the controller behavior.

The proposed approach currently generates a 2D picture, which works well for systems
with two plant state variables. A useful extension of the proposed approach would be
to synthesise an interactive 3D picture in essentially the same way as we do here, by
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generating parallelepipeds instead of rectangles. Such an approach would work well for
systems with at least three state variables. Having an interactive picture would allow the
designer to rotate or zoom the picture, so as to explore hidden regions.

An interesting future research direction is also to investigate a different graphical
representation of a given controller, in order to work well with any number of state
variables. As an example, a 3D bar picture may be generated so that for each quantized
value of the two variables to be shown (i.e., those in Ξ in the notation of Section 4.1)
a bar shows the percentage of coverage w.r.t. variables not to be shown (i.e., not in Ξ).
Moreover, we plan to show how we can use our approach to qualitatively compare different
controllers for the same plant, obtained by changing some key parameters in the plant
model. Furthermore, we plan to apply our approach to other areas in which OBDDs or
OBDD-like data structures are used, such as symbolic formal verification, system-level
formal verification and statistical model checking.
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BLIF Berkeley Logic Interchange Format
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CUDD Colorado University Decision Diagram
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DAG Directed Acyclic Graph

DFS Depth-First Search

DTLHS Discrete Time Linear Hybrid System

EPS Encapsulated Postscript
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HSV Hue Saturation Value

JPEG Joint Photographic Experts Group

KPS Kontroller Picture Synthesizer

LTS Labeled Transition System

MGO Most General Optimal controller

MILP Mixed Integer Linear Programming

OBDD Ordered Binary Decision Diagram

QFC Quantized Feedback Control

QKS Quantized feedback Kontrol Synthesizer

RGB Red Green Blue
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