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Abstract: The article deals with the topic of attention paid to online privacy policy statements
by university students. Privacy policy statements were originally intended to mitigate the users’
privacy con-cerns and support trust, but users disregard them. The article uses the theory of planned
behav-iour combined with privacy calculus to find and verify determinants of reading privacy policy
statements. We used the survey method and evaluated the results with partial least square struc-tural
equation modelling. We concluded that the attitude towards reading privacy policy state-ments is
influenced by privacy risks and privacy benefits. The intention to read privacy policy statements is
influenced by social norms, understanding the privacy policy and mainly by the willingness to spend
time and effort reading the statements. The effect of attitude was also signif-icant, but its size was
smaller. Finally, wider conclusions are drawn, as the confusion around pri-vacy policy statements is
a symptom of a wider social change in the information society.

Keywords: privacy policy statement; privacy calculus; privacy online; online services; understanding
privacy policy statements

1. Private Information

The aim of this study is to identify and describe factors that influence the approach to-
wards privacy policy statements. The factors determine the intention to read the statements
and the execution of this intention.

In the area of web services, the potential for growth is very high because of Internet
availability, low access costs, higher computer competence among users, availability of
information, processing potential of ICTs (Information and Communication Technologies),
personalisation of services and their convenience. On the other hand, users leave behind a
lot of personal data which can easily be collected, compiled, used for manipulation or sold.

Culnan (2019) [1] sees big data as the currently most threatening challenge for privacy
policy as complex technologies, new data practices and ways of business operations and
behavioural advertising are difficult if not impossible to explain in detail. Rapid changes
make any privacy notice obsolete and inaccurate. Another problem lies in the secondary
use of data. Data may be used for purposes different from those originally stated, they
may be combined with data from other sources, new personal data may be created from
nonpersonal data. The understanding of contextual norms by companies is limited, even
though they are important as they reflect expectations of acceptable practices in various
contexts.

We should realise that the original equivalence model of companies’ offers and users’
choice is not valid any more. The asymmetry is immense, users are very vulnerable and
depend on how fairly companies deal with their personal data. Users often can either
accept the privacy policy or not receive access to the site or service. That exerts pressure on
them and impedes free decision-making.

One option would be if companies integrated ethics and consumers’ expectations into
their risk assessment, but that is difficult to expect as a lot of data processing is done in
secrecy—users very often do not know who uses their data and how they are used. The
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benefits of personal data processing for companies are numerous. Another problem dwells
in the fact that ethics is not unanimous and transformable into algorithms.

For companies, the information users disclose online represents a source of competitive
advantage. Users’ information allows companies to understand users’ behaviour and
preferences. On the other hand, users have concerns regarding their privacy that should be
addressed because violations of users’ privacy bring reputational damage.

Big data change our decision making [2]. New ICTs allow for collecting, storing and
processing big amounts of users’ data and subsequently understanding users’ behaviour
and preferences. Such knowledge provides companies with competitive advantages—
companies may personalise their products and services [3].

For users, however, the privacy remains a salient factor [4–7]. They are concerned
about information risks [8].

Previous research has focused on variables such as privacy concerns, trust, information
sensitivity, intention to disclose personal information [9–11], but it has not focused on
privacy policy statements specifically and the application of behavioural theories explaining
users’ attitude towards them.

Privacy policies inform users about how their personal data will be used and how
protected the data will be [12]. The privacy policy should reduce users’ fears about their
personal information [13].

However, for users, the privacy policy does not represent a simple solution. Privacy
policies rely on the principle of transparency, but this solution is not problem-free.

2. Privacy Policy Statement

To increase users’ trust web service providers can employ a lot of mechanisms that
ensure the personal information will remain secure. Examples include approval of third
party certifications, quality of the web site design, ratings, references, financial compensa-
tions for privacy breach or privacy policy statements. The statements codify how personal
information will be used. They are relatively simple and cheap and help especially in
cases where the service provider does not have a high reputation yet. Privacy policy
statements vary in length, ease of understanding, placement and level of protection [14].
We will concentrate on privacy policy statements to evaluate their effectiveness and the
problems related to them. We will use them as paradigmatic examples of information
society changes. The method of scientific literature research and analyses will be used, and
synthetic conclusions will be drawn.

As for privacy policy statements, we need some universal rules that would somehow
balance the situation even though they will not be able to respect individual differences.
The internationally recognised and thus most general principles of information privacy
although less detailed than OECD or EU principles (the most famous is the GDPR—General
Data Protection Regulation, EU 2016/679) are the FIPP (Federal Trade Commission’s
Fair Information Practice Principles) practices. These principles form the foundation of
privacy statements, which are then supplemented according to the specific circumstances
and contexts.

Ignorance of Privacy Policy Statements

The most significant problem with privacy policy statements is that users do not read
them. As early as in 2006 T. H. Cate in her book chapter [15] pointed out that the amount
of notices and consent opportunities rise, but the public ignores it. An older study has
shown that consumers do not even read important information regarding the transaction,
such as product warranties [16]. Therefore, although privacy policy statements are well
written they do not have any effect if users do not take notice of them. Agreeing with
the terms and conditions is very often a fictitious answer. There are even ironic web
pages (https://tosdr.org/or@BiggestLie_com, accessed on 24 March 2021) pointing out
the hypocrisy. The notice policy does not work. From one perspective it may seem that
ignoring the privacy and terms of service policies is a regulatory failure and we need

https://tosdr.org/or@BiggestLie_com
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another, maybe more pragmatic approach that would secure privacy and proper handling
of data.

A recent study [17] has shown that 74% of respondents skipped privacy policy state-
ments or terms of service statements. Most respondents agreed to the policies (97% to
privacy policy, 93% to terms of service). The negative predictor of reading was information
overload. Most users consider the policies a nuisance and ignore them. In spite of that,
various strategies for the improvement of privacy policy statements are seen as important
in facing users’ concerns regarding privacy [18,19].

In their study, Obar and Oeldorf-Hirsch [17] found out that people often ignore
privacy and terms of service policies of social networks regardless of whether they are
signing up for a new service or if the policies change. The median reading time was
13.6 s. The clickwrap allowing to bypass the policy and just to click to agree to it was used
by 74% of respondents. That suggests that the implementation of clickwraps supports
the ignoring behaviour. Even though the tested policies had problematic parts, 97% of
participants agreed to privacy policy and 93% to the terms of service. A self-reported
question on the behaviour regarding policies of big social networks has shown that over
35% of respondents ignore them. Considering the privacy paradox, the actual behaviour
may differ significantly. Even the GDPR regulation does not provide a solution as it states
in Section 32 that the subject’s consent to processing his information may be just ticking
a box and that the processes for gaining the consent must not be disruptive to the use of
provided services.

Barocas and Nissenbaum [20] identified three reasons for privacy policy ineffective-
ness: (1) confusing disconnect between the privacy policy of online publishers and the
tracking and targeting of third parties with whom they contract and who have their own
privacy policy, (2) privacy policy may change at any time just with a short notice and (3) the
increasing number of players in the advertising network and exchange space that results
in unclear flows of users’ data. They conclude that meaningful notices are illusory. They
suggest a solution based on the theory of contextual integrity [21].

Cate and Mayer-Schönberg [22] summarise the discussions during the regional privacy
dialogues and the global privacy summit hosted by Microsoft in 2012. The key point is that
the era of big data era and the complexity of online social interactions call for adjustments
in information privacy regulations to meet the new needs. Privacy protection should be
more effective and efficient. Individuals should be protected.

Bakos, Marotta-Wurgler and Trossen [19] carried out a research in 2007 involving more
than 48,000 respondents and found out that terms of service policies were accessed by only
0.2% of them. The median time spent on the policy page was 30 s. A repeated similar study
in 2012 showed that clickwraps have no impact on users. It should be noted in passing that
the privacy paradox makes the investigation of policy behaviour more difficult as people
usually say they take care of their privacy, but their actions are different. There is another
reason why users ignore terms of service or privacy policies: they cannot do anything
about them anyway. If the customer wants to buy at a shop, s/he can either accept the
conditions or he cannot buy anything. Users’ behaviour regarding privacy differs. The
type of information required by the web site can be classified as contact, biographical or
financial [23]. Their research has shown that users are more willing to provide contact
than biographical information and least willing to provide financial information. Younger,
educated and affluent users require a stronger protection than the older, less educated
or poorer ones. The results, however, apart from other things show that 77.4% of the
respondents had seen a privacy policy statement before the research, but only 45.6% had
read it.

Privacy statements were found to increase the willingness to disclose information [24],
to pay for products and services [25], to support trust [26]. However, they have also
been criticised because they are long, difficult to understand and thus they are often
ignored [27,28]. They are more difficult to understand than the average issue of The New
York Times [29] and their complicatedness increases with time [30].
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Many articles dealing with the topic of privacy statements focus on the effects of
these statements on users’ attitude towards companies or their services. Trust seems to
be a frequent topic of many research projects. Nemati, Van Dyke [31] found that when
customers read privacy statements, their trust in the company increases. Bansal et al. [9]
investigated the differences between users concerning their perception of privacy assurance
mechanisms including privacy statements. They confirmed the moderating role of users’
privacy concerns in trust formation.

Very interesting is the article by [32] who researched the privacy expectations and
privacy notices of fictitious web pages. The results show that respondents saw more
protection in the notices than they really offered. They projected their privacy expectations
onto the privacy notices. Second, they still considered them insufficient in meeting their
private expectations. That is an important finding for the privacy statement formulation.

In our research we did not focus on the effects of privacy policy statements, but rather
on the determinants of their reading, i.e., on users’ privacy protecting behaviour.

3. Protective Behaviour

Users’ behaviour protecting privacy belongs to the category of information security
behaviour. This type of behaviour has been studied in companies and higher educational
institutions [33]. Predominantly, behavioural models have been used to identify factors
influencing intention towards protective behaviour and its real execution. The theory of
reasoned action or its extension of the theory of planned behaviour has been used very
frequently in the research of information security awareness and information security
behaviour. According to the meta-analysis carried out by [33] 38% of articles dealing with
information security awareness and behaviour uses these two theories. The second most
used theory comprises 24%.

As we have stated, the theory of planned behaviour and its modifications are popular
in this area of research and show good results in explaining users’ behaviour. We combined
this theory with the theory of privacy calculus to prepare a model grasping users’ behaviour
concerning privacy policy statements (reading them).

4. Theory of Planned Behaviour

The theory of planned behaviour (TPB) states that intentions are influenced by atti-
tude, norms and perceived control. There is no universal ordering of the importance of
these factors. The relative importance of the factors is different for different cultures and
behaviours [34]. The originators of the theory of planned behaviour agree to modifications
of the theory and inclusion of additional variables [35,36]. This theory has been used
frequently [33] and is effective in explaining human behaviour. It is an extension of the
theory of reasoned action because it supplements the theory of reasoned action with the
aspect of control over the behaviour. It suggests that behavioural intentions and actual
behaviour are influenced by the attitude towards the behaviour, normative pressures to-
wards the behaviour called subjective norm and perceived behavioural control. Attitude
represents the positive or negative feeling towards the behaviour (its evaluation). Attitudes
are determined by consequences and outcomes of the behaviour. Behavioural control
refers to the perceived difficulty of the behaviour and probability of its success. TPB has
been used to explain and predict human behaviour in adopting ICTs [37–40]. Our model
interlinks the TPB theory with the privacy calculus model and trust.

TPB Components

If somebody develops a positive attitude towards privacy policy statements (PPS),
s/he will probably like to know them, to read them. A positive evaluation of the attitude
will lead to the intention to realise the behaviour. Norms may further influence the intention
to read the privacy policy statements, too. If people who are close or important to the
person perform the behaviour or think the person should perform the behaviour, it is
likely that the person will follow their opinion. According to [41], the subjective norm will
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influence the person’s intention to act accordingly. Additionally, the greater the behavioural
control the greater the person’s intention—in our case the intention to read the privacy
policy statements—will be. We defined behavioural control as the degree of understanding
the privacy policy statements including the willingness to invest time and effort into
understanding them.

In Fishbein’s and Ajzen’s view [42] a person’s attitude towards a behaviour is de-
termined by the beliefs about the behaviour which consists in subjective probability that
the behaviour will produce a certain outcome. The attitude is influenced by the outcome
evaluation and the subjective probability that the behaviour produces the outcome. That is
why we formulated the following hypotheses:

Hypothesis 1 (H1). Attitudes toward PPS are positively related to the intention to read them.

Hypothesis 2 (H2). Subjective norms supporting reading PPS are positively related to the
intention to read PPS.

Hypothesis 3 (H3). Perceived behavioural control (degree of understanding) is positively related
to the intention to read PPS.

Ajzen himself [43] proposes that intention is positively related to actual behaviour.
Therefore, we formulate the hypothesis that

Hypothesis 4 (H4). The intention to read PPS is positively related to users’ real behaviour (reading
the PPS).

5. Privacy Calculus

Privacy protection and privacy disclosure is related to the process of boundary manage-
ment. People want to achieve a specific level of privacy and consider the perceived benefits
and risks [44]. The privacy calculus theory compares the risks and benefits gained [45].
Private information disclosure is the result of a rational comparison or weighting the
costs and benefits of disclosure. This approach is not satisfactory for the explanation of
the behaviour as it does not consider bounded rationality caused by lack of information,
situational constrains or cognitive abilities. Furthermore, the empirical evidence does not
unanimously support this way of thinking, there is conflicting evidence for it [46]. The
inconsistencies concern especially the role of privacy concerns in privacy disclosure. The
gratifications were less controversial, and they seem to support the wish to disclose espe-
cially in social networks. We will use the theory of privacy calculus to find determinants of
the attitude towards reading PPS.

The effect of privacy concerns on attitude has been discussed in literature. Phelps [47]
found the negative relation between consumers’ attitude towards direct marketing and
privacy concerns. Cases [48] also confirmed the negative influence of privacy concerns on
attitude towards email campaigns. Chellapa [49] concluded that privacy concerns lead to
negative attitudes about using a technology.

A similar way of reasoning can be formulated in terms of privacy disclosure benefits.
Users who evaluate the benefits resulting from privacy disclosure positively will not be as
concerned about their privacy and interested in privacy policy statements.

Some studies [50] found that adolescents and youths are more willing to disclose their
personal data when commercial incentives are offered. The study by Youn [51] revealed
that older adolescents are willing to disclose their personal information if the perceived
benefits exceed the costs related to the disclosure. On the other hand, individuals that
are more concerned about their online privacy are less willing to disclose their personal
information. [52,53]. Based on these findings we formulated the following two hypotheses:

Hypothesis 5 (H5). Privacy risks are negatively related to the attitude towards reading PPS.
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Hypothesis 6 (H6). Privacy benefits are positively related to the attitude towards reading PPS.

As for trust, it has been found that institutional trust which can be defined as the
confidence that the medium requesting data will not misuse them [54] is related to privacy
concerns [55], risk beliefs [56] and intentions to disclose information [10]. Some studies
defined institutional trust in general terms as the degree of confidence in the internet [10] or
data collecting service [57]. Trust may be understood as the confidence in the data collecting
medium. Trust is a protective factor that mitigates risk beliefs and privacy concerns. We
formulated the determinants of trust in such a way that it included distrust as its other
extreme which may support privacy concerns.

Some studies [45,58] found a negative relationship between privacy concerns and the
intention to disclose private information. However, the TPB states that additional factors
have indirect influence only because their influence is mediated by attitude, subjective
norm or behavioural control [59].

Trust has been studied in social sciences and management [45,60]. It can be defined
with [61] as “the willingness of a party to be vulnerable to the actions of another party
based on the expectation that the others will perform a particular action important to the
trustor, irrespective of the ability to monitor or control that other party” (p. 712). This
definition applies to online transactions, including online activities, too.

Trust is related to the expectation of beneficial behaviour towards the person; the
person believes that the company and its technology will act in the person’s interest [62,63].
When the person trusts the company and its technology, s/he will believe in the benefits
of PPS and will more likely read them. Therefore, we formulated the following two
hypotheses:

Hypothesis 7 (H7). Trust is positively related to the benefits of privacy disclosure.

Hypothesis 8 (H8). Trust is negatively related to the risks of privacy disclosure.

The theoretical research model can be found in Figure 1.

Information 2021, 12, 144 7 of 17 
 

 

Trust

Benefits

Risks

Attitude

Norms

Understanding

Intention Behaviour

H7
H6

H8

H5

H1

H2

H3

H4

 

Figure 1. Research model. 

6. Research 

6.1. Materials and Methods 

We carried out a survey of university students’ behaviour in the online environment 

and their relationship towards privacy statements. The research used the method of ques-

tionnaire distributed online from 8nd December 2020 to 7th January 2021 through Google 

Forms. The respondents were university students from the Prague University of Econom-

ics and Business, Czech Republic. We focused on this target group as the author of the 

article is a university teacher and so he can address this target group easily. The respond-

ents are young students studying at the Faculty of Informatics and Statistics of the Prague 

University of Economics and Business. They have economic background, but their field 

of study is applied informatics and related fields. Their generation is called Generation 

Z—they are digital natives, since their youth they have been exposed to the internet, social 

networks and mobile devices. They seem to be more idealistic, more confrontational and 

less accepting of diverse points of view [63]. Our respondents were university students of 

informatics, which means they have better IT skills and are more aware of the risks present 

in the online environment. They know how technologies work and what they can be used 

for. It would be interesting to compare the results of this research with other target groups, 

such as Generations X or Y. The problem is, however, the low response rate of these 

groups. 

Young adults were selected because they have been found to be faster adopters of 

mobile services [64]. The selected target group allows identification of how the young 

generation familiar with modern technologies and acquainted with their risks perceives 

the privacy policy. They use technologies a lot and we should know what type of commu-

nication works best for them. 

We received 163 answers to our questionnaire. The respondents were 19–26 years 

old. In total, 59% of them were males, 41% females. We used the 5-point Likert scale in the 

answers with 1 meaning “definitely no” and 5 “definitely yes”. We applied the partial 

Figure 1. Research model.



Information 2021, 12, 144 7 of 17

6. Research
6.1. Materials and Methods

We carried out a survey of university students’ behaviour in the online environment
and their relationship towards privacy statements. The research used the method of
questionnaire distributed online from 8nd December 2020 to 7th January 2021 through
Google Forms. The respondents were university students from the Prague University of
Economics and Business, Czech Republic. We focused on this target group as the author
of the article is a university teacher and so he can address this target group easily. The
respondents are young students studying at the Faculty of Informatics and Statistics of the
Prague University of Economics and Business. They have economic background, but their
field of study is applied informatics and related fields. Their generation is called Generation
Z—they are digital natives, since their youth they have been exposed to the internet, social
networks and mobile devices. They seem to be more idealistic, more confrontational and
less accepting of diverse points of view [64]. Our respondents were university students of
informatics, which means they have better IT skills and are more aware of the risks present
in the online environment. They know how technologies work and what they can be used
for. It would be interesting to compare the results of this research with other target groups,
such as Generations X or Y. The problem is, however, the low response rate of these groups.

Young adults were selected because they have been found to be faster adopters of
mobile services [65]. The selected target group allows identification of how the young
generation familiar with modern technologies and acquainted with their risks perceives
the privacy policy. They use technologies a lot and we should know what type of commu-
nication works best for them.

We received 163 answers to our questionnaire. The respondents were 19–26 years
old. In total, 59% of them were males, 41% females. We used the 5-point Likert scale
in the answers with 1 meaning “definitely no” and 5 “definitely yes”. We applied the
partial least square method to quantify the influence of individual factors. For the results
calculation, the program Smart PLS v3 was used. We used partial least squares (PLS)
component-based structural equation modelling because of the explicatory focus, testing
of interaction terms of latent variables, sample size and number of paths (e.g., [66–68]. We
used a bootstrap of 500 resamples to assess the parameter estimate significance because
partial least squares regression is a distribution-free technique (e.g., [69]). Due to the smaller
sample size and number of latent variables and paths, the standard SEM was not suitable.
Wold [68] refers to the partial least square method as a soft modelling approach because
it does not require restrictive assumptions prevalent to other methods of latent variable
path analysis. [70] mentions only that for the partial least square method Xs need not be
independent, the system is a function of a few underlying latent variables, the system
should exhibit homogeneity throughout the analytical process, and the measurement error
in X is acceptable.

The model was evaluated as follows: the individual item reliability of measurement
model is measured by Cronbach’s alpha. Table 1 presents the factors and their items
and Table 2 shows that Cronbach’s alpha values of all constructs are above 0.7 which
is acceptable as the Cronbach’s alpha coefficients should be greater than or equal to
0.7 [71,72]. In this respect, we can accept that all constructs are reliable. Additionally,
average variance extracted values greater than 0.5 suggest that the measurement model has
adequate convergent validity [73]. The square root of the average variance extracted should
be higher than any of the correlations between each latent variable to assess discriminant
validity [71]. In Table 3, values on the diagonal of the table show the average variance
extracted values for each latent variable, and these values are higher than any of the values
above or below them in the same column. It implies that the measurement model has
discriminant validity.
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Table 1. Factors and items.

Code Factors

Trust

T1 I would allow an online service to influence an important issue

T2 I would allow an online service to influence my future

T3 I would like to control the functioning of online services

T4 I would let an online service decide an important problem

Privacy disclosure risks

R1 I fear that online services store my personal data

R2 I fear that the policies against errors in private data do not work sufficiently

R3 I fear that my online personal data are used for other purposes than stated

R4 I fear that my online personal data are accessible to unauthorised persons

R5 I fear that by combining various personal data new facts can be revealed

R6 I fear that the automatic functioning of online services may lead to decisions
harmful to privacy

Privacy disclosure benefits

B1 I welcome cheaper products and services (discounts) in exchange for private
information

B2 I welcome personalised services in exchange for private information

B3 I welcome higher popularity in exchange for private information

B4 I welcome more relevant offers and proposals in exchange for private information

Attitude towards reading the privacy policy statements

AT1 Reading privacy statements is unfavourable—favourable

AT2 Reading privacy statements is useless—useful

AT3 Reading privacy statements is a bad idea—good idea

AT4 Reading privacy statements is unimportant—important

AT5 Reading privacy statements is unnecessary—necessary

Subjective norms

NORM1 People who are important to me think I should read the privacy statements

NORM2 People who are important to me would approve of my reading privacy policy
statements

NORM3 People who are important to me read privacy statements

NORM4 The rules of online behaviour that I follow say I should read the privacy policy of
online services

Understanding the privacy policy statements

UND1 I understand the privacy policy statements

UND2 I am well informed on the privacy policy statements

UND3 I am ready to invest time into understanding the privacy policy statements

UND4 I am ready to invest effort into understanding the privacy policy statements

Intention to read privacy policy statements

INT1 I plan to read the PPS (privacy policy statements)

INT2 I would like to read the PPS

INT3 I am resolved to read the PPS

BEH I read the privacy policy statements
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Table 2. Factors, items and their characteristics.

Code Mean SD Cronbach’s Alpha

Trust 0.882

T1 2.44 1.2

T2 2.67 1.66

T3 2.26 1.34

T4 2.07 1.09

Risks 0.895

R1 3.91 1.16

R2 3.74 1.03

R3 3.71 1.00

R4 3.61 1.21

R5 3.37 1.27

R6 3.39 1.35

Benefits 0.869

B1 2.23 1.3

B2 1.98 1.2

B3 1.75 0.96

B4 2.26 1..34

Attitude 0.882

AT1 3.43 1.27

AT2 3.86 1.22

AT3 4.07 1.16

AT4 3.95 1.3

AT5 3.94 1.27

Norms 0..79

NORM1 2..93 0..87

NORM2 3.61 1.02

NORM3 2.28 0.78

NORM4 3.74 0.96

Understanding 0.825

UND1 2.98 1.07

UND2 2.82 0.99

UND3 2.16 1.13

UND4 1.67 1.16

Intention 0.785

INT1 3.04 0.92

INT2 3.56 1.41

INT3 2.81 1.12

Behaviour

BEH 2.76 1.24
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Table 3. AVE (diagonal) and latent variables correlations.

Trust Risks Benefits Attitude Norms Understanding Intention Behaviour

Trust 0.693

Risks −0.387 0.655

Benefits 0.362 −0.079 0.715

Attitude −0.385 0.629 −0.418 0.68

Norms −0.354 0.213 −0.034 0.34 0.605

Understanding −0.059 0.127 0.072 0.153 0.169 0.656

Intention −0.507 0.359 −0.124 0.451 0.579 0.602 0.699

Behaviour −0.429 0.274 −0.039 0.253 0.455 0.297 0.622 1

The responses are based on self-evaluation of the respondents which may be the
source of bias. The sample consists of university students studying economics and applied
IT, which is a further limit of this study. However, the questionnaire did not require any
expert knowledge and so the results can to some extent be generalised for the whole young
Generation Z. Another limitation of the research consists in the fact that there may be other
influences or factors not included in the behavioural theories used.

We used a 5-point Likert scale (ranging from 1—definitely no to 5—definitely yes) to
measure the factors. Privacy concern was measured using a scale with six dimensions of
privacy risks (collection, unauthorised use, improper access, errors, reduced judgment,
and combining data) suggested by [74]. For the measurement of trust a 4-item trust
scale adapted from [75] was used with the items trust in technology in important issues,
accepting its influence on the person’s future, controlling its functioning, and trust in its
decision of serious problems. For the measurement of attitude, the 5-point scale adapted
from [76] was used, for the measurement of social norm their 3-point scale and for the
measurement of the intention their 3-point scale was adapted. To measure the behavioural
control, we used the latent variable of understanding consisting of understanding the PPS,
orientation in them, time and effort necessary for understanding. For the real behaviour
we used only one variable.

The questionnaire was validated on two students and two academic employees. They
expressed a good understanding of the questions. The members of the academic staff
also understood the latent factors. All respondents had the option to comment on the
questionnaire and they did not express any doubt or confusion concerning the questionnaire.

6.2. Results

We used eight categories of questions: trust in technologies, privacy disclosure risks,
privacy disclosure benefits, attitude towards reading privacy statements of online ser-
vices, subjective norms related to reading privacy statements, understanding of privacy
statements and related problems, intention to read the statements, and real reading of the
statements. The factors and their items are depicted in Table 1.

As for the path coefficients, all of them were significant at the 5% significance level.
The path coefficient between trust and risks was −0.387; between trust and benefits it
was 0.362; between risks and attitude it was 0.6; between benefits and attitude the path
coefficient was −0.371; between attitude and intention it was 0.233; between norms and
intention it was 0.416; between understanding and intention it was 0.495; between intention
and behaviour it was 0.622. That means all hypotheses were confirmed. The R2 (amount of
variance explained by the model) of benefits achieved 0.131; R2 of risks 0.149; R2 of attitude
0.533; R2 of intention 0.644; R2 of behaviour 0.387.
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7. Discussion

All outlined hypotheses were confirmed at the 5% significance level as can be seen in
Figure 2.
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The standard deviations of the answers to our questions are within the context of
similar studies; e.g., [77,78] have similar standard deviations in their studies. The theory
of planned behaviour is a standard behavioural theory and its factors were confirmed by
many studies.

Our model confirms that trust influences both the perceived benefits (H7) and risks
(H8) related to privacy. Benefits are the more welcome and risks are the less feared the
more the person trusts online services. The strength of the influence is similar with regard
to benefits and risks. The effect of trust on privacy concerns and disclosure has been
confirmed e.g., by [55,58].

Both benefits and risks influence the attitude towards reading PPS, benefits negatively
(H6), risks positively (H5). [47,48] came to similar conclusions in their studies of privacy
risks. [50,51] found out that benefits affect privacy concerns of youths. The influence of
risks is stronger in our study. If the person fears the risks of the online environment, s/he
will consider reading the PPS more important. It shows that fear has a stronger effect on
attitude towards PPS than benefits.

In accordance with the theory of planned behaviour, we can differentiate three an-
tecedents of the intention: attitude, norms and control. The strengths of these factors
differentiate according to the context, but usually the attitude has the strongest influ-
ence [33]. Our study has a specific context where the control factor, i.e., intricacy, vagueness
and complexity of the PPS has the strongest effect on the intention to read the PPS (H3).
As the PPS are difficult to read and respondents do not understand them, they do not
want to read them. They are, however, influenced by others or by social norms to read
them (H2). Their positive attitude towards reading them affects the intention to read,
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too, but weaker than problems with their understanding or social pressure (H1). The
upshot is that the complexity of PPS is a substantial obstacle to the intention to read them.
Even if the respondent has a positive attitude towards reading the PPS, the problems with
understanding block their intention. What should be done is to support students’ positive
attitude towards reading the PPS, solve the problems related to the understanding of PPS
and keep supporting the social norms.

The intention to read the PPS is not fully projected into the actual behaviour (H4), but
that is a common issue in the theory of planned behaviour. The reasons are not fully clear,
but there are many obstacles that lie between the intention and realisation, such as lack of
time, lack of motivation, lack of energy etc. The difference between intention and action
is a typical issue, see e.g., [79]. In our model, the factor of behaviour had one item only,
which adds another reason for the difference between intention and real behaviour.

In our research, the answers concerning reading the privacy statement showed a low
level of reading them, the mean was below the middle of the Likert scale, the intention to
read them was somewhat higher—around the middle of the Likert scale. We found that
understanding the PPS and subjective norms have the strongest influence on reading the
PPS. The influence of attitude is also significant, but not as strong. That indicates that for
young people the PPS are not important with regard to their privacy, they do not trust
them. Young people are more influenced by others and by the difficult understanding of
PPS; the normative pressure of others and the positive experience with understanding
the PPS together with the willingness to invest time and effort are stronger determinants.
Young people are in general more socially oriented as their personality is not yet fully
developed [80]. Today’s society is oriented on entertainment, amusement [81,82] and easy
availability of things and that is why the willingness to overcome the difficulties related to
reading the PPS is weak. Another reason lies in the fact that the PPS are not transparent
and well formulated. A further research would be necessary to distinguish the strength of
these two individual factors.

Trust affects both risks and benefits and those in turn have an effect on the attitude
towards reading the PPS. Risks haves a stronger influence on the attitude. That is logical as
the PPS are supposed to protect privacy and eliminate the fears of privacy risks.

The reasons for the ineffective functioning of privacy notices and controls were anal-
ysed by [83]. It seems that users share personal data voluntarily as they extensively use
many applications that collect their personal data, construct users’ profiles and purchasing
styles, the data are analysed, combined with other data and used for targeted advertising.
The modern wearables are a recent invention that collects a lot of data. With the advent
of the Internet of Things, privacy will be threatened even more. These devices are very
popular and widely used and the PPS are heterogenous, complicated and tricky.

The fact that many users take advantage of technologies that invade their privacy
and do not care about the privacy policies does not mean individuals surrender privacy,
but that they feel helpless, lost and confused [43,84]. The intrusions into privacy are often
hidden and users do not know that their private data has been collected and processed, not
to mention the fact that they cannot predict how and when their information will be used.
Users do not understand what data are used and how because such an understanding
would require both technical and sociological expertise.

Schaub, Balabako’ and Cranor’s idea [83] is to make privacy notices useful, usable and
unobtrusive. They suggest the privacy notice to be (1) relevant in the current transactional
context, (2) actionable, i.e., the user’s choice and consent should be specific and explicit
and (3) understandable, easy to use and not overloading with information. To realise
these principles, Schaub, Balabako and Cranor [83] recommend: (1) differentiating privacy
policies according to various users (primary, secondary, incidental, protected); (2) pro-
vision of short and specific privacy notices adapted to specific context, system feature
and audience; (3) highlighting unexpected and context violating practices with details on
demand; (4) leveraging the notice by appropriate timing, channel (primary, secondary for
e.g., fitness tracker or public in e.g., public spaces), modality (visual, auditory, haptic) and
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control (blocking, non-blocking, decoupled). Considering what has been said above, it is
questionable if these measures will secure effective privacy notices. Additionally, we must
not forget the complexity and intricacy of today’s IT world which does not allow for easy
explanation of the practices and technical subtleties. Either the matter is too complicated,
or nobody can anticipate all details and directions where the data processing may lead.
Privacy is an issue where the complexity and functioning of the world surpasses human
ability to make a sense of it.

The situation will not have a simple solution. A hint towards one would be if compa-
nies started to respect users, understand their expectations and come to realise that what
they do is not only profit oriented, but that it also should make sense. Another one, to
which our model may also hint dwells in the death of the subject. One’s identity will be
defined by others and by the activity performed or product used, similar to the postmodern
consumer, postmodern marketing and Baudrillard’s hyperreality.

8. Contributions and Implications

This study combined the privacy calculus theory and the theory of planned behaviour
to explain the attention paid to privacy policy statements. The lack of understanding of
PPS is considered the most significant problem and hinders the effects of transparency. In
previous studies, the effects of PPS were investigated, but not the intention to read them
by users. This approach makes our contribution unique. The combination of theory of
planned behaviour and the privacy calculus is also new.

The practical implications for policy makers, for organisations and service providers
consist in the support of positive attitude towards PPS, in the information and media
literacy that would explain the intricacies of PPS and in the effort to respect the expectations
of users concerning their privacy even in the service design.

9. Limitations and Future Research

Privacy policy statements are important tools in the privacy boundary manage-
ment [85]. However, we have to consider the context-specific nature of our results. The
specificity of users and contexts was not considered in our research. Our research is also
limited by the country where it was carried out. Some studies [12,86] contend that the
standards of policy implementation and enforcement have an effect on people’s attitude
towards PPS. More studies from various countries with varying levels of privacy policy
implementation and enforcement should be performed. Other demographic variables and
IT specific skills should be also considered to get more accurate results.

Future studies should concentrate on various contexts, e.g., banks, SNS, e-commerce
to draw a more colourful picture of the situation. They should also consider other demo-
graphic and personal features and skills to differentiate between different segments.

10. Conclusions

To conclude, we may say that even though privacy policy statements attempt to
decrease the information asymmetry, they collide with the users’ inability to achieve
symmetry. They are too complex, vague and complicated and users do not want to
read them. They can be motivated by other opinion makers to read them, but their own
attitude towards reading the PPS is weaker than the problems with understanding. A
similar situation can be found in other examples of transparency which is often related to
information overload. The world is becoming too complex and complicated and people are
not able to understand all information necessary for their orientation and decision-making.
The cybernetic law of requisite variety formulates it, too. Man is a rational being. Our
research has confirmed the rationality of man in the privacy calculus. Trust influences the
perception of risks and benefits and they influence the attitude.

The problem as has been demonstrated on the example of privacy statements is not just
the excess of information, but also the working of technologies that is not translatable into
human categories. The technologies may use values that are not acceptable for humans and
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the processes they use in their decision-making (especially in the case of neural networks)
cannot be explained in human categories. The problem is currently most pressing in the
area of privacy, but with the implementation and use of technologies in all areas of human
life, the consequences will become more serious. The human world will start to resemble
the absurd world of Franz Kafka’s stories and its inhabitants will have similar feelings to
the characters of existential novels where the system is more powerful than the individual.
How man will react remains an open question.
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