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Abstract: Automatic extractive text summarization retrieves a subset of data that represents most
notable sentences in the entire document. In the era of digital explosion, which is mostly unstructured
textual data, there is a demand for users to understand the huge amount of text in a short time; this
demands the need for an automatic text summarizer. From summaries, the users get the idea of the
entire content of the document and can decide whether to read the entire document or not. This work
mainly focuses on generating a summary from multiple news documents. In this case, the summary
helps to reduce the redundant news from the different newspapers. A multi-document summary is
more challenging than a single-document summary since it has to solve the problem of overlapping
information among sentences from different documents. Extractive text summarization yields the
sensitive part of the document by neglecting the irrelevant and redundant sentences. In this paper,
we propose a framework for extracting a summary from multiple documents in the Malayalam
Language. Also, since the multi-document summarization data set is sparse, methods based on deep
learning are difficult to apply. The proposed work discusses the performance of existing standard
algorithms in multi-document summarization of the Malayalam Language. We propose a sentence
extraction algorithm that selects the top ranked sentences with maximum diversity. The system is
found to perform well in terms of precision, recall, and F-measure on multiple input documents.

Keywords: Malayalam language; extractive mutidocument summarization; NLP; sentence encoding;
TextRank; maximum marginal relevance

1. Introduction

Nowadays, the amount of data on the web is growing exponentially on any topic. The
volume of data circulating in the digital space, generally the unstructured textual data,
demands building automated text summarization tools to get insights from them quickly.
Document summaries provide users the briefing of the most notable information contained
in the document. Automatic document summarization is one of the most challenging and
exciting issues in Natural Language Processing (NLP).

The automatic text summarization system has attracted substantial interest in provid-
ing relevant information in less time [1]. Text summarization is a process used to generate
a simplified version of the original document. There are several types of summarization
methods. Considering the whole or particular part of a text, summarization is categorized
into generic and query relevant summarization. A generic summary presents an overall
sense of the document’s content, while a query-focused summary shows the document’s
content related to the user query [2,3].

Based on the number of source documents, there is single document summarization
(SDS) and multi-document summarization (MDS). A single document produces a summary
that is obtained from one source document where the content is sourced around a single
topic [4]. At the same time, the multi-document summarization is taken from various
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sources or documents that discuss the same topic [5-7]. However, the task of summarizing
multiple documents is more complicated than the job of summarizing a single document.
The challenges associated with summarizing multiple documents are redundancy and
cohesion. Initially, most of the research was conducted on single-document summariza-
tion. Multi-document summarization studies started by extending the single document
techniques to more than one textual documents.

Based on the approach followed for generating the summary, text summarization
can be extractive or abstractive. An extractive summary is generated by concatenating
meaningful sentences extracted from the document to be summarized. On the other
hand, an abstractive summary conveys the primary information from the documents [8].
Abstractive summarization requires extensive natural language processing. Therefore, it is
more complicated than extractive summarization. Extractive summarization, because of its
higher achievability, has attained a standard in summarizing documents [9].

This work focuses on extraction based multi-document summarization. Malayalam
is taken as the language of study. Malayalam is an important language in India, which is
the regional language of Kerala spoken by 37 million people around the world. Research
on generating Malayalam text summaries is still in its infancy compared to the research
accomplished in English or other languages. This is due to the issues and challenges related
to the language’s complexity and the lack of standard automatic Malayalam NLP tools.
Even though certain works related to single document summarization have been carried
out, there is no existing multi-document text summarization system for Malayalam [10-15].

Most multi-document summarization research follows extractive approaches by se-
lecting sentences that best describe the source documents” main idea and combine them to
generate the summary. Mainly the sentence selection process can be classified into three
groups; statistical-based approaches, topic modeling, and graph-based approaches [9].
The statistical-based approaches deal with statistical features such as sentence length,
position, and keywords to extract significant sentences from the source text [16]. Topic
modeling helps to find hidden semantic structures inside documents to select summary
sentences [17]. The graph-based methods construct a graph with sentences as the nodes
and the relationship among sentences as the edges. Sentences are scored using the Page
Rank algorithm [18]. Recent document summarization research focuses on deep learning
methods as these provide better results than the traditional one. This study requires an
extensive labeled data set for training. However, such a dataset for multi-document sum-
marization is not available. Hence most research in multi-document summarization is still
based on techniques that select salient sentences from source documents.

This study presents a generic extractive multi-document summarization model to
extract a summary from multiple Malayalam documents. Despite the encouraging output
of deep learning approaches, these deep learning models do not work for Malayalam
language due to the lack of labeled data sets required for massive training. Since many
previous studies have shown that graph-based methods perform well, we used the Tex-
tRank algorithm to rank and select sentences for the summary [18]. TextRank had shown
promising results in most of the summarization tasks and is language independent [9]. As
nouns directly increase the importance of a sentence, we have used the noun count to mod-
ify the page rank algorithm used with TextRank [19]. A multi-document summarization
problem is the information overlap among salient sentences, which leads to redundancy in
summary [20]. To deal with this, we combine MMR with TextRank. Experimental results
show that the system is significantly efficient comparing to the existing multi-document
summarization models for different Indian languages [21].

The rest of the paper is structured as follows: Section 2 gives insight into the state of
the art extractive summarization techniques. Section 3 describes the system architecture.
Section 4 deals with description of dataset. Section 5 discusses performance evaluation.
Finally, Section 6 concludes the work.
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2. Related Works

The creation of a single summary from Multiple documents has gained interest since
the 1990s, mostly in news articles. Popular Internet news services, for example, Google
news or Alta vista news, present clusters of related articles allowing readers to find all
stories on a given topic easily. However, these services do not produce summaries. SUM-
MONS is the first multi-document summarizing system developed at Columbia Univer-
sity [22]. SUMMONS generates the summaries from multiple documents by merging
relevant information about each identified event. Several attempts have been made in de-
veloping text summarization systems using different approaches. The common approaches
used in literature are the statistical approach, topic-based approach, graph-based approach,
and approaches based on machine learning [9]. The statistical-based approach extracts
most salient sentences based on the shallow features of text such as the sentence’s resem-
blance to the title, sentence position, presence of numerical data in the sentence, presence
of proper nouns (named entities), TF-IDF (Term Frequency Inverse document frequency).
Each of the above features assigns some weight to the words. Based on these weights,
the scores are assigned to the sentences, and then highly scored sentences are chosen to
generate the summary. This technique is language-independent; it can summarize a text in
any language. It does not require additional linguistic knowledge.

Topic-based approaches infer topics by observing the distribution of words across
documents. LDA is the first topic model that can solve multi-document summarization, and
the researchers continuously improve this algorithm. Wu et al. proposed a topic modeling-
based approach to extractive automatic summarization [17]. They extracted the candidate
sentences related to topic words from a preprocessed novel document. They came up with
a critical evaluation function to pick a subset of sentences from the candidate sentences to
get a unique summary. This technique requires additional linguistic knowledge.

Many Automatic Text Summarization (ATS) systems apply the graph-based meth-
ods for extractive text summarization such as LexRank [23], TextRank [18], and Tex-
tRankExt [24]. Graph-based approaches have achieved robust and promising results [25].
The common processing steps for a graph-based extractive method include: Representing
the text elements (sentences or words) as nodes and the semantic similarity between each
sentence pair as a weighted edge [26]. Using a ranking algorithm like PageRank to rank
each node [27]. Selecting the top-ranked sentences for the summary. Hark et al. proposes
a weighted and undirected graph model such that sentences represent the graph nodes,
and edges between nodes represent the number of common words [28]. The graph-based
methods captures redundancy, improves coherency, are language independent, and are
robust to domain variations [29,30].

Some extractive MDS systems use deep-learning-based methods. Nallapati et al.
propose a model called “SummaRuNNer” [31]. They applied an RNN-based model by
handling extractive summarization as a sequence classification problem, and they did not
use an attention mechanism. Hierarchical Structured Self Attentive Extractive Summariza-
tion Model (HSSAS), which uses attention mechanisms in both word and sentence layers
to create sentences and document embeddings [32]. In both SummaRuNNer and HSSAS,
each sentence is handled sequentially in the order same as the input document. Then it is
binary classified either it can be included in the final summary or not. Some disadvantages
of deep-learning-based systems include: (1) The requirement of human efforts to manually
build massive training data. (2) the adaptation problems they may suffer when tested on a
different corpus other than the trained domain [32].

Even though several summarization systems are reported for the English language,
only a few works are there for Indian Languages [9,33]. Malayalam Document Summa-
rization still has low performance, due to the complex nature of the language and the
unavailability of fully functional NLP tools for language processing [34]. Very few works
have been carried out in SDS, the majority being extractive type. The paper [10] discusses
single document summarization using a heuristic approach. Here the features considered
are frequency of words and number of characters in a word. The paper [12] proposes
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a statistical-based approach for extractive summarization and a semantic graph-based
approach for single document abstractive summarization. In the paper, [13] the author pro-
poses a Maximum Marginal Relevance based extractive system for a single document. The
paper [15] uses certain statistical based sentence specific approach for summary generation.
In paper [11], a semantic framework was used for single-document summarization. Table 1
gives the summary of the studies conducted in the Malayalam Language.

This work experiments with different sentence encoding schemes such as
Term Frequency-Inverse Document Frequency (TF-IDF), Word embedding with pretrained
model Fasttext, and Smooth Inverse Frequency (SIF) embedding. This research uses a
modified Page Rank algorithm by taking the noun count as the graph node’s initial rank
representing the sentence. Capitalization can aid in recognizing Nouns in English lan-
guage, which is not possible in the case of Malayalam. Therefore, to extract nouns from
the text, a Morphological solution is required. This work also combines MMR to reduce
redundancy in the candidate summary. Performance evaluation is done by comparing it
with a statistical baseline model developed. All the works reported in the literature for
Malayalam language have created their own data sets for evaluation.

Table 1. Malayalam Text summarization studies in the literature.

Authors, Publication Year Extractlv.e/ Single/Multi Method Used Evaluation
Abstractive
Automatic, ROUGE Score
[10] KrishnaPrasad et al., 2016 ~ Extractive Single Heuristic ROUGET1: 0.57
ROUGE 2: 0.53
[11] Kishore et al., 2016 Abstractive Single Semantic Represenfatlon Manual, E—Score 0.48 on
and Sentence Framing News articles
Automatic, ROUGE Score(avg)
. .. . ROUGET1: 0.533
[12] Kabeer et al., 2014 Ej)g; (;ccl’:/iie Single 22:;2:;1 s;:ri?g (Extract)
grap ROUGET: 0.40
(Abstract)
[13] Ajmal et al., 2015 Extractive Single MMR Metric not used
. . . Semantic Role Labelling, = Manual, F-Score: 0.75
[14] Rahulraj et al., 2020 Extractive Single Self organizing Maps for a small data set.
[15] Manju et al., 2016 Extractive Multidocument  Statistical Score Manual, F-Score: 0.45

3. System Architecture
Extractive Summarization on Multiple Malayalam Documents

The overall architecture of the system is given in Figure 1. The following section,
describes the important process flow of the architecture. Documents with related topic
were given as input to the MDS system. The model works by summarizing each document
and then summarizing the compound of the results.
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Figure 1. System Architecture of the Framework for Extractive multi-document summarization (MDS).

3.1. Preprocessing

Preprocessing consists of sentence segmentation, tokenization, stop word removal,

and stemming.

Segmentation of sentence: Each document D; of the input set consists of a collection
of sentences. Here, each D; is segmented as 51, Sy, ..., S, where each S; denotes ith
sentence in the document and n the number of sentences in the document. Language
specific rules were used for sentence boundary detection and abbreviations.
Tokenization: Terms in each sentence are tokenized to ty,t5,...,t,; where each £
denotes the distinct terms occurring in S; of D and m the number of words in S;.
Stop word removal: Stop words are generally the most common words in a language.
They are filtered out using a Stop word list. Removing stop words simplifies the
vectorization of the sentence.

Stemming: It is a process of reducing inflected words to their word stems. Stemming
is essential because the same document can have a word in different forms with
grammatical variations. This module uses a rule-based approach that utilizes a set
of suffix stripping rules. It follows the iterative suffix stripping algorithm to handle
multiple levels of inflection. The stemmer used is similar to Indicstemmer [35].

3.2. Sentence Encoder

After pre-processing, the next step is to map each sentence into a fixed length vector of

real numbers. A vector space representation of document D; will be a vector representation
of every term x in D;. This numeric representation depicts the significant characteristic of
the text. The proposed work uses different word embeddings like TF-IDF, Word2Vec and
Smooth Inverse Frequency (SIF) to vectorize the sentence and the details are given below.

TF-IDF representation

The vectorization technique commonly used in information retrieval is Term Fre-
quency Inverse Document Frequency (TF-IDF). The algorithm measures how often
a term occurs (tf) in a specific document and multiplies this with the value account-
ing for how common the word is in the complete document collection (idf), as in
Equation (1). Terms with the highest tf-idf scores are the terms in a document that are
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distinctively frequent in a document. The sentence score is obtained by taking the
average tf-idf of the terms in the sentence.

tf —idf(t,d, D) = tf(t,d) = idf(t,D)

it d) = maid]g;)(w) 1)

wed
, _ D]
idf(t D) = log<d eD:ted

*  Word2Vec representation.
Words are mapped to the vectors by several methods such as Continuous Bag-of-
Words model(CBOW), Continuous Skip-Gram model, etc. [36]. It extracts semantic
and syntactic information about the word. Semantically similar words are mapped
to nearby points in the vector space. In this work the vectorization of the terms in
the document are performed using the pretrained word embedding model FastText
for Malayalam, trained on Common Crawl and Wikipedia. FastText follows CBOW
model with position weights in dimension 300, and character ngram of length 5. The
final sentence level representation is the average of the vectors corresponding to words
in the sentence.

¢ Smooth Inverse Frequency encoding.
Similar to regular word embedding, sentence embedding embed a full sentence into a
vector space. These sentence embedding inherit features from their underlying word
embedding. Taking the average of the word embedding in a sentence tends to give too
much weight to terms that are quite irrelevant. Arora et al. propose a different, sur-
prisingly simple unsupervised approach for sentence embedding construction called
the smooth inverse frequency(SIF) embedding, which they propose as a new baseline
for sentence embedding [37]. Their approach is summarized in Algorithm 1 [37]. SIF
takes the weighted average of the word embedding in the sentence. Every word
embedding is weighted by a/(a + p(w)), where a is a parameter that is typically set
t0 0.001, and p(w) is the estimated frequency of the word in a reference corpus.
After computing all means, the first principal component is computed, and the projec-
tion of all sentence vectors on this first principal component is removed. The authors
claim that this common component removal reduces the amount of syntactic informa-
tion contained by the sentence embedding, thereby allowing the semantic information
to be more dominant in the vector’s direction.
The SIF model first computes the weighted average of the word embedding vectors as
the initial embedding vector of each sentence in the document. FastText the pretrained
model for Malayalam, is used to get the word embedding. These initial sentence
embedding vectors are modified with the Principal Component Analysis to get the
final embedding vector of each sentence.

Algorithm 1: 1 SIF embedding algorithm by Arora et al. (2017) [37].

Input: Word embeddings vy, : w € V, a set of sentences (bag-of-words) S,
parameter 4, and estimated probabilities p(w) : w € V of the words.
Output: : Sentence embeddings vs : s € S.

for all sentences s € S do

1 a
Vs 71 Y =Ty,
\ s L arp) Vv

end
Compute the first principal component u of vs : s € S;
for all sentences s € S do
| s+ vs — uuTo;
end
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3.3. Sentence Selection

The general objective for sentence selection is to select maximally informative sen-
tences, without information overlap between the sentences, to maximize the coverage
of the original document with the summary. At sentence selection, the summarization
system has to identify the appropriate collection of significant sentences that form the final
summary, considering the factors redundancy and cohesion. The traditional method for
selecting sentences is to pick the top-rated sentences directly. Following baseline methods
are used for sentence selection. The sentence selection phase in the proposed model in-
cludes TextRank and Maximum Marginal Relevance. TextRank process is used to generate
a summary from each document. To consolidate the summary results, concatenate the
individual summaries and perform MMR to create the candidate summary.

¢ TextRank
TextRank is a graph-based ranking algorithm used for extractive Single Document
Summarization which can be extended for MDS. Graph-based methods are frequently
used in text summarization as they provide handy solutions. It intends to rank each
vertex in a graph by importance with regard to the connecting vertices. The ranks are
updated by recursive computing until the vertex rank globally converge, as described
in [18]. The philosophy is same as for the PageRank algorithm introduced by Brin and
Page (1998) [27]. The more incoming links a page has, the more important it is. The
more important the page, the more important the pages’ outgoing links are.
The difference when working with text instead of web-pages is how the links are
formed. In TextRank the pages are represented as sentences, and the links are de-
termined by the sentence-level similarity by a chosen metric [18]. For example, the
TF-IDF representation can be used to represent sentences, and cosine similarity can
be used to calculate sentence closeness. The graph obtained is an undirected graph.
Traditionally PageRank which is applied on directed graph, can be applied to undi-
rected graphs where the out-degree of a vertex is equal to the in-degree of the vertex.
By iteratively scoring sentence importance by recommending edges in the graph,
the most important sentences attain higher scores at convergence. The vertices with
the highest probability represent the most important sentences, and are selected for
the summary:.
PageRank algorithm starts by initializing the rank of each node by 1/N, where N is
the number of nodes in the graph which will be same as the number of sentences
in the document. The proposed work uses noun count in each sentence to modify
the original PageRank algorithm. The initial rank of each node is the noun count
in the sentence instead of 1/N. In the proposed model the graph is built based on a
document, which has links between sentences in the document that can be indicated
with weights. The formula is modified so that it takes into account edge weights when
computing the score associated with a vertex in the graph. Pr(V;) is modified as in
Equation (2), where w;; is the weight of the edge connecting the sentences V; and V;
which is the cosine similarity between these two sentences.

Vieln(V;)

where d is the damping factor with a value 0.85.

To determine the initial PageRank of each sentence, noun count has to be obtained
for each sentence. This is extracted using the POS Tagger developed by CDAC which
tags the nouns in each sentence [38].

Consider a document with five sentences, and the noun count in each sentence is
as listed in Table 2. The cosine similarity between sentences or edge weights are
recorded in Table 3. Table 4 records the new rank for the sentences after one iteration
on applying the Algorithm 2 which uses a modified PageRank algorithm.
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Calculation of the modified PageRank is as follows:

PV(S]) _ <1 B d) + d * (Pr(Sz)*w12+Pr(S3)*w13IPr(S4)*w14+Pr(S5)*w15) (3)

Maximum Marginal Relevance

Maximum Marginal Relevance is a classic unsupervised algorithm used for sentence
selection. MMR is used to maximize relevance and novelty in automatic summariza-
tion [39]. MMR was actually proposed to solve the information retrieval problem by
measuring the relevance between the user query Q and sentences in the document.
This measure is calculated by the formula

» o -
MMR & Ar&%@b(s%l(su@ a ”é’?éﬁ(&mz““s])))] ?

where, Q is the query

R is the set of documents related to the Query

A is the subset of documents in R already selected

R\ A is the set of unselected documents in R

A is a constant in the range [0-1], for diversification of results.

Simyis the similarity between the considering sentence and Q.

Simy is the similarity between the considering sentence and the existing sentences in
the summary.

For applying MMR in document summarization, the following changes are made to
Equation (4):

R is the set of sentences obtained from the previous process, i.e., TextRank. S; is
an element of unselected sentences in the document R, and S jis an element of the
existing summary list, and Q is formed with the terms that best describe the input set
R with high TF-IDF values. Sim; and Sim; are the similarities between the sentences
calculated using the cosine similarity between their corresponding TF-IDF vectors.

_ YJ_,(TF — IDF(wy) * TF — IDF(wy,))
\/2;;:1 TF — IDF(wy)? * \/Z,’Z:l TF — IDF (wj;)?

©)

Cosine — similarity(S;, S;)

Table 2. Modified Text Rank: Initial node score.

Sentence # S 1 S 2 S 3 S 4 S_ 5

Initial Rank (Noun Count) 5 3 2 1 2

Table 3. Modified Text Rank: edge weights.

S 1 S_2 S_3 S 4 S_5
S 1 3 5 1 3
S22 3 2 4 1
S 3 5 2 1 2
S 4 1 4 1 3
S5 3 1 2 3




Information 2021, 12, 41 9of 16

Table 4. Modified Text Rank: node score after iteration 1.

Sentence # S 1 S 2 S_3 S 4 S 5
Initial Rank (Noun Count) 5.78 5.56 79 5.56 5.56

Algorithm 2: Textrank algorithm with modified Page Rank.

Input: Document D, Summary Length !

Output: 1 Sentences with highest score

G <« Buildgraph(D);

Initialize score with the noun count of each node;
Converge < False

while Converge # True do
Converge < True;

Oldscore < score;
fors € length(D) do
score[s]<— Updatescore(G,sentence s,d = 0.85,score)
if |score[s] — oldscore(s]| > ¢ then
| Converge « False
end
end
end
Return / sentences with highest score;

3.4. Summary Extraction

This is the final and last step to summarization. The summarizer system selects the
top k most important sentences to produce a summary.

4. Description of Dataset

There is no standard dataset available for evaluating the summarization system in
this initial stage of Malayalam document summarization. Hence we created a data set
with 100 document sets, and each set having three documents. Characteristics of the
data set is presented in Table 5. While creating the corpus, we have taken news articles
from three prominent Malayalam e-newspapers, namely Mathrubhumi, Manorama, and
Madhyamam. Our data set included almost 300 news articles from March 2019 to October
2019. We selected similar items belonging to the same topic from these three sources and
saved them as text files with web scraping tools. The articles belonged to sports, politics,
health, and entertainment, ranging from 10 to 70 sentences. A group of PG students in
the Computer Science department created the model summary for each set. A Malayalam
Language expert validated this. For each group, a reference summary was created and was
used for validation. During the evaluation, the reference summary was compared with the
system-generated summary.

Table 5. Characteristic of the dataset.

Dataset Parameters

Number of sets of documents 100
Number of documents in each set 3
Average number of sentences per document 21.7
Maximum number of sentences per document 70
Minimum number of sentences per document 10

Summary length (%) 40
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5. Performance Evaluation
5.1. Evaluation Metric

Summarization evaluation system can be divided into two categories, namely extrinsic
and intrinsic evaluation as given in Jones and Galliers [40]. Intrinsic evaluation measures
the quality of the summary by comparing them to ideal summaries. Extrinsic evaluation
measures how well the summaries help in performing a particular task. Extrinsic evalu-
ation is also called a task-based evaluation. Here, we are following intrinsic evaluation,
which can be done in two ways, evaluation by humans and methods for automatic evalua-
tion. In human evaluation, human judges compare the system-generated summary with
the model summary. The problem with this technique is that there is no single or ideal
summary, as one can generate different summaries for the same document [41]. Therefore,
manual evaluation is time-consuming and difficult. Recall Oriented Understudy for Gisting
Evaluation(ROUGE) metrics are the de facto standard for automatic summarization evalua-
tion. The ROUGE metrics are based on comparing n-grams between the system-generated
summary and the reference summaries.

Experiments are done using the ROUGE [42] tool, which evaluates the performance
in terms of three metrics, precision, recall and F-score. ROUGE-N is computed as in
Equation (6). The scores generated by the metrics range from 0 to 1. The higher the score,
the more matching content is available with the reference summary and the proposed
system-generated summary.

Y. Countygpen (gram”)

Se{ReferenceSummaries}gramy €S

Y. Count(gramy)

Se{ReferenceSummaries}gramy €S

ROUGE — N =

(6)

where n stands for the length of the n-gram, gram,, is the maximum number of n-grams
co-occurring in a candidate summary, and Count ., (gramy) is the set of reference sum-
maries.

In the current study, we have used ROUGE-1 and ROUGE-2 to evaluate the proposed
summarization system. The precision, recall and F-score are adopted for evaluation, which
is accomplished with the reference summary. Suppose S is the summary, and TP denotes
the retrieved valid sentences, TN denotes retrieved invalid sentences, FP denotes non-
retrieved valid sentences, and FN denotes the non-retrieved invalid sentences; then recall,
precision and F-score are determined as follows.

e Recall: Recall is the ratio of total retrieved valid sentences to the total of retrieved and
non-retrieved valid sentences in summary.

| TP|

Recall = —————
|TP| + |FP|

@)

e Precision: Precision is the ratio of total retrieved valid sentences to the total of retrieved
valid and invalid sentences in summary.

TP

Precision = ——————
|TP|+ |TN|

®)

e  F-score: F-score is the harmonic mean of precision and recall.

F — score — 2 % Precision * Recall ©)
" Precision + Recall

5.2. Experiments and Results

All experimental processes were performed using a computer with an Intel Core
i5-8250 CPU 1.80 GHz and 8 GB RAM using Python.
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The model performed the MDS in two steps. For each document in the document set,
a single document summary was generated using the modified Textrank algorithm. Next,
a summary of summaries(candidate summary) was produced using the MMR algorithm.
One by one, each document in the document set, stored as a .txt file, was given to the
model. During the preprocessing phase, the stopwords were removed, and on performing
stemming, each word was in its root form. The POS Tagger gave the tagged output of
the preprocessed document. From this, noun counts in each sentence were taken. The
sentence encoder did the vectorization of each sentence. We tried different word embedding
methods like TF-IDF, Word2Vec, and SIF. For applying the Textrank process, the document
was modeled as an undirected graph. Each sentence was the vertex of the graph. An edge
was set between the sentences, and the similarity score was the edge weight. PageRank
algorithm was run on the graph with a modification in the initial score of each vertex.
The score of each vertex was initialized to the noun count in the sentence. The node
obtained a new weight dependent on the node’s initial rank, the connected nodes, and the
edge weights connecting the nodes on every iteration. During every iteration, the most
significant node weight increased faster than the other nodes, so when the summary was
extracted, the sentences referring to these nodes came first.

Figure 2 shows the performance metrics of the TextRank model with modified PageR-
ank algorithm experimenting with sentence encoding schemes TF-IDF, Fasttext, and SIF.
It is evident from the graph that the values returned from SIF embedding outperformed
other text embedding representations. When TF-IDF was used to vectorize the sentence, it
did not consider the semantic meaning. Therefore, we integrated word embedding into
our system for that purpose. Facebook’s pretrained model FastText was used for this. For
representing a sentence as a vector, we took the mean of all the word embeddings present
in the vocabulary. Whereas in SIF embedding, the semantic information of the sentence
will be more dominant in the vector representation. SIF embedding is much superior to the
averaging of word vectors.

F-Score

0.545
0.54
0.535
0.53
0.525
0.52
0.515
0.51
0.505

0.5
TextRank with TF-IDF TextRank with FastText TextRank with SIF

Figure 2. Comparison of the different sentence encoding schemes Term Frequency-Inverse Document
Frequency (TF-IDF), Fasttext, and Smooth Inverse Frequency (SIF) when used with TextRank model.

It was observed that the proposed modified TextRank algorithm showed improved
performance on SDS and MDS tasks. The SIF embedding, which used the pretrained
Word2Vec model FastText for Malayalam, seems to perform well and made the model less
dependent on preprocessing. With SDS, the modified TextRank with SIF embedding gives a
satisfactory result. We can retain the sequence of the summary as in the original document
by maintaining the sentence position. MDS, on the other hand, has the issue of redundancy
in summary. This is due to the similarity among the combined texts. In this research,
we combine TextRank with MMR to reduce the sentence similarity in the summarized
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result. For example, Figure 3 shows the snippet of the summarised text obtained on using
the Modified TextRank algorithm throughout for generating Multi-document summary.
Here we can see that the sentences 1_2 and 2_1 are similar. To remove redundancy, this
work uses MMR in the last stage to summarize summaries, which reduces the similarity
and increases the divergence among sentences. The last column in Figure 4 shows the
candidate summary obtained on applying TextRank for the individual summary generation
of each document in the document collection and then MMR to summarize summaries.
It shows that applying MMR to create the candidate summary successfully reduced the
similar sentences.

02, ONEB af) Pl @AM UM LEIMICRLDAHEOTISTENINL ) of
£)21EEHISW @D @I OWBDITN TVNIIE B QI @YNM) @REGaN0.[1_2]
73-c0c0 MUID@OD)E1MOTIED £1al@s505QN 36 La] (nlWIMAINTN MEE(B
GRIE1 @R) MUYl (a6l YIn Mo NSOTHN.[2_1)

GNMHUD @E@”EB@@

nfiGdhlnlNo . 58:;53@(?1'3 GUEBQEIE‘JQJSLJMD(T@ mmﬂ@maw

GOWINNOW (a0 63900 (N3 mJUO_EI Il o] ag)mnd) m’l@m’lces)g,amm
(IWIMA T NGEIM GARIE[3_1]

Figure 3. Sample output of the multi-document summarization (MDS) system on taking Doc1, Doc2 and Doc3 of Figure 4

as inputs and using modified TextRank to get individual summary as well as the candidate summary. 1_2 refers to sentence

2 in Document 1.

Translated)

the country and joins in their
grief [1]

He was speaking at the Red
Fort on the occasion of the
73rd Independence Day
celebrations in the country.[2]

important
announcement at red
fort on the 73rd
Independence Day. [1]
A head of the three
armies of the country.
2]

New position as Chief
Of Defence Staff
(CDS).[3]

Critical reforms in the
defence sector.[4]

improve coordination
between forces. [1]

He announced this during
the Independence Day
message.[2]

DOCUMENT | Doc1 Doc2 Doc3 SUMMARY
MALAYALAM | 00240107 (0I8QR)@N®o | 73—00 CIMdHS MANPRSS | BIRAOT (1 ISQBREMo
@m)EO/H6mnm MLIO@ODIEINON | aBGHoalMo dSIMET | BRIMEONHMAT
2MO6)B6g]o ef Q0 2]6)a]S)OmON BOMEBEIlo
meienmye o 6)a1@HISWRIONI] | tal@EOIW melenmmeniomo
@RS BY86UOTONE] lalwoma (o GOWONNOW(allad @ROIS B86U@ONET
Al G2l3NMIENUIM)o MGEIB R @Y | edal (Wlanmimd AlNGU@MMEUIM0
LMD TN T3l UOM @RI (W ag)l) | (alHIMRINDT)
MEEIBGAIGE]. [1] ll6U30alMo MQIHRON I MEEIBGAIG. [1_1]
©ORYOONB6)-0) MSOI071.[1] {l0MMN MEEIB | 73-=00 .
af)PYal OO 10)Mo OB @60 GOOG1[1] (MIDOXIMAG MDY
MUIOMINBIGIMIGRLI0CH | @) BOVM oMM 6)21GEH0SWRIONI 2]
GOMISMyerIrula] QlBINEBROSW)o MEBUOOIIMTIOS®I | (MM MEEIB @RI
001@EISWIRT al@Id | aBGHIala{l000T | 6N @REGaN0 BB | @I MNILIM (al6lfdalMo
DWEM] 63(?)% GOWINN [2] (al6)$0a2y@) [2] MSEOI1. [2 1]
(MM 1H863HOOW @) af 6300l *al%afd 63200 (Wlan@imI
my @GGaN0.[2] Wlanaimd quoad a7 (Ul lagd)
(NIIAWNag) V) af0n ) RO alBQ. [2_3]
AR alBO[3]
ll@16IWMOU)
OO MEEMIW S
al@aHiBnm6mo.[4]
ENGLISH Pm Modi stands with the Prime Minister Narendra | Pm Modi to appoint Chief | Pm Modi stands with the people
(Google people affected by floods in Modi made the of Defence Staff (CDS) to | affected by floods in the country

and joins in their grief.[1_1]

Prime Minister Narendra Modi
made the important
announcement at red fort on the
73rd Independence Day.[[2_1]
New position as Chief Of Defence
Staff (CDS).[2_3]

Figure 4. Sample Output of the Framework for Extractive MDS. As it is difficult to show the entire document, as a sample

we have taken documents with only a few sentences. The index of a sentence, [2_1] denotes sentence 1 in Doc2.
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To evaluate the performance of the proposed MDS framework, we did a comparison
with MDS using Statistical TF-IDF and MDS using Modified TextRank algorithm with
variation in sentence encoding. The absence of Malayalam MDS works demanded the
development of these models. Table 6 compares the performance of Statistical Scoring
with TF-IDF, Modified TextRank with TF-IDF, Modified TextRank with Fasttext, Modified
TextRank with SIF and Modified TextRank with SIF + MMR.

Statistical Scoring with TE-IDF is an implementation of the work [15] while considering
additional feature values. The objective of statistical scoring for sentence selection is to
give each sentence an importance score, which acts as a good measure. The probability of a
sentence to be present in summary is proportional to its score. A set of features represents
each sentence, and the score is a function of the weighted sum of the individual feature
values. The features used are TF-IDF, Sentence length, Sentence position, Noun Counts,
Named entity counts, Numerical data count. The score of each sentence is expressed as in
Equation (10)

Score(S;) = if](sl) * Wj (10)
j=0

From Table 6 it is evident that both for ROUGE-1 and ROUGE-2 scores, Modified
TextRank with SIF embedding + MMR gave the best results. Figure 5 shows the graphical
comparison of the research results. These results indicate that TextRank algorithm alone is
not as good as the combination of TextRank and MMR. The summary quality is also im-
proved on applying MMR at the last stage of the framework. We also compared the current
research results reported in the Malayalam language mentioned in Table 1 with the models
developed for MDS in Table 6. It is found that the Document summarization framework
based on Modified TextRank and MMR produces superior results to the previous studies.

Table 6. Comparison of the Research Results.

Model ROUGE1 ROUGE2
Statistical with TF-IDF
Recall 0.480132 0.438446
Precision 0.441331 0.417328
F-score 0.459915 0.427626
Modified TextRank with TF-IDF
Recall 0.536102 0.506133
Precision 0.497013 0.472813
F-score 0.515818 0.488906
Modified TextRank with Fasttext
Recall 0.553261 0.500123
Precision 0.514732 0.491721
F-score 0.533302 0.495886
Modified TextRank with SIF
Recall 0.568312 0.512782
Precision 0.518761 0.481371
F-score 0.542407 0.49658
Modified TextRank with SIF+MMR
Recall 0.588137 0.543281
Precision 0.56211 0.507652
F-score 0.574829 0.524863

The bold values show the highest scores among the numbers in the table.
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Figure 5. Graphical Comparison of the Research Results.

To measure the performance of the proposed framework, we conducted a comparison
against some of the works done in Indian Languages. In [21] the authors implemented the
four techniques used in Indian Languages and experimented on 100 news articles for each
language. The techniques used were graph-based technique for Hindi text summariza-
tion [43], a hybrid model for Punjabi text summarization [44], Text rank-based technique
for Marathi language [45], and semantic graph-based Tamil summarizer [46]. Table 7
shows that our proposed approach provides a better result than the work conducted in
different Indian Languages. Even though the experiments with other languages were on
Single Documents, this provides a baseline for comparison. It is evident from the table
that our framework outperformed all the existing works conducted in Indian languages.
It is proved that our method is efficient for the extractive summarization of multiple
Malayalam documents.

Table 7. Comparison with other researches in Indian languages.

Methods Language Precision Recall  F-Score
Kumar et al. (2015) [43] Hindi 0.44 0.32 0.37
Gupta and Kaur (2016) [44] Punjabi 0.45 0.21 0.29
Rathod (2018) [45] Marathi 0.43 0.27 0.33
Banu et al. (2007) [46] Tamil 0.42 0.31 0.35
TextRank with SIF + MMR (Proposed Model)  Malayalam 0.59 0.56 0.57

The bold values show the highest scores among the numbers in the table.

6. Conclusions

The objective of this research was to design, implement and evaluate a sentence scoring
algorithm for multi document extractive summarization for Malayalam. In order to achieve
this, the research utilizes the TextRank algorithm as a baseline. The TextRank algorithm
was experimented with the different text embedding models, of which Fasttext and SIF
embedding showed an improvement over the TF-IDF. Moreover these representations had
the advantage of eliminating preprocessing steps like stemming and stop word removal.
This work tried to extend the TextRank algorithm on single document summarization to
multiple documents. It was found that the summary obtained after concatenating the
summary of multiple documents had redundancy. Therefore, MMR algorithm was used to
remove the redundancy in the summary. ROUGE-1 and ROUGE-2 were used for Summary
Evaluation. Lack of standard Malayalam NLP tools was also an issue in this research. The
experimental results showed that modified TextRank with SIF embedding+MMR could
provide significant improvement in the quality of the generated summary. However, the
issue of sentence reordering was there in the generated summary which should be probed
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further. Nonetheless, this issue is actually an open research problem in multi document
summarization of all languages.
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