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Abstract: In the attempt to mitigate the effects of COVID-19 lockdown, most countries have recently
authorized and promoted the adoption of e-learning and remote teaching technologies, often with the
support of teleconferencing platforms. Unfortunately, not all students can benefit from the adoption of
such a surrogate of their usual school. We were asked to devise a way to allow a community of children
affected by the Rett genetic syndrome, and thus unable to communicate verbally, in writing or by
gestures, to actively participate in remote rehabilitation and special education sessions by exploiting
eye-gaze tracking. As not all subjects can access commercial eye-tracking devices, we investigated
new ways to facilitate the access to eye gaze-based interaction for this specific case. The adopted
communication platform is a videoconferencing software, so all we had at our disposal was a live
video stream of the child. As a solution to the problem, we developed a software (named SWYG) that
only runs at the “operator” side of the communication, at the side of the videoconferencing software,
and does not require to install other software in the child’s computer. The preliminary results obtained
are very promising and the software is ready to be deployed on a larger base. While this paper is
being written, several children are finally able to communicate with their caregivers from home,
without relying on expensive and cumbersome devices.

Keywords: video-based eye-gaze tracking; video conferencing; remote interactive education;
telerehabilitation; COVID-19

1. Introduction

Since its outbreak, the COVID-19 pandemic has produced disruptive effects on the school education
of millions of children all around the world. The loss of learning time for students of every age varies
from country to country, according to the local patterns of contagion and the consequent government
actions, however, the effects will be severe everywhere. In the attempt to mitigate such effects, most
countries have authorized and promoted the adoption of e-learning and remote teaching technologies,
often with the support of teleconferencing platforms such as Microsoft Teams, Zoom, Cisco Webex,
Google Meet and others. With the support of such platform, both teachers and students have gradually
and partially recovered their previous habits, by meeting daily within sorts of “virtual classrooms”
where teachers and students could meet and interact almost lively, being able to talk to each other and
see each other. If, on one end, the effectiveness of such a surrogate of the “normal” school is still to be
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assessed and is widely criticized, on the other hand, it is undoubtedly an effective emergency solution
that could be promptly deployed thanks to the widespread availability of its enabling technologies.

Unfortunately, not all students can benefit from the adoption of teleconferencing platforms as a
surrogate of their usual school. Children and young students with disabilities face severe barriers that,
in several cases, prevent them from accessing any kind of remote education at all [1]. Among children
with disabilities, those with Multiple Disabilities (MD) face the worst difficulties and, at the same
time, need remote education and interventions more than others, as they cannot receive the usual help
from caregivers and professionals. People affected by MDs have severe difficulty communicating their
needs, freely moving their body to access and engage their world and learning abstract concepts and
ideas. The lockdown is heavily affecting their lives, as it prevents them from receiving the sparkle of
light that comes from their periodic meetings with caregivers and, in some cases, even their beloved
ones. Moreover, the rehabilitation interventions are in general more effective during the early stages
after the insurgence of the disease [2,3], therefore the ability to continue the cognitive rehabilitation
and special education interventions becomes crucial.

Rett Syndrome (RTT) is a complex genetic disorder caused by mutations in the gene encoding the
methyl CpG binding protein 2 (MECP2) [4] that induces severe multiple disabilities. As Rett Syndrome
is a rare disease, affecting 1:10,000 girls by age 12 (almost all RTT subjects are female), there are few
specialized centers and therapists and accessing the needed treatments was a big challenge for the
subjects and their families already before the lockdown.

RTT subjects suffer from severe impairments in physical interaction, that in some cases leave them
with only the ability to communicate and interact by means of their eye gaze [5]. As a consequence,
for such subjects participating in online, interactive educational activities is particularly difficult.
On the other hand, it has been demonstrated that technology-mediated cognitive rehabilitation and
special education approaches are very effective in treating RTT subjects [6,7]. The influence of digital
media on Typically Developing (TD) children has been extensively investigated in the last few years,
due to the need for an adequate balance in their usage with respect to other activities [6,8–13]. However,
in the case of RTT subjects, studies examining the effectiveness of multimedia technologies have
demonstrated very positive effects on the cognitive, communicative and motivational abilities of
subjects [14]. Furthermore, some studies have found that subjects with RTT have prerequisites
underlying Theory of Mind (ToM) abilities, such as gaze control and pointing [15–17]. Other studies
have demonstrated that ToM is not impaired in RTT [18].

For all these theoretical reasons, we think that RTT subjects may benefit from the possibility of
joining social school interactions actively, as during these social interactions there might be opportunities
for games, surprises and learning and so on. However, as the interaction between the subject and the
digital platform must be mostly based on eye gaze direction estimation, specialized hardware must
be acquired and installed on the subject’s side. Such a specialized hardware can be expensive and
introduces a further degree of complexity in the already-hindered familiar routines. If, on one end,
innovative software and hardware platforms are being developed to bring, in the near future, more and
more effective rehabilitation and educational services [19,20], on the other hand, the current lockdown
due to the COVID-19 pandemic and, more in general, the non-uniform geographical distribution
and “physical” availability of the needed rehabilitation and special educational services, have lately
produced an actual and immediate emergency.

In the case of TD subjects, teleconferencing platforms and applications could be easily adopted
mainly because the hardware and the technological infrastructure supporting them were already
available to most of the families. However, this is not the case for RTT and, in general, for many MD
subjects because such teleconferencing applications do not support eye-gaze tracking.

In this paper we describe motivations, design, implementation and early results of a remote
eye-tracking architecture that aims at enhancing most common teleconferencing and video chatting
applications with the ability to remotely estimate the direction of the eye gaze of the users. The proposed
approach enables the user on one side of the communication channel (the operator) to automatically
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estimate the direction of the eye gaze of the other user (the subject), thus enabling eye gaze-based
interaction, without requiring the subject to install additional software or hardware. Moreover,
the data acquired through this software can also be saved and constitute the basis for machine learning
applications and advanced analysis techniques to provide decision-making support to therapists,
educators or researchers [21].

2. Materials and Methods

The target population for this work is a community of about 300 girls diagnosed with RTT in
Italy and their families. From this community, we took into consideration those subjects who only
communicate with eye gaze, thus sampling from about 270 subjects. The targeted subjects cannot
actively participate in remote education and rehabilitation programs and, therefore, are at risk of not
receiving their needed treatments during the lockdown.

We propose a solution named SWYG (Speak With Your Gaze) that requires only the operator to
install some additional software (no special hardware is needed) and use it together with the preferred
Video Conferencing System (VCS), while the subjects are not required to install any additional software
or hardware.

SWYG (this word means also “silent” in Afrikaans) sits at the side of the VCS acquiring the content
of the video conferencing window, analyses it in near real-time and visualizes the direction of the eye
gaze of the person appearing in the window. As a result, the operator using it can easily and promptly
receive a feedback from the eye gaze of the subject (Figure 1).
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Figure 1. With SWYG (Speak With Your Gaze), the operator receives an automatic indication on the
eye gaze direction of the subject. Note that the subject is actually looking at her right.

SWYG is composed of four modules: the Video Acquisition Module (VAM); the Face Detection and
Analysis Module (FDAM); the Eye-Gaze Tracking Module (EGTM) and the Visualization Module (VM).

The VAM identifies the window of the VCS though its application name and acquires its content
(i.e., the video). It is based on the well-established “Screen Capture Lite” open source screencasting
library freely available online [22].

The FDAM receives the video stream from the VAM and processes it, detecting the largest face in
each frame and estimating its orientation. Only the largest face is considered because other persons
might be present during the session at the subject’s place and, moreover, the video from the VCS often
shows the user currently selected in a larger frame, and several other users in smaller frames (Figure 2).
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Figure 2. Most Video Conferencing Systems (VCS) show several users at a time on the screen.

In the FDAM, face detection is performed by exploiting the very effective and efficient face detector
from the OpenCV library [23]. The face orientation is then estimated according to the same approach
described in [16,24], and the eyes are detected by leveraging on the DLib machine learning library [25].
The face position and orientation, as well as the eyes’ positions relative to the face, are then passed to
the EGTM module that performs the eye-gaze estimation.

As SWYG must run in near real-time on a general purpose, average-level notebook, we had
to take into consideration strict computational power constraints. In particular, the EGTM should
not require the support of a powerful Graphics Processing Unit (GPU) or specialized hardware for
Deep Neural Networks computation. We therefore developed our own software solution for eye-gaze
tracking, that is still under final testing and will be open-sourced soon. Our EGTM is devised to
work both in natural and near-infrared illumination and does not rely on special hardware. The main
difficulties that had to be overcome were the low resolution of the input eye image, the non-uniform
illumination and the dependency of the eye gaze direction on both the head and camera orientations.
We leveraged on the accurate head orientation and eye position estimations produced by the FDAM to
solve the first and the last two issues, and on an accurate local histogram equalization to deal with
non-uniform illumination. A preliminary version of the tracker is demonstrated in Figure 3, where the
face orientation and the positions of the left and right pupil are shown.
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Figure 3. Eye-gaze tracking and head orientation estimation.

Once the pose (i.e., position and spatial orientation) of the head is estimated and the eyes are
detected, each eye is analyzed, and the relative pupil orientation is determined by applying a correlation
matching algorithm enhanced with a Bayesian approach that constraints the position of the pupil in
the eye image. Figure 4 illustrates the very simple algorithm adopted. Each eye image undergoes
histogram equalization and gray levels filtering in order to improve the image quality, then a correlation
matching filter is applied, that produces an image where the points that have higher probability of
being the centers of the eye pupil have higher brightness. This likelihood is then weighted by a 2D
Gaussian mask determined, for each frame and each eye, according to the size and shape of the eye
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image in that frame. Such a mask represents a “prior” that constraints the position of the pupil in the
eye according to its size and shape. Finally, the point that features the Maximum A Posteriori (MAP)
probability of being the center of the pupil, is selected.
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Figure 4. The eye-gaze tracking process pipeline.

The orientations of the two eyes are then averaged in order to obtain a more reliable estimate of
the direction of the eye gaze. An ad-hoc calibration procedure is applied in order to map the pupils
averaged direction onto the screen of the device. As the subject cannot be asked to collaborate to a
lengthy calibration procedure, in our case only 3 calibration points are used, i.e., center, left, right.
Each subject is invited to fixate each calibration point for a few seconds, in order to acquire a set of
discrimination parameters. The obtained accuracy, initially tested over about 100 tests with 8 different
non-RTT subjects, is 7 degrees of visual angle on the average, that is by no means comparable with that
of modern hardware-oriented gaze trackers [26]; however, we judged it acceptable for our purposes.

The VM is a simple graphical interface that opens a window and shows in near real-time the video
of the subject with the information regarding the gaze direction. This is the video that the operator
uses to receive the eye gaze-based feedback from the subject (Figure 5).

Information 2020, 11, x FOR PEER REVIEW 5 of 9 

 

size and shape of the eye image in that frame. Such a mask represents a “prior” that constraints the 
position of the pupil in the eye according to its size and shape. Finally, the point that features the 
Maximum A Posteriori (MAP) probability of being the center of the pupil, is selected.  

 
Figure 4. The eye-gaze tracking process pipeline. 

The orientations of the two eyes are then averaged in order to obtain a more reliable estimate of 
the direction of the eye gaze. An ad-hoc calibration procedure is applied in order to map the pupils 
averaged direction onto the screen of the device. As the subject cannot be asked to collaborate to a 
lengthy calibration procedure, in our case only 3 calibration points are used, i.e., center, left, right. 
Each subject is invited to fixate each calibration point for a few seconds, in order to acquire a set of 
discrimination parameters. The obtained accuracy, initially tested over about 100 tests with 8 
different non-RTT subjects, is 7 degrees of visual angle on the average, that is by no means 
comparable with that of modern hardware-oriented gaze trackers [26]; however, we judged it 
acceptable for our purposes.  

The VM is a simple graphical interface that opens a window and shows in near real-time the 
video of the subject with the information regarding the gaze direction. This is the video that the 
operator uses to receive the eye gaze-based feedback from the subject (Figure 5). 

 
Figure 5. The Visualization Module showing the output of SWYG. 

3. Preliminary Experiments 

We conducted a preliminary experimental campaign on a sample of 12 subjects, in their late 
primary and secondary school ages, all female. Subjects were selected among those who could also 
access a commercial eye-tracking device, which was used as a reference ground truth for our 
experiments. The videoconferencing software adopted by the involved families was Cisco Webex, 

Figure 5. The Visualization Module showing the output of SWYG.

3. Preliminary Experiments

We conducted a preliminary experimental campaign on a sample of 12 subjects, in their late
primary and secondary school ages, all female. Subjects were selected among those who could
also access a commercial eye-tracking device, which was used as a reference ground truth for our
experiments. The videoconferencing software adopted by the involved families was Cisco Webex,
acquired within a different ongoing remote rehabilitation project [19]. The commercial eye tracker
available to the subjects was the Tobii 4C eye-tracking USB bar.
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The families of the subjects were preliminary asked for a written informed consent on the use of
images from the testing sessions for scientific purposes (including publication).

The recruited subjects were already trained with eye gaze-based communication, as they frequently
used an eye tracker during their rehabilitation sessions before the COVID-19 lockdown.

The experiments aimed at evaluating the reliability of the tracker in discriminating the response
intended by the subject while answering to a question by means of her eye gaze.

We ran 12 sessions, one for each subject. Each session started with a short briefing for the family,
explaining the aim of the experiment and providing instructions on the setup. Up to 10 min were, then,
devoted to locating a suitable setting for the session. A correct illumination, reasonably smooth and
without deep shadows on the face of the subject, and a scene with only one face on the foreground
where preferred. Then, a short presentation started, showing a short graphical story with some verbal
comments from the operator. The presentation was run on the operator’s PC and its window was
shared with the subject through the Webex software. Finally, 8 questions were asked within a 10 min
session of questions. Therefore, in total 8 × 12 = 96 questions were posed, equally distributed among
12 different subjects. The subjects were requested to answer each question by means of their eye gaze.
Figure 6 is a screenshot of the user interface on the subject’s side, with a question to be answered and
the trace of the reference Tobii eye tracker is shown as a circular translucid shape on the screen.
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For the sake of our application, the computer screen was divided into 9 zones (three rows by
three columns), so the required resolution for the eye tracker is 9 × 9. The obtained results are very
encouraging: provided that the illumination conditions are favorable and that only the subject is on
the foreground of the video, the correspondence between the results of the SWYG eye tracker and the
Tobii eye tracker is about 98%, i.e., for 94 questions out of 96, SWYG estimated the same answer as the
Tobii tracker.

Of course, these are only preliminary results and we still have to refine several aspects of our
approach; however, thanks to those results, we decided to run more experiments with more subjects as
soon as the lockdown will come to an end. In the meanwhile, the software will be used during the
next months in support of the rehabilitation and special education services to the subjects involved in
the project.

4. Discussion

We were recently asked to devise a way to allow a community of girls diagnosed with the Rett
syndrome, and thus unable to communicate verbally, in writing or by gestures, to actively participate
in remote rehabilitation and special education sessions. As the hardware devices needed for eye
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tracking were not available for all subjects, we investigated new ways to facilitate the access to eye
gaze-based interaction for the specific case of simplified communication, i.e., communication through
direct selection of one out of a small number of predefined choices. As the adopted communication
platform was a videoconferencing software, all we had at our disposal was a live video stream of
the subject.

We considered the following use case. A cognitive therapist or special education teacher
(the operator) is in charge of a group of RTT subjects distributed on a possibly large geographical
area. The families cannot afford the expenses and commuting time needed to periodically reach the
operator, thus adopting a teleconferencing platform would be both economically and logistically
convenient. However, all or most subjects lack verbal or written communication abilities. Moreover,
most subjects also lack fine motor control and therefore cannot communicate by gestures. As a
consequence, only eye-gaze interaction can be used to communicate with the operator.

If each family had an eye-tracking device, the simplest solution would be to share the operator’s
desktop with each subject and show to the subject very simple questions with three or four options.
The subject could then choose the preferred option by simply fixating their gaze on it. Unfortunately,
not all the families have an eye-tracking device at home and some of them can only rely on a tablet or
a smartphone, so using specialized software is not feasible. Without eye-gaze tracking, the subjects
cannot send their feedback to the operator, who therefore has no way to estimate the subjects’ degree
of comprehension of the content being administered and receive responses to his/her questions.

Eye gaze technology has been investigated for more than 20 years now [26]. Most commercially
available products rely on specialized hardware devices able to detect the eyes and eye direction in
real-time, but those devices are often expensive and do not support smartphones or tables (except some
very recent and quite expensive ones). As a consequence, an inclusive approach must leverage on
common webcams and computer vision algorithms to detect the face of the subject and his/her eye
gaze direction [27–32]. Moreover, to the best of our knowledge, current video conferencing platforms
do not support software-based eye-gaze analysis, so the computer vision algorithms must be applied
externally to the video conferencing software (VCS) yet work on the same video stream managed by
that software. As VCS is usually not open source, modifying it is not a viable solution. Furthermore,
most families are not willing to install yet more software on their devices.

As a solution to the problem, we developed software (named SWYG) that only runs at the
“operator” side of the communication, i.e., it does not require other software to be installed on the
subject’s computer. Moreover, it does not require powerful hardware at the operator’s side and works
with virtually any videoconferencing software, on Windows, Linux and Apple operating systems.
Finally, it does not rely on any “cloud” or client-server data analysis and storage services, so it does
introduce further issues with privacy and personal data management.

The preliminary results obtained are very promising and the software is ready to be deployed on
a larger base. While this paper is being written, several subjects are finally able to communicate with
their caregivers from home, without relying on expensive and cumbersome devices.

We are now planning to extend the SWYG platform to allow for a larger range of interaction
channels in order to support different groups of disabled users as well. In particular, we are
investigating remote gesture recognition [33,34] and remote activity recognition for the assistance to
elderly subjects [35]. In combination with software-defined networking [36], the proposed approach can
also be deployed at the local and campus level to develop real-time video communication and “rapid”
surveillance architecture by relying on existing infrastructures and video conferencing platforms.
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