
  information

Article

A Different Look at Polynomials within
Man-Machine Interaction
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Abstract: Undoubtedly, one of the most powerful applications that allow symbolic computations is
Wolfram Mathematica. However, it turns out that sometimes Mathematica does not give the desired
result despite its continuous improvement. Moreover, these gaps are not filled by many authors
of books and tutorials. For example, our attempts to obtain a compact symbolic description of the
roots of polynomials or coefficients of a polynomial with known roots using Mathematica have
often failed and they still fail. Years of our work with theory, computations, and different kinds of
applications in the area of polynomials indicate that an application ‘offering’ the user alternative
methods of solving a given problem would be extremely useful. Such an application would be
valuable not only for people who look for solutions to very specific problems but also for people who
need different descriptions of solutions to known problems than those given by classical methods.
Therefore, we propose the development of an application that would be not only a program doing
calculations but also containing an interactive database about polynomials. In this paper, we present
examples of methods and information which could be included in the described project.

Keywords: Chebyshev polynomials; nonegative polynomials; Littlewood’s polynomials; Barker’s
polynomials; computing over polynomials

1. Introduction

Computer-aided research has become very common in recent decades among many scientists
in various fields of science. The use of computers has also been well-received by mathematicians.
Many applications supporting and accelerating human work have been developed—mainly in the
case of numerical and symbolic computations. Undoubtedly, one of the most powerful applications
that allow symbolic computations is Wolfram Mathematica. However, it turns out that sometimes
Mathematica does not give the desired result despite its continuous improvement (We used mainly
version 8. Neither version 10 nor 12.1 gives more accessible forms of solutions to considered problems.).
Moreover, many authors of books and tutorials do not fill the gaps. Our attempts to obtain a compact
symbolic description of the roots of polynomials or coefficients of a polynomial with known roots
(especially ones of trigonometric nature) using Mathematica have often failed and they still fail. Indeed,
as users of this program, we are simply forced to do manual calculations. Still, we wrote ‘often’ before,
since there are also some ‘computationally lucky’ or partially profitable cases.
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To illustrate, let us consider finding roots of polynomials of the third degree. We believe that
Mathematica uses almost exclusively Cardano formulae, i.e., it uses neither the trigonometric nor the
hyperbolic formulae. We will illustrate the operation of Mathematica application on selected examples.

Let us first recall trigonometric formulae for roots of cubic polynomials. Let α, ϕ ∈ C ( α, ϕ ∈ R,
respectively). The complex (real, respectively) roots of the following polynomial

p(z) = z3 − 3α2z + (2 cos ϕ)α3 (1)

are
z1 := −2α cos

ϕ

3
, z2,3 := α

(
cos

ϕ

3
±
√

3 sin
ϕ

3

)
.

Moreover, note that we have

p(z− α) = z3 − 3αz2 + 3α2z− α3 − 3α2z + 3α3 + (2 cos ϕ)α3

= z3 − 3αz2 + 2(1 + cos ϕ)α3 = z3 − 3αz2 + 4 cos2 ϕ

2
α3,

and then the roots of this polynomial are α + z1,2,3.
Now, consider the following examples:

1. In the case of polynomial x3 − 12x + 11 Mathematica gives us three roots in the following forms

1,
1
2

(
−1± 3

√
5
)

.

Meanwhile, the program we have implemented for determining roots in trigonometric form
generates the following values

−4 cos

(
1
3

arctan
3
√

15
11

)
, 4 sin

(
π

6
± 1

3
arctan

3
√

15
11

)
.

Surprisingly, that means that the following identity holds

1 = 4 sin

(
π

6
− 1

3
arctan

3
√

15
11

)

which was numerically checked by Mathematica.
2. However, Mathematica cannot cope with the next polynomial x3 − 12x + 13. The roots given by

Mathematica are as follows

x1 = −
2
(

1 + i
√

3
)

3

√
1
2

(
−13 + i

√
87
) − 1

2

(
1− i
√

3
)

3

√
1
2

(
−13 + i

√
87
)

, (2)

x2 = −
2
(

1− i
√

3
)

3

√
1
2

(
−13 + i

√
87
) − 1

2

(
1 + i
√

3
)

3

√
1
2

(
−13 + i

√
87
)

, (3)

x3 =
4

3

√
1
2

(
−13 + i

√
87
) +

3

√
1
2

(
−13 + i

√
87
)

. (4)
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Vaules of the roots obtained by our method are

4 cos

(
1
3

arctan

√
87

13

)
, 4 sin

(
π

6
± 1

3
arctan

√
87

13

)
. (5)

Please note that to get them it was sufficient to write the complex numbers given in (2)–(4) in
exponential form, namely

1
2

(
−13 + i

√
87
)
= −8e−i arctan

√
87

13 .

Now, since −2e−
i
3 arctan

√
87

13 is one of complex roots of 3

√
1
2

(
−13 + i

√
87
)

we obtain:

4

3

√
1
2

(
−13 + i

√
87
) +

3

√
1
2

(
−13 + i

√
87
)
= −2e

i
3 arctan

√
87

13 − 2e−
i
3 arctan

√
87

13

= −4 cos

(
1
3

arctan

√
87

13

)
.

Let us notice that using Maple application we obtain the following relation between roots of
discussed polynomial x3 − 12x + 13

− 2 sin

(
1
6

arctan

(
13
√

87
41

)
+

π

6

)
− 2
√

3 cos

(
1
6

arctan

(
13
√

87
41

)
+

π

6

)

= −4 cos

(
1
3

arctan

(√
87

13

))
. (6)

The above follows from (5) and the fact that the sum of these roots is equal to zero. It is enough to
notice that we have

4
(

sin
(π

6
+ t
)
+ sin

(π

6
− t
))

= 4
(

sin
(π

6
+ t
)
+ sin

(π

3
−
(π

6
+ t
)))

= 4
(

sin
(π

6
+ t
)
+ sin

π

3
cos

(π

6
+ t
)
− cos

π

3
sin
(π

6
+ t
))

= 2 sin
(π

6
+ t
)
+ 2
√

3 cos
(π

6
+ t
)

,

where t = 1
3 arctan

√
87

13 = 1
6 arctan 13

√
87

41 by the following well-known formula for x ∈ R

arctan x = 2 arctan
(

x
1 +
√

1 + x2

)
.

3. For the Perrin’s polynomial

Per(z) = z3 − z− 1 =
(

z− z−1
0

) (
z− i
√

z0eiϕ
) (

z + i
√

z0e−iϕ
)

,

which is important in the theory of polynomials [1], we have the following description of its roots

3√18z−1
0 =

3
√

9 +
√

69 +
3
√

9−
√

69,

i2 3
√

18
√

z0eiϕ = −
(

3
√

9 +
√

69 +
3
√

9−
√

69
)
+

+ i
√

3
(

3
√

9 +
√

69− 3
√

9−
√

69
)

,
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obtained by manual calculations using Cardano formulae. This result is almost compatible with
the one given by Mathematica

z1 =
3
√

9−
√

69 + 3
√

9 +
√

69
3
√

2 32/3
,

z2 =
i
(√

3 + i
)

3
√

9−
√

69 +
(
−1− i

√
3
)

3
√

9 +
√

69

2 3
√

2 32/3
,

z3 =

(
−1− i

√
3
)

3
√

9−
√

69 + i
(√

3 + i
)

3
√

9 +
√

69

2 3
√

2 32/3
.

Based on examples (1)–(3) we conclude that Mathematica does not simplify symbolic forms of
the roots of a given polynomial of a third degree enough to use them freely in further considerations.
Usually, the description of the roots given by Mathematica demands additional action of the user.

A similar situation takes place in the case of finding coefficients of a polynomial with known
roots. Mathematica computes only numerical approximations of the searched values. Because of that,
all calculations have to be done manually, also these confirming the numerical results of Mathematica
suggesting for example integer coefficients.

For example, factorization of the polynomial(
z− tan

2π

9

)(
z + tan

4π

9

)(
z− tan

8π

9

)
= z3 + 3

√
3z2 − 3z−

√
3,

and identities

tan
2kπ

9
= 4 sin

2kπ

9
+ (−1)k

√
3

for k = 1, 2, 3 were verified manually.

Remark 1. As we already mentioned, many authors of books [2] and tutorials (available on-line) suggest
using the classical Cardano formulae. The most popular argument is referring to classical books and great
mathematicians (examples given by Leonhard Euler are still very popular). As an example let us consider the
equation (This example is derived from Euler’s book Vollständige Anleitung zur Algebra, new edition, Lipsk,
Ph. Reclam, p. 303—see [2].)

x3 − 6x− 40 = 0.

Since coefficients of the polynomial are integers then it is easy to see that x = 4 is its root. We find the
remaining roots by solving the equation of second order

x2 + 4x + 10 = 0,

which gives us x = −2 ± i
√

6. Without a doubt, in this case, Cardano formulae should not be used.
The algorithm for finding solutions should take into account known tests (e.g., Eisenstein criterion for
rational numbers).

Note also that, polynomials with rational roots can posses integer roots, for example the following equation

x3 + 6.4x− 1064 = 0

has integer solutions. Searching for the roots among integers is almost reflexive and is usually associated with
the deep faith in the success of such research.

Years of work with theory, computations, and different kinds of applications in the area of
polynomials confirmed our conviction that an application ‘offering’ the user alternative methods
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of solving a given problem would be extremely useful. Such an application would be valuable
not only for people who look for solutions to very specific problems but also for people who need
different descriptions of solutions to known problems than those given by classical methods. Therefore,
we propose the development of the application which would be not only a program doing calculations
but also containing an interactive database about polynomials. We want ‘human-computer’ interaction
to play an important role in this project. This application should recognize and indicate the proper
section in the database and even suggest calculations or next steps of research. Simultaneously,
such an application should include less popular methods and algorithms described in the database to
give the user not only theoretical but also practical knowledge. We plan to undertake such a project
and we hope that users will be able to test the demo version of this application soon. At this moment
we are waiting for receiving a web address at polsl.pl domain.

In this paper, we present examples of methods and information which could be included in the
described project. We would like to stress the usefulness of computer-aided calculations on this topic.

2. Polynomials of a Fourth Degree

2.1. Lagrange’s Algorithm

The following algorithm for determining the roots of the polynomial Q is called Lagrange’s
algorithm for polynomials of a fourth degree (see [3–5]). In our opinion, this is the most effective algebraic
method for determining roots of polynomial of a fourth degree for giving the desired symbolic
description of these roots.

Let us consider the following polynomial of a fourth degree

Q(x) := x4 + mx3 + nx2 + px + q. (7)

We construct the resolvent cubic of Q(x):

z3 + αz2 + βz + γ,

where:

α := 8n− 3m2,

β := 3(m4 − 16m2n− 16n2 + 16mp− 64q),

γ := −(m2 − 4m + 8p)2.

We find the complex roots z1, z2, z3 of this polynomial. Then the complex roots of Q are as follows
(see [4,6]):

xk :=
1
4

−m +


+

+

−
−

√z1 + (−1)k+1√z2 +


+

−
−
+

√z3


for each k = 1, 2, 3, 4, where we choose respectively pairs of signs in brackets and we find the square
roots of z1, z2, z3 using the following algorithm:

— if all the numbers z1, z2, z3 are reals, then

√
zk :=

√
|zk|

(
sgn(zk) + 1

2
+ i
∣∣∣∣ sgn(zk)− 1

2

∣∣∣∣) ,

for every k = 1, 2, 3;
— if z1 ∈ R, z2 ∈ C \R and z3 = z2, then

√
z1 :=

√
|z1|

(
sgn zk + 1

2
+ i
∣∣∣∣ sgn zk − 1

2

∣∣∣∣) ,
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√
z2 :=

√
|z2| (cos ϕ + i sin ϕ) ,

√
z3 :=

√
|z3| (cos ϕ− i sin ϕ) ,

where ϕ := 2 arctan
(

=z2
|z2|+<z2

)
.

Now, we present a few examples of the use of Algorithm 1.

Algorithm 1 Lagrange’s algorithm for polynomials of a fourth degree.

Input: m, n, p, q—coefficients of a given polynomial Q
1: Compute:

α := 8n− 3m2

β := 3(m4 − 16m2n− 16n2 + 16mp− 64q)
γ := −(m2 − 4m + 8p)2

2: Find roots z1, z2, z3 of polynomial z3 + αz2 + βz + γ, e.g., by Cardano formulae.
3: if z1, z2, z3 ∈ R then
4: for 1 ≤ k ≤ 3 do

rk :=
√
|zk|

(
sgn(zk) + 1

2
+ i
∣∣∣∣ sgn(zk)− 1

2

∣∣∣∣)
5: end for
6: else
7: if z1 ∈ R, z2 ∈ C \R, z3 = z2 then

ϕ := 2 arctan
(

=(z2)

|z2|+<(z2)

)
r1 :=

√
|z1|

(
sgn(z1) + 1

2
+ i
∣∣∣∣ sgn(z1)− 1

2

∣∣∣∣)
r2 :=

√
|z2| (cos ϕ + i sin ϕ)

r3 :=
√
|z3| (cos ϕ− i sin ϕ)

8: end if
9: end if

10: x1 :=
1
4

(
−m + r1 + r2 + r3

)
11: x2 :=

1
4

(
−m + r1 − r2 − r3

)
12: x3 :=

1
4

(
−m− r1 + r2 − r3

)
13: x4 :=

1
4

(
−m− r1 − r2 + r3

)
Output: x1, x2, x3, x4—the roots of polynomial Q

2.1.1. Angle π
20

First, let us consider the polynomial

p(x) =
(

x− 2 cos
π

20

)(
x− 2 cos

3π

20

)(
x− 2 cos

9π

20

)(
x + 2 cos

7π

20

)
=

3

∏
k=0

(
x− 2 cos

3kπ

20

)
= x4 −

√
10x3 + x2 +

√
10x− 1,

(8)

where 
+

+

−
+

 2 cos
3kπ

20
=

√√√√√√2 +


+

+

−
−


√

5 + (−1)k
√

5
2

, (9)
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for each k = 0, 1, 2, 3 and respectively chosen pairs of signs. Please note that

p(x)−
(

x2 −
√

5
2

x− 3
4

)2

= −25
16

+
1
2

√
5
2

x,

which implies (after substituting 2 cos 3kπ
20 for x, k = 0, 1, 2, 3)√

25
16
−
√

5
2

cos
π

20
+

√
25
16

+

√
5
2

cos
7π

20

=

√
25
16
−
√

5
2

cos
3π

20
+

√
25
16
−
√

5
2

cos
9π

20
.

(10)

Let us also notice that
3
∑

k=0
cos 3kπ

20 =
√

10
2 . Moreover, we have

√
25
16

+

√
5
2

cos
7π

20
−

√
25
16
−
√

5
2

cos
3π

20

=

√
25
16
−
√

5
2

cos
9π

20
−

√
25
16
−
√

5
2

cos
π

20
=

√
5

2
,

which follows from the following identity (easy to obtain e.g., from (9))√
5− 8

√
2
5

cos
3kπ

20
=

√
2√
5
− (−1)k2 + (−1)

1
2 (k+1)(k+2)

for every k = 0, 1, 2, 3. Using Lagrange’s algorithm for the polynomial p(x) we get the following
description of its roots:

24 cos
π

20
= 3a1 + b− c, 24 cos

3π

20
= 3a1 − b + c,

24 cos
9π

20
= 3a2 + b + c, 24 cos

7π

20
= −3a2 + b + c,

where

a1 =
√

10 +
√

10 + 4
√

5, a2 = 2
√

10− a1,

b =

√√√√66− 24
√

19 sin

(
π

6
− 1

3
arctan

3
√

15
82

)
,

c =

√√√√66− 24
√

19 sin

(
π

6
+

1
3

arctan
3
√

15
82

)
.

This implies the following set of original equalities

66− b2

24
=
√

19 sin

(
π

6
− 1

3
arctan

3
√

15
82

)
= 2,

√
5− 2

√
5 =

c
3
√

2
=

√√√√11
3
− 4

3

√
19 sin

(
π

6
+

1
3

arctan
3
√

15
82

)
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and

66− c2

12
= 2
√

19 sin

(
π

6
+

1
3

arctan
3
√

15
82

)
= 3
√

5− 2,

2
√

19 cos

(
1
3

arctan
3
√

15
82

)
= 3
√

5 + 2, 2
√

57 sin

(
1
3

arctan
3
√

15
82

)
= 3(
√

5− 2),

√
5 + 2

√
5 +

√
5− 2

√
5 =

√
2(5 +

√
5) = 1−

√
5 + 4

√√√√
1 +

1
2

√
5−
√

5
2

. (11)

2.1.2. Polynomial Connected with a Pisot Number

Another interesting polynomial we tested is as follows

Q(x) = x4 − 2x3 + x− 1 = (x2 − x)2 − (x2 − x)− 1 =
(

x2 − x− ϕ
)(

x2 − x +
1
ϕ

)
=

(
x− 1−

√
3 + 2

√
5

2

)(
x− 1 +

√
3 + 2

√
5

2

)
×

×
(

x− 1− i
√
−3 + 2

√
5

2

)(
x− 1 + i

√
−3 + 2

√
5

2

)
.

In this case, we obtained the same factorization (i.e., the same formula) by using Lagrange’s
algorithm as well as using Mathematica. Let us note that the following notable result was proved
in [1]: the number

(
1 +

√
3 + 2

√
5
)

/2 (the polynomial Q is its minimal polynomial) is the only Pisot
number such that its four different conjugations α1, α2, α3, α4 satisfy the relation α1 + α2 = α3 + α4.
Suppose that z0 ∈ C is an algebraic number and Q ∈ C[z] is the minimal polynomial of z0. Then all
roots of the polynomial Q are called conjugations of z0. It is assumed that z0 itself is included in the set
of conjugates of z0. Let us recall that the Pisot number α > 1 is an integer algebraic number such that
all its conjugations over Q, except itself, are contained in the complex unit circle |z| < 1. See also [7].

3. Polynomials of a Fifth Degree

3.1. Spearman-Williams Theorem on the Factorization of Polynomials x5 + ax + b, a, b ∈ Q \ {0}

This section is based on the following papers [8–10], see also [11,12]. The following theorem holds.

Theorem 1 (B.K. Spearman, K.S. Williams [8]). Let a, b ∈ Q \ {0} and suppose that x5 + ax + b is
irreducible over Q[x]. Then the following equation

x5 + ax + b = 0 (12)

is solvable by radicals if and only if there exist rational numbers ε = ±1, c ≥ 0 and e 6= 0 such that

a =
5e4(3− 4εc)

c2 + 1
, b =

−4e5(11ε + 2c)
c2 + 1

. (13)

In this case, the following numbers are solutions to the Equation (12)

xj = e
(

ω ju1 + ω2ju2 + ω3ju3 + ω4ju4

)
, j = 0, 1, 2, 3, 4, (14)
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where ω := exp 2πi
5 and

u1 =

(
v2

1v3

D2

)1/5

, u2 =

(
v2

3v4

D2

)1/5

, u3 =

(
v2

2v1

D2

)1/5

, u4 =

(
v2

4v2

D2

)1/5

,

where

v1 =
√

D +

√
D− ε

√
D, v2 = −

√
D−

√
D + ε

√
D,

v3 = −
√

D +

√
D + ε

√
D, v4 =

√
D−

√
D− ε

√
D,

and
D = c2 + 1.

Remark 2. The Formula (14) can be reformulated (after simple calculations) as follows

xj = e

(
ω ju1 +

ω2ju2
1

√
D 5
√

ε

v1
+

ω3ju3
1D

v1v3
−

ω4ju4
1

√
D3

v2
1v3

5

√
ε

D

)

for j = 0, 1, 2, 3, 4.

Notice that from the Formula (13) we immediately obtain the following corollary.

Corollary 1. Let a ∈ Q \ {0} and let b be a positive rational number. If the polynomial x5 + ax + b is
irreducible over Q[x] and the equation x5 + ax + b = 0 is solvable by radicals then the polynomial x5 + ax− b
is also irreducible over Q[x] as well and the equation x5 + ax− b = 0 is solvable by radicals.

As an example of the application of Algorithm 2, we find complex roots of the polynomial
generated for ε = 1, c = 2

11 and e = −1, that is the polynomial

x5 + 11x + 44.

The roots are (we used Mathematica for calculations):

x0 = λ(ξ1 − ξ2 − ξ3 − ξ4) ≈ −1.87775,

x1 = −λ
(

e
3πi

5 ξ1 + e
2πi

5 ξ2 + e
4πi

5 ξ3 − e
πi
5 ξ4

)
≈ 1.80012− 1.44746i,

x2 = −λ
(

e
πi
5 ξ1 + e

4πi
5 ξ2 − e

3πi
5 ξ3 + e

2πi
5 ξ4

)
≈ −0.861241− 1.9105i,

x3 = x̄2, x4 = x̄1,

where λ = − 5
√

11/54 and

ξk :=
(
(−1)k+1(50

√
5− 75) +

√
18125− 6169

√
5
)1/5

,

ξl :=
(

50
√

5 + 75 + (−1)l
√

18125 + 6169
√

5
)1/5

,

for k = 1, 2 and l = 3, 4.
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Algorithm 2 An algorithm generating polynomials that satisfy the assumptions of Theorem 1 and
calculating their roots.

Input: c—a non-negative rational number, e—a rational number not equal to 0, ε—is equal to 1 or −1
1: Compute:

a :=
5e4(3− 4εc)

c2 + 1
, b :=

−4e5(11ε + 2c)
c2 + 1

ω := exp 2πi
5

D := c2 + 1

v1 :=
√

D +

√
D− ε

√
D, v2 := −

√
D−

√
D + ε

√
D,

v3 := −
√

D +

√
D + ε

√
D, v4 :=

√
D−

√
D− ε

√
D,

u1 :=

(
v2

1v3

D2

)1/5

, u2 :=

(
v2

3v4

D2

)1/5

, u3 :=

(
v2

2v1

D2

)1/5

, u4 :=

(
v2

4v2

D2

)1/5

2: for 0 ≤ j ≤ 4 do

xj := e
(

ω ju1 + ω2ju2 + ω3ju3 + ω4ju4

)
3: end for
4: function Q(x) . Symbolically: Q(x) := x5 + ax + b

return x5 + ax + b and x1, x2, x3, x4
5: end function

Output: Q—a polynomial satisfying the assumptions of Theorem 1, x0, x1, x2, x3, x4—the roots of
polynomial Q

3.2. Basically Different, Irreducible, Solvable, Spearman-Williams Trinomials of a Fifth Degree: x5 + ax2 + b,
a, b ∈ Q \ {0}

Let f ∈ Q[x] be an irreducible polynomial. If the equation f (x) = 0 is solvable by radicals then
the polynomial f is called solvable. B.K. Spearman and K.S. Williams in [9] (see also [10]) proved that
there exist only five substantially different, irreducible, and solvable trinomials of a fifth degree of the
form x5 + ax2 + b, where a, b ∈ Q. They are as follows, see also [8,13]

x5 + 5x2 + 3, x5 + 5x2 − 15, x5 + 25x2 + 300,

x5 + 100x2 + 1000, x5 + 250x2 + 625.

As an example, we present here the roots of three of the above polynomials. These roots are
described by the following formula

xj = ω ju1 + ω2ju2 + ω3ju3 + ω4ju4 j = 0, 1, 2, 3, 4,

where ω is a complex fifth root of unity and u1, u2, u3, u4 are given as follows:

1. (a, b) = (5, 3)

u1 =

(
−1

4
+

1
20

√
5− 1

100

√
150 + 30

√
5 +

1
50

√
150− 30

√
5
) 1

5

,

u2 =

(
−1

4
− 1

20

√
5− 1

50

√
150 + 30

√
5− 1

100

√
150− 30

√
5
) 1

5

,

u3 =

(
−1

4
− 1

20

√
5 +

1
50

√
150 + 30

√
5 +

1
100

√
150− 30

√
5
) 1

5

,
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u4 =

(
−1

4
+

1
20

√
5 +

1
100

√
150 + 30

√
5− 1

50

√
150− 30

√
5
) 1

5

;

2. (a, b) = (5,−15)

u1 =

(
5
4
+

13
20

√
5− 7

100

√
750 + 330

√
5
) 1

5

,

u2 =

(
5
4
− 13

20

√
5− 7

100

√
750− 330

√
5
) 1

5

,

u3 =

(
5
4
− 13

20

√
5 +

7
100

√
750− 330

√
5
) 1

5

,

u4 =

(
5
4
+

13
20

√
5 +

7
100

√
750 + 330

√
5
) 1

5

;

3. (a, b) = (100, 1000)

u1 = −2
6
5 , u2 = −2

7
5 , u3 = 2

3
5 , u4 = −2

4
5 .

4. Polynomials of a Sixth Degree

We want the new application to contain also a database of factorizations including only the
polynomials of a special form. In such situations, general methods are often not effective enough or
we obtain the results in undesirable forms. However, our application would ‘encourage’ the user to
individually choose of the method of solving a given problem. Below we present a few examples of
such special polynomials.

4.1. A product of Two Polynomials of a Third Degree

4.1.1. Factorization of the Polynomials of Sine-Type for the Angle 2π
21

We have the following factorization(
x3 +

√
a−
√

b
2

x2 +
−a−

√
ab

2
x +

√
a +
√

b
2

)(
x3 +

−
√

a−
√

b
2

x2 +
−a +

√
ab

2
x +
−
√

a +
√

b
2

)

= x6 −
√

bx5 +
b− 5a

4
x4 + (a + 1)

√
bx3 +

(a− 2)(a + b)
4

x2 +
b− a

4
,

where a, b ∈ C; e.g., for a = 3, b = 7 we get

x6 −
√

7x5 − 2x4 + 4
√

7x3 − 8x2 + 1

=

(
x3 +

√
3−
√

7
2

x2 − 3 +
√

21
2

x +

√
3 +
√

7
2

)(
x3 −

√
3 +
√

7
2

x2 +
−3 +

√
21

2
x +
−
√

3 +
√

7
2

)

=

((
x− 2 sin

2π

21

)(
x− 2 sin

8π

21

)(
x− 2 sin

32π

21

))
×

×
((

x− 2 sin
4π

21

)(
x− 2 sin

16π

21

)(
x− 2 sin

64π

21

))
=

(
2

∏
k=0

(
x− 2 sin

2 · 4kπ

21

))(
3

∏
k=1

(
x− 2 sin

4kπ

21

))
=

6

∏
k=1

(
x− 2 sin

2kπ

21

)
.
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4.1.2. Factorization of the Polynomials of Cosine-Type for the Angle 2π
21

We have the following factorization(
x3 − 1 +

√
a

2
x2 − 1−

√
a

2
x− c−

√
a

2

)(
x3 − 1−

√
a

2
x2 − 1 +

√
a

2
x− c +

√
a

2

)
= x6 − x5 − 3 + a

4
x4 +

(
a + 1

2
− c
)

x3 +
1 + a + 2c

4
x4 +

c− a
2

x +
c2 − a

4

for every a, c ∈ C. If c =
√

a + 4 then c2−a
4 = 1, e.g., for a = 21, b = 4 we obtain

6

∏
k=1

(
x− 2 cos

2kπ

21

)

=

(
x3 − 1 +

√
21

2
x2 − 1−

√
21

2
x− 5−

√
21

2

)(
x3 − 1−

√
21

2
x2 − 1 +

√
21

2
x− 5 +

√
21

2

)
= x6 − x5 − 6x4 + 6x3 + 8x2 − 8x + 1.

Let us mention that the above polynomial is a minimal polynomial for 2 cos 2π
21 .

4.1.3. Factorization of the Polynomials of Cosine-Type for the Angle 2π
13

We have the following factorization(
z3 +

b−
√

a
2

z2 − z +
√

a + c
2

)(
z3 +

b +
√

a
2

z2 − z−
√

a + c
2

)
=

(
z3 +

b
2

z2 − z
)2
−
(√

a + c
2

−
√

a
2

z2
)2

= z6 + bz5 +

(
b2 − a

4
− 2
)

z4 − bz3 +

(
1 +

a + c
√

a
2

)
z2 −

(√
a + c
2

)2

,

where a, b, c ∈ C; e.g., for a = 13, b = 1, c = 3 we get

6

∏
k=1

(
z− 2 cos

2kπ

13

)
=

(
z3 +

1−
√

13
2

z2 − z +
√

13 + 3
2

)(
z3 +

1 +
√

13
2

z2 − z−
√

13 + 3
2

)

= z6 + z5 − 5z4 − z3 +

(
1 +

13 + 3
√

13
2

)
z2 −

(
3 +
√

13
2

)2

.

4.2. Trinomials of a Sixth Degree

First, let us recall an important definition.

Definition 1. If the polynomial p ∈ Q[x] is a product of r irreducible polynomials over Q of degrees
n1, n2, . . . , nr, respectively, n1 ≤ n2 ≤ . . . ≤ nr, then we say that the polynomial p ∈ Q[x] has reducibility
type (n1, n2, . . . , nr).

Now we present three main theorems (which come from [14]) on trinomials of a sixth degree with
certain reducibility types.

Theorem 2. There are infinitely many trinomials x6 + Ax+ B ∈ Q[x] with reducibility type (1, 2, 3). There are
no trinomials x6 + Ax + B ∈ Q[x] with reducibility type (1, 1, 1, 3) or (1, 1, 2, 2) or (2, 2, 2).



Information 2020, 11, 585 13 of 23

Theorem 3.

1. There is no trinomial x6 + Ax2 + B ∈ Q[x] with reducibility type (1, 2, 3).
2. If the trinomial x6 + Ax2 + B ∈ Q[x] has reducibility type (2, 2, 2) then either

(a) (A, B) =
(
−s2 − sv− v2,−sv(s + v)

)
where s, v ∈ Q, sv(s + v) 6= 0, which implies factorization

x6 + Ax2 + B =
(

x2 + s
) (

x2 + v
) (

x2 − s− v
)

,

(b) or (up to scaling of a variable) we have

(A, B) =
(
−(v− 1)(3v− 1),−v2(2v− 1)

)
,

where v ∈ Q \
{

0, 1, 1
2 , 1

3

}
, which implies factorization

x6 + Ax2 + B =
(

x2 + x + v
) (

x2 − x + v
) (

x2 − 2v + 1
)

.

Theorem 4.

1. If the trinomial x6 + Ax3 + B ∈ Q[x] has reducibility type (2, 2, 2) then (up to scaling of a variable)
we have

A = −27u(u + 1), B = 27
(

u2 + u + 1
)

,

where u ∈ Q \
{

0,−1,− 1
2

}
, which implies factorization

x6 − 27u(u + 1)x3 + 27
(

u2 + u + 1
)3

=
(

x2 + 3x + 3
(

u2 + u + 1
))
×

×
(

x2 − 3(u + 1)x + 3
(

u2 + u + 1
)) (

x2 + 3ux + 3
(

u2 + u + 1
))

.

2. If the trinomial x6 + Ax3 + B ∈ Q[x] has reducibility type (1, 1, 2, 2) then (up to scaling of a variable)
we have

A = −u3 − 1, B = u3,

where u ∈ Q \ {0,−1}, which implies factorization

x6 + Ax3 + B = (x− 1)(x− u)
(

x2 + x + 1
) (

x2 + ux + u2
)

.

3. There is no trinomial x6 + Ax3 + B ∈ Q[x] with reducibility type (1, 1, 1, 1, 2).
4. If the trinomial x6 + Ax3 + B ∈ Q[x] has reducibility type (1, 2, 3) then (up to scaling of a variable)

we have
(A, B) = (t− 1,−t),

where t ∈ Q and t is not a third power of a rational number. This provides the factorization

x6 + (t− 1)x3 − t = (x− 1)
(

x2 + x + 1
) (

x3 + t
)

.

Bremner Factorization

The following Bremner factorization holds (see [15,16]):

x6 +
(

4µ4 − 4µ
)

x2 − 1 =
(

x3 + 2µx2 + 2µ2x + 1
) (

x3 − 2µx2 + 2µ2x− 1
)

(15)
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and its Schinzel’s generalization [16](
x3 + 2tx2 + 2t2x + b

) (
x3 − 2tx2 + 2t2x− b

)
= x6 + 4t

(
t3 − b

)
x2 − b2,

where µ, t, b ∈ C.
There is an interesting connection between the factorization (15) and the following Schinzel’s

result ([16] Theorems 8 and 9, Corollary 1):

Theorem 5. For every d ∈ N there exist finitely many trinomials xn + bxm ± 1 with b ∈ Z, |b| > 2,
n

GCD(m,n) > d such that all their divisors have degree d. All these trinomials can be determined effectively since
they satisfy two important conditions:

n� d log d and b� d2 log d.

From the factorization (15) it follows that the condition n
GCD(m,n) > d is important.

4.3. Polynomials of a Twelfth Degree

The only values of A ∈ R for which the polynomial

pA(x) = x12 + Ax6 + 1

is reducible to two polynomials of a sixth degree with rational coefficients are numbers of the form

R + R−1 (R 6= 0), 2− R2, −2− R2,

where R is any rational number. Then the decompositions of trinomial pA is, respectively

pA(x) =
(

x6 + R
) (

x6 + R−1
)

,

pA(x) =
(

x6 + Rx3 + 1
) (

x6 − Rx3 + 1
)

and
pA(x) =

(
x6 + Rx3 − 1

) (
x6 − Rx3 − 1

)
,

see also [17].

5. The Other Families of Polynomials

5.1. Littlewood’s Polynomials and Barker’s Polynomials

5.1.1. Basic Notion and Properties of Barker’s Polynomials

Definition 2. If each coefficient of the polynomial

p(z) = anzn + an−1zn−1 + . . . + a1z + a0

is equal to ±1, i.e., ak = ±1 for each k = 0, 1, . . . , n, then the polynomial p is called a Littlewood’s polynomial.

Suppose that p is a Littlewood’s polynomial and let

p(z)p
(

1
z

)
= cnzn + cn−1zn−1 + . . . + c1−nz1−n + c−nz−n.
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The coefficients ck of the above meromorfic function are called aperiodic autocorrelation
coefficients (or acyclic autocorrelation coefficients). It is easy to prove that c0 = n + 1. If |ck| ≤ 1 for
k 6= 0, i.e., ck ∈ {−1, 0, 1} for k 6= 0, then the polynomial p is called Barker’s polynomial. Hence if p is a
Barker’s polynomial, then every polynomial ±p(±z) (with any assignment of signs) is also a Barker’s
polynomial. There are only 8 known Barker’s polynomials (all satisfying the condition an = an−1 = 1)

z + 1,

z2 + z + 1,

z3 + z2 − z + 1,

z3 + z2 + z + 1,

z4 + z3 + z2 − z + 1,

z6 + z5 + z4 − z3 − z2 + z− 1,

z10 + z9 + z8 − z7 − z6 − z5 + z4 − z3 − z2 + z− 1,

z12 + z11 + z10 + z9 + z8 − z7 − z6 + z5 + z4 − z3 + z2 − z + 1.

Finding a new Barker’s polynomial or proving that there are no more such polynomials is a very
interesting challenge. A lot of results concerning existence or non-existence of Barker’s polynomials
for any degrees were published. Non-trivial result is fact that if a new Barker’s polynomial exists,
then its degree is equal to n = 4N2 − 1, where N is odd and N ≥ 55 (see e.g., [18]).

5.1.2. The Roots of Littlewood’s Polynomials

The definition of a Littlewood’s polynomial was given in Section 5.1.1.
Now let us recall a definition of of self-reciprocal polynomials (called also palindromic).

Definition 3.
The polynomial p ∈ C[z] is called a self-reciprocal if the following condition is satisfied

p(z) = zdeg p p
(

1
z

)
.

We have the following facts (see [19]).

Theorem 6. If p is a self-reciprocal polynomial of the form

p(z) = z2n + z2n−1 + . . . + zn+1 − zn + zn−1 + . . . + 1,

then p has at least 2n−8
3 complex roots on the unit circle.

Theorem 7. Every self-reciprocal Littlewood’s polynomial of an odd degree m ≥ 3 has at least three complex
roots on the unit circle. Wherein every self-reciprocal Littlewood’s polynomial of an even degree m ≥ 14 has at
least four complex roots on the unit circle.

The following example shows that the lower bound for even degrees in the Theorem cannot be
improved. The polynomial

R(z) = z12 + z11 + . . . + z7 − z6 + z5 + . . . + z + 1

=
(

z7 + 1
) (

z5 + . . . + z + 1
)
− z6 =

(
z7 + 1

) (
z6 − 1

)
z− 1

− z6
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has only two complex roots on the unit circle because

<
(

eiϕ
)
= 0⇐⇒

(
1 + ei7ϕ

) (
ei6ϕ − 1

)
= ei6ϕ

(
eiϕ − 1

)
⇐⇒ 4 cos

7
2

ϕ cos
(

3ϕ− π

2

)
e(

13
2 ϕ+ π

2 )i = 2e(
13
2 ϕ+ π

2 )i cos
( ϕ

2
− π

2

)
⇐⇒ 2 cos

7
2

ϕ sin 3ϕ = sin
ϕ

2

⇐⇒ 2 cos
(

3ϕ +
ϕ

2

)
sin 3ϕ = sin

ϕ

2

⇐⇒ sin 6ϕcot
ϕ

2
− 2 sin2 3ϕ = 1

⇐⇒ sin 6ϕcot
ϕ

2
= 1 + 2 sin2 3ϕ = 2− cos 6ϕ

⇐⇒ cot
ϕ

2
=

2− cos 6ϕ

sin 6ϕ
.

Considering the last equation in the intervals
(

kπ
6 , (k+1)π

6

)
, k = 0, 1, . . . , 11 it is easy to notice that

there exist only two solutions (in the first and last interval that is for k = 0 and k = 11, respectively),
symmetrical with respect to x = π.

6. Chebyshev-Type Polynomials

We think that the project proposed by us should also contain information that is not directly
connected with the main topic, i.e., with the factorizations of polynomials. In this project,
some curiosities connected with certain types of polynomials should appear which could interest the
user or even motivate him to undertake some research. An example of such information is so-called
white curves connected with Chebyshev’s polynomials. First, we give some basic information about
Chebyshev’s polynomials.

We have four basic families of Chebyshev’s polynomials

1. 1st kind
Tn(cos θ) = cos(nθ), θ ∈ R,

2. 2nd kind

Un(cos θ) =
sin((n + 1)θ)

sin θ
, θ ∈ R \ πZ,

3. 3rd kind

Φn(cos θ) =
cos

((
n + 1

2

)
θ
)

cos θ
2

, θ ∈ R \ π(2Z+ 1),

4. 4th kind

Ψn(cos θ) =
sin
((

n + 1
2

)
θ
)

sin θ
2

, θ ∈ R \ 2πZ.

The history of these polynomials starts in 1854 when the great Russian mathematician Pafnuty
Lvovich Chebyshev described them in Théorie des mécanismes connus sous le nom de parallélogrammes.
Polynomials 1

2n−1 Tn(x) (Chebyshev took as Tn(x) the functions cos(n arccos x), x ∈ [−1, 1]) were
described as unimodular polynomials of degree n with the smallest deviation from 0 in the interval
[−1, 1], i.e., with the smallest value of

max
x∈[−1,1]

{|F(x)|}

in the given class of polynomials F(x). Of course all the polynomials Tn, Un, Φn, Ψn are named in
honour of Pafnuty Lvovich Chebyshev.

Chebyshev’s polynomials have many interesting algebraic and analytic properties as well as a lot
of numerical application—see e.g., [20–25].
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White Curves

White curves are curves on the plane which appear during plotting successive Chebyshev’s
polynomials on the one common drawing. Let us consider the part of the plots of each Chebyshev’s
polynomial of the first kind Tn lying in the square

{(x, y) : − 1 ≤ x, y ≤ 1}.

Plot all of these polynomials on the one picture (see Figure 1a with first 35 polynomials Tn).
Thanks to computer applications for drawing the plots it was noticed that the number of samples used
to interpolate the shape of white curves should be sufficiently large. White curves are curves that
which arise when we take a limit with the number of these plots increasing to infinity. In Figure 1 the
first 6 white curves are coloured blue and plots of Chebyshev’s polynomials T1÷35 are coloured black.
In Figure 2 the first 7 white curves are presented, each in different colour. In Figure 3 the first 9 white
curves are presented. In general, white curves are described by the following equation (see [26])

T2(y) = Tn(x), n ∈ N0, x ∈ [−1, 1],

that is y = ±
√

Tn(x) + 1
2

, n ∈ N0, x ∈ [−1, 1] or in parametric way

{
x = cos(2t),

y = ± cos(nt),
t ∈ [0, 2π].

The first white curve consists of two line segments

{(x, y) : y = ±1 ∧ −1 ≤ x ≤ 1}.

The second white curve is the following parabola

x = 2y2 − 1, y ∈ [−1, 1].

The third white curve is a pair of the line segments

y = ±x, x ∈ [−1, 1].

The fourth white curve is Descartes’s curve

4x3 − 3x + 1 = 2y2.

In the article of J.C. Merino [27] this curve is called Tschirnhausen’s cubic curve. Do not confuse with
folium of Descartes, i.e., with the curve given by formula x3 + y3 − 3axy = 0. Descartes’s curve is a
curve with a loop and has an axis of symmetry. The folium of Descartes has also an asymptote—see
more in ([28] Subsection 3.9).

The fifth white curve is a pair of the parabolas

y = ±
(

2x2 − 1
)

, x ∈ [−1, 1]

and so on.
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Figure 1. The first 6 white curves. Figure (a) shows the original version—the white curves are visible
in the background of the plot of the first 35 Chebyshev’s polynomials. On (b) the white curves are
coloured blue, on (c)—extracted.
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Figure 2. The first seven white curves, each in different colour.

Figure 3. The first 9 white curves.
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7. New Application—Our Expectations

We would like our application to be an answer for many different needs. We would like our
application to give some tips on problems with a more complicated nature as well. As an example, let us
consider positive-semi-definite polynomials factorization into the sum of squares of two polynomials
of nonzero degrees. Recall that the f ∈ R[x1, . . . , xn] is called positive-semi-definite if f (x1, . . . , xn) ≥ 0
for any x1, . . . , xn ∈ R. After rescaling variable, this problem in the case of quadratic trinomial reduces
to the factorization of the following polynomial

x2 + 2ax + b

where a2 ≤ b. Notice that(
cos αx +

√
b sin β

)2
+
(

sin αx−
√

b cos β
)2

= x2 + 2
√

b sin(β− α)x + b =

= x2 + 2ax + b,

where
sin(β− α) :=

a√
b

.

It is easy to see that there exist infinitely many possibilities of realizing this factorization.
For example, we have

x2 − x + 1 =
(

cos
π

12
x− sin

π

12

)2
+
(

sin
π

12
x− cos

π

12

)2
=

=

(√
2

2
x + sin

π

12

)2

+

(√
2

2
x− cos

π

12

)2

= . . .

In the case of the higher degree polynomials, such factorization is more complex and requires the
help of a computer.

Remark 3. A first example of a positive-semi-definite polynomial of many variables which is not a sum of two
or more squares of a nonzero polynomials was given by Motzkin [29], namely we have

M(x, y, z) = z6 + x4y2 + x2y4 − 3x2y2z2,

where

M
(

y2

x
,

x2

y
, z
)
= F

(
x2, y2, z2

)
,

wherein F is a Cardano polynomial of a third degree

F(x, y, z) = x3 + y3 + z3 − 3xyz = (x + y + z)
(

x + εy + ε2z
) (

x + ε2y + εz
)

,

with ε := exp
(
i 2

3 π
)
. Let us notice that positive-semi-definity of polynomial M(x, y, z) follows from the

inequality between arithmetic and geometric means.

Let us recall two fundamental theorems regarding the topic under consideration.

Theorem 8 (Artin, 1927). Let f ∈ R[x1, . . . , xn] be a positive-semi-definite polynomial. Then f is a sum of
squares of finitely many functions from the ring of rational functions R(x1, . . . , xn).

Theorem 9 (Pfister, 1967). Let f ∈ R[x1, . . . , xn] be a positive-semi-definite polynomial. Then f is a sum of
squares of 2n functions from the ring R(x1, . . . , xn).
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For example we have

M(x1, x2, 1) =

(
x3

1x2 + x3
2x1 − 2x1x2

)2 (1 + x2
1 + x2

2
)
+
(
x2

1 − x2
2
)2(

x2
1 + x2

2
)2

(easy verification of this equality is left as an exercise to the Readers and Users).
More details about positive-semi-definite polynomials can be found in Olivier Benoist’s paper [30]

(see also references of this paper; especially an interesting paper of Walter Rudin [31]).

Remark 4. Cardano polynomial F(x, y, z) described above is very useful in many areas of mathematics.
For example, in planimetry, if x, y, z are complex numbers on the complex plane, then these numbers form an
equilateral triangle if and only if (

x + εy + ε2z
) (

x + ε2y + εz
)
= 0,

which is equivalent to the following statement (see [32,33]).
‘the equality F(x, y, z) = 0 holds if and only if the triangle4(x, y, z) is equilateral or its center of gravity

is at 0 (in the complex plane)’.

Remark 5 (One more property of the polynomial M). In [34] it was noticed that the following polynomials

Mλ(x, y, z) = z6 + x4y2 + x2y4 − 3λx2y2z2 in R3

and
Lλ(x, y, z, w) = w4 + x2y2 + y2z2 + z2x2 − 4λxyzw in R3,

which are nonnegative for any parameters λ ∈ [0, 1] and which cannot be described as a finite sum of squares of
polynomials for any λ ∈ (0, 1], have one more interesting property:

• there is no setM of functions ϕ ∈ C3 in some neighbourhood of zero in R3 such that

Mλ = ∑
ϕ∈M

ϕ2 in some neighbourhood of zero in R3,

• there is no finite set L of functions ψ ∈ C3 in some neighbourhood of zero in R4 such that

Lλ = ∑
ψ∈L

ψ2 in some neighbourhood of zero in R4.

Sketch of Proof. Let p ∈ R[x1, . . . , xn] be a homogeneous non-negative polynomial of degree 2d which
cannot be described as a finite sum of squares of polynomials. Then this polynomial cannot be written
as a finite sum of squares of functions ϕi of class Cd in some neighbourhood of zero in Rn. Otherwise,
based on Taylor’s formula, each ϕi could be written in the following form ϕi = qi + o

(
|x|d

)
where qi

are a homogeneous polynomials of degree d. It would imply that p is a finite sum of squares of such
polynomials qi in some neighbourhood of zero in Rn, a contradiction.

Remark 6. An important area of applications of the positive polynomials is differential equations [35,36].
One of basic problems in this topic that still remains open is ‘how to determine the positivity of higher-order
multivariate polynomials, which is a further problem of Hilbert’s 17th problem?’ [36,37]. W. X. Ma and Y. Zhou
proved in ([36] Theorem 3.2) that if a quadratic function f is positive on RM, i.e., f (x) > 0 for all x ∈ RM,



Information 2020, 11, 585 22 of 23

then there is a positive constant d such that f (x) ≥ d for all x ∈ RM. It is quite surprising but this fact is not
true for higher-order multivariate polynomials. Indeed, consider the following counterexamples:

fm,n(x, y) = x2m + (xnyn − 1)2 , m, n ∈ N,

gk,m,n(x, y) =
(

y2n + (y + 1)2n
)

x2m +
(

xkyk − 1
)2

, k, m, n ∈ N, m > n

for which we have
fm,n(x, y) > 0

since fm,n(0, y) = 1 and fm,n(x, y) ≥ x2m > 0 whenever x 6= 0, and

gk,m,n(x, y) > 0

since gk,m,n(0, y) = 1 and gk,m,n(x, y) ≥
(
y2n + (y + 1)2n) x2m > 0 whenever x 6= 0.

Moreover we have:
lim
r→∞

fm,n

(
r−1, r

)
= lim

r→∞
g
(

r−1, r
)
= 0.

This implies immediately that both fm,n and gk,m,n cannot be bounded from below by any positive constant.

8. Final Remark

Let us go back to our expectations. We hope that our readers (and future users) will actively
support us and that we will able to develop our application to include more detailed information
which we have not considered yet.

We are very grateful for all remarks made by referees which allowed us to improve the
presentation of this article. Thanks to them we supplemented our paper with Remark 6 above
and Formula (6).
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