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Abstract: Selecting representative objects from a large-scale dataset is an important task for
understanding the dataset. Skyline is a popular technique for selecting representative objects
from a large dataset. It is obvious that the skyline computation from the collective databases of
multiple organizations is more effective than the skyline computed from a database of a single
organization. However, due to privacy-awareness, every organization is also concerned about the
security and privacy of their data. In this regards, we propose an efficient multi-party secure
skyline computation method that computes the skyline on encrypted data and preserves the
confidentiality of each party’s database objects. Although several distributed skyline computing
methods have been proposed, very few of them consider the data privacy and security issues.
However, privacy-preserving multi-party skyline computing techniques are not efficient enough.
In our proposed method, we present a secure computation model that is more efficient in comparison
with existing privacy-preserving multi-party skyline computation models in terms of computation
and communication complexity. In our computation model, we also introduce MapReduce as a
distributive, scalable, open-source, cost-effective, and reliable framework to handle multi-party data
efficiently.

Keywords: skyline; MapReduce; distributed system; information security; order-preserving
encryption; homomorphic encryption; big data; data privacy; semi-honest model;
multi-party computation

1. Introduction

In the present era of information technology, organizations with a similar type of service collect
various information from their clients. For reliable and effective analysis, they want to perform
a study on their collective databases. This kind of analysis is called a multi-party computation;
examples of multi-party computations are joint data analysis, data mining, statistical data analysis,
etc. Business services may contain sensitive data, such as personal, financial, or health-related data of
their clients. Disclosure of such data significantly violate clients’ privacy and may cause a financial or
goodwill loss to the organization. Therefore, the organizations never wants to disclose their sensitive
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data to others. However, during joint data mining operations, the participating parties are willing
to obtain the result from their combined databases without revealing the sensitive information of
the clients.

Skyline has received considerable attention in the database community during the past few
decades. It is an important tool in many multi-criteria decision-making applications like business
planning, hotel management, etc. Given a dominance relationship in a dataset, a skyline query returns
the objects that are not dominated by any other objects within the dataset.

Let us assume a number of organizations willing to conduct surveys about commission cost and
risk prediction where all the organizations have collected similar types of private data from their
clients. Maintaining the privacy of the information of each client is a prime responsibility for each
organization. As we know, skyline computation requires the comparison of attribute values among
the objects of each party; without disclosing the attribute values, organizations are unable to compute
the multi-party skyline from the union of their databases. The data of Table 1 plotted on the Figure 1
illustrates this scenario where P1, P2, P3, P4, and P5 are five records of Organization 1 and Q1, Q2, Q3,
Q4, and Q5 are five records of Organization 2 with their costs (d1) and risks (d2). If both organizations
want to find a reasonable recommendation list considering minimum cost and risk using skyline
query, the skyline objects for the individual database of Organization 1 will be P1, P2, and P4, and
the skyline objects for Organization 2 will be Q1, Q3, and Q4. However, the skyline objects of their
combined databases will be Q1, P4, Q4, and P2. Although the object P1 and the object Q3 are in the
skyline of Organization 1 and Organization 2, respectively, they are not present in their combined
skylines. The object P4 of Organization 1 dominates the object Q3 of Organization 2 and the objects
Q1 of Organization 2 dominates the object P1 of Organization 1. Therefore, cost and risk prediction
using a skyline query are more reliable and meaningful if they are computed from the data of both
organizations. Therefore, the organizations want to calculate skyline objects from their combined data.
However, for security reason, they do not wish to disclose the attribute values in the objects with
others. Therefore, we need a secured system that can compute the skyline from combined data of both
parties without revealing the real attribute values during computation.

��

��

��

��

��

��

��

��

���

���

���

���

���

���

���

���

�� �� �� �� �� �� ��

�

�

��
��
�
�

�
�

������

• ��	
��
������

• ��	
��
������

Figure 1. The skyline and multiparty skyline of Organizations 1 and 2.
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Table 1. Organization database.

Organization 1 Organization 2

ID Cost Risk ID Cost Risk

P1 27 33 Q1 22 30
P2 39 3 Q2 48 11
P3 45 15 Q3 32 25
P4 30 17 Q4 36 8
P5 45 30 Q5 42 37

Usually, skyline computation requires a massive comparison of objects’ attributes to determine
whether an object is in the skyline or not. It may need many object dominance checks, and each
check may involve all of the objects’ dimensions. Skyline computation is both IO-consuming and
CPU-intensive in centralized settings [1,2]. Therefore, in the interest of overall efficiency, it is useful to
compute skylines in distributed and parallel environments.

On the other hand, MapReduce is increasingly used to process massive data due to its scalability
and fault tolerance. The availability of scalable and open-source MapReduce systems, such as
Hadoop [3], makes it desirable for large-scale parallel skyline computation. Though the MapReduce
framework usually has been composed in a local area network, which is owned by one organization,
the distributed computation can be extended to computing the skyline from the union of databases that
are owned by multiple organizations. In such cases, users have to send each database independently
and securely to the MapReduce framework. In this way, the distributed computing of MapReduce will
be used for multi-party databases. However, we also have to secure the privacy of values during the
processing of multi-party data. We, therefore, think that privacy-aware computations of multi-party
data in MapReduce have to be considered.

Although a number of skyline computation methods [1,2,4–6] utilize the MapReduce framework
to calculate the skyline in a distributed environment, except [2], none of them consider the security
issues for the multi-party skyline. The previously-proposed secure skyline computation method [2]
only used MapReduce operation for sorting the attribute values in the multi-party objects and
demanded multiple rounds of MapReduce operations.

Moreover, several methods have been proposed for secure skyline query [7–10]. The methods
in [7,8] only considered the secure computation of the skyline for clients from single party data
stored in the cloud platform. The method in [9] computed the skyline from two-party data and
exchanged a significant amount of data during the secure comparison. It also needed multiple
two-party skyline computation to obtain the multi-party skyline. Although our previously-proposed
encrypted substitution vector-based framework [10] improved the efficiency, compared to other secure
skyline computation frameworks, it also required sharing an encrypted substitution vector before
secure computation of the skyline.

In our proposed method, we introduce an efficient multi-party skyline computation method
that generates skyline objects from multi-party data and preserves the privacy of individual objects
during multi-party skyline computation. Our method simultaneously processes multi-party data,
concurrently executes operations for skyline computation in each phase, and uses only two rounds of
MapReduce operations. For our proposed method, a minimum number of data exchanged is required
among the parties.

This paper is organized as follows:
Section 2 discusses and reviews the related work; Section 3 explains the required preliminary

knowledge; Section 4 explains the methodology of computing the secure multi-party skyline with an
example; Section 5 specifies the scalability and the application of the method; Section 6 specifies the
security issues; Section 7 provides the theoretical analysis of our proposed method; Section 8 discusses
the experiment details and explains the effectiveness and efficiency of our method under various
settings; Section 9 concludes the proposed work.
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2. Related Work

The following sections discuss the various related work.

2.1. Skyline Query

Borzsonyi et al., first proposed the skyline operator over a large dataset and provided three
algorithms: Block-Nested-Loops (BNL), Divide-and-Conquer (D&C), and B-tree-based schemes [11].
The BNL algorithm compares every object with every other object in the database, then non-dominant
objects are collected as a result. The D&C algorithm divides the data in such a way that they can fit
into memory; then, the candidate skylines are computed in each partition. After merging the candidate
skyline from each partition, it gets the final skyline. The B-tree-based schemes [11] compute the skyline
using an ordered index; e.g., a B-tree, an R-tree, etc. Chomicki et al., improved BNL by presorting
data and proposed a variant of BNL as Sort-Filter-Skyline (SFS) [12]. The Branch-and-Bound Skyline
(BBS) [13], proposed by Papadias et al., is a progressive algorithm based on the best-first nearest
neighbor (BF-NN) algorithm. In the same way, Kossmann et al., improved the performance of the
D&C algorithm and proposed the nearest neighbor (NN) [14] algorithm that prunes out dominated
objects by iteratively dividing the data space based on the closest objects in the space. Furthermore,
none of the above works considered the multi-party skyline or security issues.

2.2. Secure Skyline Query

Because of the privacy awareness of the present era, each organization expresses concern about the
security of their information. Privacy-preserving secure data analytics is one of the major research areas
in “big data” processing. In different application aspects, it is necessary to compute the multi-party
skyline without revealing the vital information to others. Liu et al. [7] proposed secure skyline
queries that can execute the skyline query in encrypted form on the cloud platform. To compute
the secure skyline, Liu et al., used the secure comparison protocol proposed by Veugen et al. [15]
and the secure bit-decomposition method proposed by Samanthula et al. [16]. Hua et al., proposed
a privacy-preserving skyline computation model named CINEMA [8]. In their work, they proposed
a solution for computing the secure skyline based on the user’s dynamic query. In this proposed
method, a user can hide the dynamic query point from the database owner, and the database owner
can also protect the data from the user during computation. Although their model provided a secure
computation environment concerning data privacy, their circumstances were different from ours.
Moreover, their model used computationally-expensive secure comparison protocols.

Liu et al., provided another privacy-preserving skyline computation system [9] using the
additivity property of the skyline [17] to reduce the number of secure comparisons. They computed the
local skyline object set at first. Then, from the local skyline, they used secure dominance relationship
computation and calculated the global skyline object set. However, for several participating parties,
it needs a pair-wise secure skyline computation for computing the global skyline. Therefore, as the
number of participating party grows, the computational complexity increases rapidly. Besides,
the complexity of the zero-encoding and one-encoding schemes used in their proposed method
increased with the domain length of the attribute values. From the above discussion, we can assume
that the work mentioned above for multi-party skyline query is not efficient enough when the number
of parties increases and also needs to exchange a significant amount information during computation
among the parties.

Qaosar et al., proposed a secure multi-party skyline computation method [10]. It improved
efficiency, compared to other secured skyline computation frameworks, but it required sharing an
encrypted substitution vector before secure computation of the skyline.

In our proposed method, we solve the problems by keeping the exchange of information minimum
and by applying concurrent and distributed computation of skyline in each phase.
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2.3. MapReduce-Based Skyline Query

Recently, the distributed computing paradigm has become very popular for skyline computation.
Kasper Mullesgaard et al. [1] proposed efficient skyline computation in the MapReduce framework.
They designed a grid partitioning scheme to divide the data space into several partitions and employed
a bit-string to represent the partitions. The bit-string was efficiently obtained in MapReduce, and it
helped to prune partitions (and tuples) that could not have skyline tuples. Hyeong-Cheol Ryu et al.,
used adaptive two-level grids to process the skyline query in MapReduce [4]. Ji Zhang et al. [5] in
their scheme considered data partitioning, filtering, and parallel skyline evaluation as a holistic query
process. To improve the parallel local skyline calculation, they proposed two partition-aware filtering
methods that kept skyline candidates in a balanced manner. Yoonjae Park et al. [6] proposed efficient
parallel algorithms for processing the skyline and its variants using MapReduce. They effectively
pruned out non-skyline points in advance with the help of histograms calculated from all points.
Then, using the quadtree, they divided the data into partitions, where each partition contained the
same number of data points. In the first MapReduce phase, it computed the candidate skyline in
each partition, then in the next step, it combined the candidate skyline to generate the final skyline.
Conversely, the above-discussed methods did not consider multi-party databases and privacy issues
regarding multi-party skyline.

Asif Zaman et al. [2] introduced the secure objects’ ordering-based skyline computation
framework. In his work, all participating parties constructed their database objects’ order with
the help of a semi-honest third party, called the coordinator. At first, the method generated the order
of the values for each dimension in the multi-party databases. This computation required one round
of MapReduce operation for each digit in a dimension. For example, in the multi-party databases,
if there were D dimensions, and each dimension contained M digits, then it needed D ∗M number of
MapReduce rounds for order generation. Afterwards, from the order of the values in each dimension
of multi-party databases, it computed the skyline using another round of the MapReduce operation.
In our current proposed method, we use two MapReduce rounds for calculating the privacy-preserving
skyline, thus improving the performance.

3. Preliminaries

3.1. Adversary Model

In this work, we consider the semi-honest adversary model for multi-party computation. In the
semi-honest adversary model, no parties are allowed to share information with any other party,
other than permitted by the protocol. Each party may be honest, but curious and try to analyze the
data during computation. The security threats in this model depend on how each party successfully
obtains private information from the data during calculation. Berlin and Heidelberg in their book [18]
provided a proper definition and the security proof of the semi-honest model.

3.2. Dominance and Skyline

Assume a dataset P = {P1, P2, · · · , Pn} of n objects with m-dimensions {d1, d2, · · · , dm}.
We consider Pi.dj to denote the value of the j-th dimension of object Pi. Without loss of generality,
we consider the lower value in each attribute to be better while calculating the skyline.

Dominance: An object Pi ∈ P is dominant over another object Pj ∈ P, denoted as Pi ≺ Pj,
if Pi.dr ≤ Pj.dr (1 ≤ r ≤ d) for all d dimensions and Pi.dt < Pj.dt (1 ≤ t ≤ d) for at least one
attribute. We say such a Pi is a dominant object and such a Pj is a dominated object between Pi and Pj.
For example, in Figure 1, object Q3(31, 145) is dominated by object P4(30, 137); because P4 is better
than Q3 in both dimensions. At the same time, objects P4(30, 137) and P2(39, 123) are not dominating
each other because P4 is better than P2 when we consider Dimension 1 (cost) and P2 is better than P4
when we consider Dimension 2 (risk).
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Skyline: An object Pi ∈ P is said to be a skyline object of P, if and only if there is no such object
Pj ∈ P (j 6= i) that dominates Pi.

The skyline of P, denoted by Sky(P), is the set of skyline objects in P. For the dataset shown in
Figure 1, objects {Q1, P4, Q4, P2} are not dominated by any other objects. Thus, the skyline query
retrieves Sky(P) = {Q1, P4, Q4, P2}, where P = {P1, P2, P3, P4, Q1, Q2, Q3, Q4}.

Local skyline: In multi-party secure skyline computation, we consider the skyline of the single
party as the local skyline. In Figure 1, the object sets {P1, P2, P4} and {Q1, Q3, Q4} are the local skyline
of Organization 1 and Organization 2, respectively.

Global skyline: The skyline computed from all objects of the private parties in a secure
multi-party skyline computation is called the global skyline. In Figure 1, the objects {Q1, P4, Q4, P2}
are the global skylines of Organization 1 and Organization 2.

Additivity of skyline computation [17]: Suppose a dataset P (a union of datasets of d number of
datasets) such that P = P1∪· · ·∪Pd, then the additive property of skyline computation ensures that:
Sky(P) = Sky(Sky(P1)∪· · ·∪Sky(Pd)).

3.3. Order-Preserving Encryption

Order-preserving Encryption (OPE) [19] is a symmetric key encryption technique whose
encryption function preserves the numerical order of plaintext. Consider a database D containing
|D| number of plaintext and represented as D = d1, d2, ..., d|D| where di < pi+1. After encrypting
the plaintext values into ciphertext values, we get C̃ = c̃1, c̃2, ..., c̃|D|, which ensures that c̃i < c̃i+1
(i = 1, ...|D| − 1).

OPE usually preserves the order in the encrypted values and in the plaintext values, but generates
a different distribution for values in ciphertext than the values in plaintext.

3.4. Paillier Cryptosystem

Paillier cryptosystem is an asymmetric key-based homomorphic encryption mechanism [20].
In this method, both the public and secret key are used in integer form. We can consider plaintext
as p and ciphertext as c, respectively. Let the public key be Paillierpk(n, g) and the secret key be
Pailliersk(λ, µ).

We can define the Paillier encryption and decryption by the following functions:
c = gp · rn modn2

p = L(cλ modn2) · µmodn, where L(x) = x−1
n

The scheme is an additive-homomorphic cryptosystem; one can add two numbers in the
encrypted form.

Suppose, m1 and m2 are in plaintext and the corresponding encrypted messages are ζ1 and ζ2,
where ζ1 = Pkx(m1) and ζ2 = Pkx(m2), where Pkx(y) is a Paillier encryption function and Pkx is a
Paillier public key of x.

Then, we can perform homomorphic addition using:

• Homomorphic Addition

(ζ1 × ζ2)mod n2 = Pkx((m1 + m2)mod n)

3.5. Hadoop MapReduce

Hadoop is an open-source implementation of the MapReduce framework, maintained by the
Apache Software Foundation. This framework is designed to allow users to define a MapReduce
job only by specifying the map and reduce functions. In this framework, data are represented as
<key, value> pairs, and computations are distributed across a shared-nothing cluster of autonomous
machines. Jobs to be performed using the MapReduce framework mainly refer to two user-defined
functions, called Mapand Reduce:



Information 2019, 10, 207 7 of 19

• Map function Map(k1, v1) to (k2, v2)

• Reduce function Reduce(k2, list(v2)) to list(v3)

The Map function (sometimes called Mapper) processes on each <key, value> pair of input data
and produces intermediate <key, value> pairs. The intermediate <key, value> pairs are then sorted
and grouped, associated with the same intermediate key. The Reduce function (sometimes called
Reducer) takes a key and a list of values for that key, applies the processing algorithm, and generates
the final result.

MapReduce is increasingly used to process massive data due to its scalability and fault-tolerance.
The availability of scalable and open-source MapReduce systems, such as Hadoop [3], makes it
desirable to leverage such systems for large-scale parallel skyline computation. We tried to deploy
MapReduce using Apache Hadoop because of its positive features like being easy to implement,
its popularity, flexibility, and fault-tolerance. We can deploy and scale it using a general purpose
computer, so it is a cost-effective solution for the distributed computing environment. The algorithm
design in the Apache Hadoop platform can be easily transferable to Apache Spark. It also produces
the desired accurate result and efficiency in the case of the implementation of our proposed
method. Therefore, we used Hadoop MapReduce to handle the data generated from multiple
parties during the computation of skyline. Moreover, there were several skyline computations found
that use the MapReduce framework to calculate skyline efficiently: the works in [1,4,5,21] showed
that MapReduce-based parallel skyline computation is more efficient than the centralized skyline
computations and can process a large amount of data.

4. Proposed Model

In our proposed system, we introduce a skyline computation method that can compute the
skyline with the help of coordinators using multiple parties’ databases with privacy and security.
The participating parties never want to disclose the real attribute values of the databases; therefore, in
our proposed method, each party encrypted the values before sending them to the coordinators, and the
coordinators computed the skyline on the encrypted attribute values. We considered two coordinators:
Coordinator 1 and Coordinator 2. Coordinator 2 computes the skyline cell-wise, and Coordinator 1
computes the final multi-party skyline. During skyline computation, we considered four types of
privacies. The privacies were:

1. The privacy of the original values of attributes.
2. The privacy of the initial distribution of the values in each attribute of the multi-party databases.
3. The privacy of the original order of attribute values in each database.
4. The privacy of information about the source of data, which means the privacy of information

about which data came from which party.

In our proposed model, during computation, we ensured Privacies 1, 2, and 3 were in
Coordinator 2 and Privacies 1, 2, and 4 were in Coordinator 1. We also considered each party and
the coordinators as a semi-honest adversary. Therefore, they can try to guess private values during
computation, but never exchange any information with other parties except those permitted by the
proposed method.

For efficiency, we simultaneously computed the local skyline and encryption of the local skyline
in each party, concurrently executing operations in each coordinator.

Figure 2 describes the simplified block-diagram of our proposed privacy-preserving skyline
computation model. Here, Party 1, Party 2, ..., Party N want to calculate the global skyline from their
local databases without disclosing their attribute values. Coordinator 1 and Coordinator 2 calculate the
global skyline from the data of each party without knowing the actual attribute values of individual
databases. Our proposed algorithm consists of five steps.
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1. Initialization
2. Local skyline computation, order-preserving encryption of local skyline objects, and perturbation

of the original order of attribute values
3. Cell-wise candidate skyline computation distributively and concurrently in each cell
4. Global skyline computation from the cell-wise candidate skyline
5. Decryption of the global skyline

For simplicity, we provide an explanation of each step of the proposed method by two-dimensional
data, as shown in Table 2. Here, Party A and Party B are two participating parties.
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Figure 2. MapReduce-based multi-party secure skyline computation model.

Table 2. Data of Party A and Party B.

Party A Party B

ID Cost Risk ID Cost Risk

A01 105 154 B01 113 151
A02 113 149 B02 127 111
A03 124 102 B03 131 101
A04 133 99 B04 134 92
A05 191 85 B05 145 84
A06 144 72 B06 159 98
A07 167 64 B07 167 70
A08 176 55 B08 176 60
A09 191 53 B09 191 102
A10 167 151 B10 174 149
A11 167 98 B11 174 87
A12 191 53 B12 191 55

4.1. Initialization

We assumed that all databases of the participating parties contained the same database schema.
Therefore, all participating parties had the same number of attributes in each object, and the same
amount of bits was needed in each attribute to store the values. Coordinator 1 initiates the process by
sending a start signal to all parties and sends its Paillier public key (PkC1) to all parties with a random
number RC1. Coordinator 1 randomly selects a party. The selected party decides the OPES key for
each attribute and the number of partitions they make in each attribute. Then, the selected party sends
the OPE keys and partition for each attribute to all participating parties.

4.2. Local Skyline Computation, OPE of Original Values, and Perturbation of Original Order

Before sending any objects to the coordinator, each party computes the local skyline, performs
order-preserving encryption, and perturbs the original order. The operations are discussed in the
following subsections.
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4.2.1. Local Skyline Computation

All the parties calculate the local skyline from their private databases. As a result, all the
dominated objects from the private databases of each party are filtered out. Figure 3a,b show the
objects in the database of Party A and Party B. Figure 3c,d show the objects in the local skyline of
Party A and Party B.
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Figure 3. Local skyline of Party A and Party B from their private objects. OPE, Order-preserving Encryption.

4.2.2. OPE of the Original Attribute Values of Objects in the Local Skyline

Here, every party performs order-preserving encryption for each attribute value by applying the
OPE key (they get OPE keys for each attribute during initialization) for the corresponding attribute of
the local skyline objects. Order-preserving encryption changes the attribute values and distribution
of the values, but maintains the relative order in each attribute value. Figure 3c,d show the local
skyline of objects with the original attribute values of Party A and Party B. Figure 3e,f show the order
preserving encrypted attribute values of the local skyline of Party A and Party B.
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4.2.3. Perturbation of the Original Order

OPE changes the attribute values without changing the relative order of values in each attribute.
The objects in the local skyline of all parties have to be sent to Coordinator 2 for global skyline
computation. If they send the values with the relative order in each attribute of objects, then the
coordinator can analyze the relative position of all the objects of the parties. This is also a significant
privacy and security concern.

Therefore, each party perturbs the original order of the values in each attribute before sending it
to Coordinator 2. For perturbation, each party divides the object space into several cells and disguises
the order of the attribute values in such a way that the order of values within a cell is maintained, but
the order of the values in the different cells is not retained.

Cells are created by dividing the domain of each attribute by the corresponding partition number.
Since the partition number is provided to each party during initialization, all the parties will have an
equal number of cells. Figure 4 shows the cell division by applying four partitions in each attribute.
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Figure 4. Cell creation and attribute value perturbation of objects in the local skyline of Party A and
Party B.

Figure 4a,b exhibit that Party A and Party B have the same number of cells. We considered the
minimum integer attribute values in a cell as the cell id. For example, in Figure 4a, cell(0, 8) is a cell
with id (0, 8) because zero and eight are the minimum integer attribute values in this cell.

We subtracted attribute values in an object with the values in the cell id. For example, in Figure 4a,
the object A01 of Party A with attribute value (1, 28) in cell(0, 24) becomes (1, 28)−(0, 24) = (1, 4).
We can consider an object as <cell id><subtracted value>. For example, objects with attribute value
(1, 28) in cell(0, 24) can be considered as <0, 24; 1, 4>. Figure 4c,d show the object attribute value as
<cell id; value>.
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The participating party encrypt the cell id of each object by the public key of Coordinator 1 and
RC1 (all parties collect RC1 at the time of initialization). At this point, the objects become <encrypted id;
values>. For example, object <0, 24; 1, 4> becomes <PkC1(0, 24); 1, 4>. Here, PkC1(0, 24) means (0, 24)
is encrypted by the public key of Coordinator 1. The encrypted cell id disguises the inter-cell relative
order in attribute values. All the participating parties send the value of the object with the encrypted
id to Coordinator 2. Each party performs all the tasks using Algorithm 1 where Line 2 creates the
divisions, Lines 5–12 generate the cell id, as well as the cell-wise attribute values of each object, and
Line 13 sends the objects with an encrypted cell id to Coordinator 2.

Algorithm 1: Cell-wise object generation with encrypted cell id and translated attribute values.

Input : Oj(1 ≤ j ≤ m) m objects with n attributes each, the bit length bi(1 ≤ i ≤ n),
the number of partitions Pari(1 ≤ i ≤ n), the Paillier public key of Coordinator 1
PkC1, random number r1

Output : Cell-wise objects with encrypted cell id and translated attribute values

1 for i← 1 to n do
2 divi=(2bi + 1)/Pari;
3 end
4 Define P as a temporary object;
5 for j← 1 to m do
6 cellid=null
7 for i← 1 to n do
8 P(i) = Oj(i) mod divi /* here, Oj(i) means the i-th attribute of the j-th

object */
9 celli = Oj(i)− P(i) /* cell id generation in the ith attribute */

10 Oj(i) = P(i) /* value of the ith attribute of the j-th object */
11 cellid = concatenate (cellid, celli)
12 end
13 send value <PkC1(cellid, R1)><Oj> to Coordinator 2 /* encryption of cell id by

the Paillier public key of Coordinator 1
using R1 */

14 end

4.3. Cell-Wise Candidate Skyline Computation Distributively and Concurrently in Each Cell

Coordinator 2 receives objects as < encrypted_cell_id; attributes_values > from all parties.
Since the ids of the objects are encrypted, it is impossible for Coordinator 2 to guess which id
corresponds to which cell. As we know, relative order is sufficient for a dominance check between
two objects; as a result, we can calculate the skyline from the relative order. The Coordinator 2 could
compute the skyline of objects in each cell because objects’ attribute values in a particular cell maintain
their relative order. Coordinator 2 uses the mapper and reducer functions to execute the skyline in
each cell concurrently. Figure 5a shows the objects received from all the parties. Figure 5b shows the
split of the encrypted cell id of the object as the mapper-key and the cell-wise attribute values of objects
as the mapper-value. Figure 5c shows cell-wise objects. Figure 5d shows the candidate skyline objects
in each cell after the reducing operation.

Coordinator 2 performs PkC1(cell id) + PkC1(value) for each object in the cell-wise skyline.
Since it is a homomorphic addition, PkC1(cell id) + PkC1(value) = PkC1(cell id + value) (Figure 6).
After performing such homomorphic addition, it sends all the cell-wise skyline objects to Coordinator 1.
Figure 6 shows the homomorphic addition process.
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Figure 5. MapReduce-based cell-wise skyline computation. Here, PkC1(x, y) means (x, y) is encrypted
by Coordinator 1’s public key.
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Figure 6. Homomorphic addition by Coordinator 2 and decryption of global skyline objects by
Coordinator 1. Here, PkC1(x, y) means (x, y) is encrypted by Coordinator 1’s public key.

4.4. Global Skyline Computation from the Cell-Wise Candidate Skyline

Coordinator 1 decrypts all the objects attribute values by its secret-key (SkC1) (Figure 6) and
computes the global skyline using quadtree-based [6] skyline computation. The quadtree-based
method divides the objects using the quadtree structure and concurrently computes the skyline in each
node using the MapReduce framework. After computation of the skyline, skyline objects are sent to all
the parties. Since the cell id and values are added together before sending each object to Coordinator 1,
the coordinator can know the original order of all objects. On the other hand, the objects are directly
coming from Coordinator 2 (not from other parties) to Coordinator 1. Therefore, Coordinator 1 has no
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knowledge about which objects came from which party; thus, Coordinator 1 is never able to analyze
the relative order of the objects of each party.

4.5. Decryption of the Global Skyline

Dominated objects are pruned out in each phase, and finally, only the non-dominated objects
are retained. We know that the skyline is the set of non-dominated objects; as a result, all the parties
obtain the desired global skyline. Each party receives the global skyline where each attribute value is
encrypted with the corresponding OPE key. Then, they decrypt the attribute values using the OPE key
for each attribute and obtain the global skyline in plaintext form. Table 3 shows the decrypted values
of the global skyline.

Table 3. Decrypted objects of the global skyline.

Global Skyline (OPE) Global Skyline (Plaintext)

1 28 105 154
2 25 113 149
3 18 124 102
5 17 131 101
6 15 133 99
9 7 144 72

15 5 167 64
20 2 176 55
25 1 191 53

5. Scalability and Application of the Proposed Method

Local skyline calculation, OPE, and perturbation are performed concurrently in each participating
party, so the system is scalable as the number of participating parties grows. We used the Hadoop
MapReduce distributed computing system in Coordinator 1 and Coordinator 2. Since MapReduce is a
highly scalable and distributed system, our system is scalable for a higher number of participating
parties or a significant volume of data.

We may extend our work where there are multi-party databases and they want to perform
secure computation without disclosing the actual values in the data. The inferring fine-grained
urban flows [22] can be extended to multi-party secure urban traffic flow analysis. Spatiotemporal
computation using ST(Spatiotemporal)-Hadoop [23] can be extended for multi-party secure
computation. K-nearest skyline query in spatiotemporal databases [24] may be deployable as secure
multi-party computation in our proposed model. In the urban area, if there are multiple water quality
testing services, then our method can extend the work proposed by Ye Liu et al. [25] for secure analysis
of data from multiple water-quality testing service databases.

6. Privacy and Security

To build the proposed secured privacy-preserving skyline computation, we utilized
order-preserving encryption and Paillier encryption to meet the secure computation and data privacy
requirements. As per the semi-honest adversary model [18], no party is allowed to share any data with
any other party violating the protocol assigned to each party.

Since no party shares their private data with other parties, so no party has any idea about data
from other parties. Only data are shared with Coordinator 1 and Coordinator 2, so we have to ensure
the privacy of data in Coordinator 1 and Coordinator 2.

In the case of Coordinator 2, the values are encrypted by order-preserving encryption, and orders
are perturbed by encrypting each cell id. It can obtain the actual order of values if it is successful
at rearranging the cells correctly. Let us consider that there are M attributes in the objects and each
attribute is divided into N partition; then, we can arrange NM cells in (NM)! different ways. Therefore,
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the probability of correctly organizing all cells will be 1/(NM)!. Moreover, Coordinator 2 has no
mechanism to determine the correct arrangement of cells because each arrangement produces similar
kinds of results, which are not distinguishable from each other. Therefore, it is quite impossible for
Coordinator 2 to guess the correct order. Thus, the privacy of the values in each attribute and the
privacy of the relative order in each attribute are preserved during computation in Coordinator 2.

On the other hand, in the case of Coordinator 1, it does not know the actual values of each
attribute. However, it knows the relative order of the values in each attribute of limited objects,
because a considerable number of objects are pruned out at the time of local skyline computation and
cell-wise skyline computation. Besides, Coordinator 1 does not know which objects came from which
party. Therefore, it is never able to analyze the relative order of the objects of multiple parties.

7. Theoretical Analysis of the Proposed Method

In this section, we discuss the theoretical comparison of our method with the existing methods.
In our proposed system, the computational complexity of the secure skyline depended on the
following operations:

1. The time required for the calculation of the local skyline, OPE, perturbation, and cell-wise
value generation.

2. The time needed for the calculation of the cell-wise candidate skyline.
3. The time needed for the calculation of the global skyline.

All the participating parties concurrently calculate the local skyline, OPE, perturbation,
and cell-wise values. Thus, if the number of parties increases, the time required for these operations
does not vary. On the other hand, Coordinator 2 calculates the candidate skylines concurrently in
every cell, prunes a considerable number of dominated object, and improves the efficiency. Moreover,
in global skyline computation, it maps all the data into a quadtree, then calculates the final skyline
simultaneously in each node of the quadtree, thus improving the efficiency. Besides, during the
calculation, the coordinators do not need to exchange any information with the participating parties or
other coordinators; this also enhances the overall efficiency.

The method proposed in [9] securely compared the pair-wise objects’ attributes and computed the
dominance of objects between two parties. In their method, they did not consider the coordinator for
computing the multi-party skyline. Therefore, it cannot handle multiple parties simultaneously; it can
only compute the skyline between two parties. Therefore, for n parties, it needs nC2 = n(n−1)

2 two-party
skyline computations to compute the n-party skyline. Moreover, it requires secure comparison in each
object attribute for the dominance check, which is also time consuming and needs several rounds of
data exchange between the parties to compare each attribute value.

On the other hand, the complexity of our proposed method depends on the total local skyline
objects of multiple parties, not on the number of participants. Moreover, it does not require any rounds
of data exchange between any pair of participating parties and also compares objects directly on the
encrypted values for the dominance check.

For the method proposed in [2], all the participating parties constructed their database objects’
order with the help of a semi-honest third party, called the coordinator. To generate the join order
in each dimension, every digit in the dimension needed one round of MapReduce operation in the
coordinator. For example, if there were D dimensions and each dimension contained M digits, D ∗M
MapReduce rounds were required for order generation and one extra round for producing the skyline.
In our recent work, wee only needed two MapReduce rounds.

Our previous work [10] improved the efficiency, compared to other secure skyline computation
frameworks, but it required sharing an encrypted substitution vector before secure computation of
the skyline. For 32-bit integer values and two equal 16-bit partitions, it needed 2× 216 32-bit integer
values as a substitution vector and should be shared among the parties before skyline computation.
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8. Experimental Analysis of the Proposed Method

8.1. Experimental Setup and Datasets

Here, we discuss the performance and efficiency of our proposed method. For participating
parties, we used computers with a fourth-generation Intel R© CoreTMi7, 3.4-GHz CPU, and 8 GB
main memory, running on the 64-bit Microsoft Windows 10 Enterprise edition operating system.
For Coordinator 1 and Coordinator 2, we configured a cluster of two commodity PCs in a high-speed
Gigabit Ethernet network, each of which had an Intel Core 2 Duo E8500 3.16-GHz CPU and 8 GB
memory. We compiled the source codes under Java V8. We used Hadoop Version 2.5.2 and 64-bit
Cent-OS 7. We set the replication parameter of the Hadoop cluster to two.

We evaluated our proposed privacy-preserving secure skyline algorithm in a multi-party
distributed environment on synthetic datasets. As benchmark databases, we used the skyline
benchmark data generator proposed by Borzsonyi et al. [11], in which we could generate three
types of synthetic data distributions: correlated, anticorrelated, and independent.

8.2. Analysis of Our Proposed Method for Different Data Distributions

We know that the standard way to analyze the skyline computation is how the complexity of the
calculation varies with correlated, anticorrelated, and independent data distributions. Most of the
related work used these three distributions to analyze the complexity of skyline computation. Usually,
correlated data generate less non-dominated objects in skyline computation, thus requiring less time.
On the other hand, anticorrelated data generate most non-dominated objects in skyline computation;
therefore, they require the longest time. However, independent data produce non-dominated objects in
between the number of non-dominated objects generated by correlated and anticorrelated data. We also
want to verify how the complexity of our proposed algorithm varied with different data distributions.
For this experiment, we varied each participating parties’ object numbers from 10–50 k, each object
containing two attributes, and values were in a 32-bit integer. We also considered 30 partitions
per attribute.

According to Figure 7, We found that the skyline computation was more efficient for the correlated
dataset and less efficient for the anticorrelated dataset. However, the performance for the independent
dataset lied in between the performance for the anticorrelated and correlated datasets. For correlated
data, a paramount number of objects are pruned out during local skyline computation. In the case of
independent data, the average number of objects is pruned out. For anticorrelated data, less pruning
occurred. We also found that the time needed for skyline increased when the number of objects per
party increased because it needed a dominance check for each object of one party with the objects of
the other parties.
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Figure 7. Running time varies with data distribution (attribute: 2, partitions: 30/attribute, value: 32-bit).
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8.3. Analysis of Our Proposed Method with Variation in Object Dimensions

Another way to analyze the complexity of skyline computation is how the computation time
varies with the variation in object dimensions. We know skyline computation requires comparison in
each dimension to compute non-dominating objects from the dataset. Therefore, the complexity of
skyline computation increases with the increase in the object dimensions. Here, we discuss how our
proposed skyline computation time varied with the variation in the objects’ dimensions.

Figure 8 shows how time varied with the variation of the data dimension for computing skyline.
For this experiment, we varies data dimensions from 2–6 and tried to find out how the computation
time varied with the variation in the data dimensions.
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Figure 8. Running time varies with objects attributes (distribution: independent, partitions:
30/attribute).

Since the number of required attribute partitions along with the number of comparisons and the
amount of qualified local skyline objects increases with the object dimension, the process execution
time additionally increases. Therefore, in Figure 8, we find that the running time increased when
object dimensions grew. We also found that the time needed for skyline increased when the number of
objects per party increased because it needed a dominance check for each object of one party with the
objects of the other parties.

8.4. Comparison of the Proposed Method with the Encrypted Substitution Vector-Based Method

Recently, an encrypted substitution vector (ESV)-based [10] method has been proposed for
multi-party distributed skyline computation, and the method is efficient compared to other
contemporary multi-party secure skyline computations. In this section, we compare our proposed
method with the ESV method. For this experiment, we considered that each party had 10–50 k objects,
each object containing three attributes, and the values in each attribute contained a 32-bit value. We also
considered 30 partitions per attribute. For the ESV method, we considered an 11-bit bit-slice length for
creating the encrypted substitution vector.

The ESV-based method requires sharing an encrypted substitution vector among the parties
before secure computation of the skyline. Besides, it does not consider the concurrent computation of
the skyline in the coordinator. In our proposed method, the exchange of information among the parties
was only OPE keys for each attribute and the number of partitions in each attribute. We concurrently
executed the operation in each phase to compute the global skyline. Thus, the comparison results
show that our proposed method needed less time than the ESV-based method. Figure 9a–c show
that our proposed method outperformed the ESV-based method for the independent, correlated,
and anticorrelated datasets.
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Figure 9. Running time comparison with ESVand the proposed method in different data distributions
(attribute: 2, partitions: 30/attribute, value: 32-bit, bit-slice length: 11-bit, slices/attribute:3).
ESV, encrypted substitution vector.

8.5. Comparison of the Proposed Method with Variation in the Number of Participating Parties

We discussed that our method was efficient even for the increases in the number of parties. Here,
we varied the number of participating parties and determined the time required for multi-party secure
skyline computation. For this experiment, we considered each party to have 50 k objects, each object
containing two attributes, and each attribute value was a 32-bit unsigned integer. We also considered
30 partitions per attribute.

Figure 10 shows the time required for skyline computation with variation in the number of
participating parties. The number of parties varied from 2–8. Since our proposed method did not
share data among the parties during computation and did not need pair-wise computation, thus the
computation time grew linearly with the growth in the number of participating parties. Therefore,
the time required for our proposed method in Figure 10 showed a steady increase in time with an
increase in participating parties’ databases.
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Figure 10. Running time varies with participating parties (attribute: 2, partition: 30/attribute).
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9. Conclusions

In our proposed method, we efficiently handled multi-party data without disclosing the original
values in the attributes during the computation of the secure skyline. We simultaneously performed
local skyline computation and encryption of local skyline objects in each party. Moreover, Coordinator 1
and Coordinator 2 parallelly executed operations for computing the global skyline. We also kept a
minimum exchange of information among other parties during the computation of the skyline. Thus,
our proposed method showed better performance. Both of the coordinators used the MapReduce
framework; therefore, our approach can handle big data from multi-party reliably and cost-effectively.
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