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Abstract: Given the issues relating to big data and privacy-preserving challenges, distributed data
mining (DDM) has received much attention recently. Here, we focus on the clustering problem of
distributed environments. Several distributed clustering algorithms have been proposed to solve
this problem, however, previous studies have mainly considered homogeneous data. In this paper,
we develop a double deep autoencoder structure for clustering in distributed and heterogeneous
datasets. Three datasets are used to demonstrate the proposed algorithms, and show their usefulness
according to the consistent accuracy index.

Keywords: distributed data mining (DDM); clustering; big data; heterogeneous databases;
deep autoencoder

1. Introduction

Knowledge discovery in database (KDD) processing involves transforming raw data into
interesting information and knowledge, and has been a popular issue in the fields of machine
learning and data mining (DM). Traditional DM focuses on mining information from a central dataset;
in contrast, the issues of big data and preserving privacy highlight the need for distributed data
mining (DDM). DDM concentrates on retrieving knowledge from distributed datasets that may be
homogeneous or heterogeneous [1,2], instead of joining or merging these datasets into a central dataset.

This characteristic distinguishes DDM from DM, and results in the traditional DM methods being
unable to deal with big or privacy-preserving data, because these data are stored by being distributed.
Here, we propose a new algorithm for the clustering task in distributed environments.

One of the main tasks in KDD is clustering, which involves grouping similar data together and is
the first step of exploring unknown data. Generally, typical clustering algorithms can be divided into
hierarchical, centroid-based, and density-based methods. By calculating the similarity between data
points, a data point can be assigned to a cluster, and the data points within a cluster are similar with
respect to their attributes. However, when a big dataset is considered, some clustering methods, such
as hierarchical and spectral clustering methods, may suffer from the problem of feasibility because
of their huge complexity. This can be illustrated by O(N2), where N is the number of data points [3].
Hence, Steinbach et al. [4] and Beil et al. [5] proposed modified algorithms to deal with large and
high-dimensional data. However, these methods are mainly limited to a central database, rather than a
distributed dataset.

To consider handling distributed datasets for the clustering problem, we should propose distributed
clustering methods and they should be divided into horizontal and vertical methods, or homogeneous
and heterogeneous distributed clustering algorithms, with respect to the type of dataset. Most
distributed clustering algorithms are homogeneous algorithms, including those of [6,7] and are an

Information 2019, 10, 144; doi:10.3390/info10040144 www.mdpi.com/journal/information

http://www.mdpi.com/journal/information
http://www.mdpi.com
http://dx.doi.org/10.3390/info10040144
http://www.mdpi.com/journal/information
https://www.mdpi.com/2078-2489/10/4/144?type=check_update&version=2


Information 2019, 10, 144 2 of 14

extension of parallel computing. On the other hand, [8] first proposed the collective hierarchical
clustering (CHC) algorithm to consider the distributed clustering problem in heterogeneous databases.
Later on, several papers on heterogeneous distributed clustering algorithms, such as those by [9–11],
were proposed to consider more complex situations [12].

Usually, heterogeneous databases can use principle component analysis (PCA) and correlation
analysis to reduce the number of dimensions and consider the interactive relations between features in
past research [13]. However, as PCA and correlation analysis do not consider nonlinear representative
or nonlinear interactive relations between features, they might lose some important information for
clustering. Hence, in this paper, instead of using PCA, we consider the double deep autoencoder model
for the above issues, as follows: the stage of the replica neural network learns the nonlinear codes from
each local dataset. Then, we concatenate all local codes to be the input of the server neural network,
to learn the nonlinear global codes across the replicas; that is, the interactive relationships between the
features. We use the double deep autoencoder and distinguish the proposed method from others.

In this paper, we define our problem as follows. Assume k parties, P1, . . . , Pk, own large private
datasets, D1, . . . , Dk. They want to apply a clustering algorithm to the whole dataset without simply
joining all datasets, due to a big data issue or privacy-preserving reason. Hence, the information
that a party can use is the model output of other parties. Note that no trusted party is considered
here. In addition, we consider a heterogeneous view of the datasets, which is that all parties hold
exclusive information about the features of all the records. To overcome this problem, we developed a
double deep autoencoder to extract the nonlinear important features by considering the information
from the self and other parties. Compared with past papers, the original contribution of this paper
is the integration of the deep autoencoders, and clustering with the concept of deep learning. Three
heterogeneous distributed datasets are used to demonstrate the proposed algorithms and the ability to
overcome our problem. Therefore, the contribution of this paper is the proposal of a new deep learning
model, specifically the double deep autoencoder, to deal with distributed and homogeneous datasets.

The rest of this paper is organized as follows: the distributed clustering algorithm is introduced in
Section 2. The proposed double deep autoencoder used in the distributed environment is presented in
Section 3. Experiments are given in Section 4, and the last section presents the discussion and conclusion.

2. Distributed Clustering Algorithms

The distributed clustering processes can be depicted as shown in Figure 1. Each local dataset,
i.e., a partition of a whole dataset, is used to perform local clustering, e.g., k-means. Then, the global
representation is gathered from each local clustering and perform global clustering. Finally, the result
of the global clustering is used to apply the local datasets to evaluate the result of the distributed
clustering algorithm. Distributed clustering algorithms enable the clustering problem to be solved
under a distributed environment.

The property of local datasets is divided into horizontally distributed (homogeneous) and
vertically distributed (heterogeneous) datasets. In the former, all databases across distributed data
sites share the same set of attributes. In the latter, the attributes differ among the distributed datasets
in a heterogeneous situation. For example, a heterogeneous dataset is divided by a central dataset,
as shown in Figure 2.

Most DDM algorithms use the concept of parallel computing and algorithms to consider
the homogeneous dataset situation [14,15]. On the other hand, some algorithms, such as those
of [16,17], generate local data and transmit them to a central coordinator, which then performs the
clustering algorithm. In addition, some researchers have focused on fuzzy datasets, e.g., the PFCM-c*
algorithm [18], IFDFC algorithm [19], and parallel fuzzy c-means algorithm [20]. Although these
methods have been proposed to deal with various problems in distributed environments, these
algorithms only work in homogeneous databases that all share the same attributes.
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Figure 2. An example of a heterogeneous dataset.

In order to deal with the problem of the heterogeneous datasets in the distributed environment,
Kargupta and his colleagues extended the concept of CHC to propose a distributed hierarchal
clustering [8,9]. However, it may suffer from problems of computational time and memory in a
big or high-dimensional dataset, similar to conventional hierarchical clustering algorithms. Hence,
Kargupta et al. [9] proposed a dimensionality reduction of CHC to solve the problem of the computation
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complexity. However, this method disregards the possible interaction effects among attributes in
different datasets, and forgoes some levels of information in the data. Moreover, it cannot deal with
categorical data with the conventional principal component analysis. Although other distributed
clustering algorithms for heterogeneous datasets are proposed, e.g., OPTICS algorithm [21] and the
SDBDC algorithm [17], these methods assume clusters of similar density, and may have problems
separating nearby clusters [22] and the appropriate choice of parameters, such as the radius parameter,
which is still an open issue [23]. In sum, none of the existing algorithms adequately address the
problems we have outlined here.

3. Double Deep Autoencoder

Deep learning has recently received much attention because of its successful applications in practice
and academia, and many types of deep neural networks have been proposed, such as convolutional
neural networks [24,25], recurrent neural networks [26], and deep autoencoders [27]. The purpose of
deep learning is to construct many hidden layers (usually more than two hidden layers) to capture
and extract complicated information from data in supervised and unsupervised models. In this paper,
we will use one kind of deep learning model—the deep autoencoder—to develop distributed clustering
algorithms which avoid the previously presented problems of [9]’s OPTICS and SDBDC algorithms.

3.1. Deep Autoencoder

The structure of the deep autoencoder was originally proposed by [28], to reduce the dimensionality
of data within a neural network. They proposed a multiple-layer encoder and decoder network
structure, as shown in Figure 3, which was shown to outperform the traditional PCA and latent
semantic analysis (LSA) in deriving the code layer.Information 2019, 10, 144 5 of 15 
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Later, several modified autoencoders, such as the stacked sparse autoencoder (SSAE) [29] and
stacked similarity-aware Autoencoder [30], were proposed.



Information 2019, 10, 144 5 of 14

If one hidden layer is considered, the optimization process of finding weights in the autoencoder
can be viewed as minimizing the following loss objective:

J(x, x̂) =
∣∣∣∣∣∣x− x̂

∣∣∣∣∣∣2 =
∣∣∣∣∣∣x− σ′(W′(σ(Wx + b)) + b′)

∣∣∣∣∣∣2 (1)

where x is the input, x̂ is the output, σ(Wx + b) denotes the code or latent variables, and W and b are
the weight matrix and bias vector, respectively, for the encoder and satisfy the condition W′W = 1,
where W′ and b′, respectively, are the weight and bias parameters for the decoder, indicating the
relationship between the encoder and decoder. We can add more hidden layers to naturally extend
the original autoencoder under the deep structure model, and to consider a more complicated and
nonlinear representation of variables.

Deep autoencoders have been widely used in pre-trained deep neural networks, such as in
coevolution neural networks (CNNs) and recurrent neural networks (RNNs), and reported as a useful
way to represent the original variables. In addition, deep autoencoders have been successfully used in
the fields of speech recognition [31], 3D shape retrieval [32], face recognition [33–35], and more. Next,
we introduce the proposed algorithm.

3.2. Replica Neural Network

In the local database, we design a deep autoencoder that contains multiple encoder and decode
layers, as shown in Figure 4.
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The layer of compression is initially used in the bottle-neck scheme in the autoencoder, and
is a compressed feature vector designed to represent and capture the information of input features
and significantly reduce the dimensions of the features. The usefulness of the code layer has been
identified as the increase of the accuracy of models, and is widely used in deep learning algorithms [36].
In addition, in the practical usage of the deep autoencoder, the number of hidden neurons may exceed
the number of input variables. The purpose is to map the input variables for the hyperdimensional
feature spaces to the segment data more effectively. Here, we input our heterogeneous and distributed
datasets into different replicas. Note that the heterogeneous and distributed datasets mean each replica
holds the partial and exclusive features of the whole dataset. Then, the codes of all replicas will be
concatenated together to be the input layer of the server neural network.
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3.3. Server Neural Network

Next, we should consider multiple local datasets to derive the global clustering result under
the structure of the deep autoencoder in a distributed environment. The arrangement is described
as follows. First, assume there are n distributed local datasets and each local dataset processes the
deep autoencoder simultaneously to capture the compressed information of the features by the layer
of compression (code). Then, we concatenate all local codes as the input features of the global deep
autoencoder. Furthermore, the global code is trained to represent the information of the local codes.
Finally, the global code of the global deep autoencoder is used to obtain the global results of the
clustering algorithms. Note that we use k-means, self-organizing maps (SOM), and spectral clustering
algorithms here to compare the results of our experiments. The proposed structure of the global deep
autoencoder is presented in Figure 5.
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We should highlight that the purpose of H1 in the server is to combine the information of all
replicas so that the global code can extract the information and learn the interaction effect among the
distributed features. In addition, since all Hik are dimensionally reduced, we can avoid the problem of
high dimensions in combining all local codes. Then, we can use the global code layer to obtain the
global result of the clustering by processing another deep autoencoder.
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Finally, we can formulate the local and global objectives of the proposed model, respectively, as:

J(Xi, X
′

i) =
∣∣∣∣∣∣Xi −X

′

i
∣∣∣∣∣∣2,∀i = 1, . . . , n (2)

and
J(concat(H jk), H

′

jk) =
∣∣∣∣∣∣concat(H jk) −H

′

jk
∣∣∣∣∣∣2,∀ j = 1, . . . , n (3)

where Xi denotes the input matrix of the ith replica, X
′

i denotes the reconstructed output of the
ith replica, H jk denotes the local code of the jth replica, concat(·) denotes the concatenate function,
concat(H jk) is the global input matrix, and H

′

jk denotes the global reconstructed output.

3.4. Optimization Algorithms

Several optimization algorithms have been proposed to train the above deep autoencoder,
including gradient descent and its variants [37]. However, traditional optimization algorithms result in
a computational efficiency problem when dealing with a complicated or deep neural network. Hence,
the concept of the mini-batch process is considered in which stochastic gradient descent (SGD) is used
to take advantage of both the batch and stochastic gradient descents. For simplicity, we use SGD to
represent the mini-batch SGD here.

SGD is an iterative method for optimizing a differentiable objective function, and has become one
of the most popular first-order optimization methods in the field of machine learning. The training
process of updating parameter θ by SGD can be described as:

θ = θ− η · ∇θ J(θ; x(i:i+k); y(i:i+k)) (4)

where ∇θ denotes the gradient, η is the learning rate, and k usually is set to 30–200, where 1 < k <

n. From Equation (2), it can be seen that the training samples are randomly selected to process the
optimization process, instead of as a whole dataset (as in standard gradient descent), to avoid the
problem of computation cost when considering big data. The major advantage of SGD is that it is
possible to obtain an unbiased estimate of the gradient by taking the average gradient of a mini-batch
of k samples drawn from the data-generating distribution [38]. In addition, we can add the momentum
term to accelerate learning [39], and reduce the possible problem of the oscillation by combining the
past update along with the current update.

The momentum optimizer can be defined as:

v(t+1)
i ← αv(t)i − η∇θ J(θ) (5)

θ
(t+1)
i ← θ

(t)
i + v(t+1)

i (6)

where α ∈ [0, 1) denotes the momentum parameter, vi is the velocity of the ith parameter, and η is the
learning rate. In addition, the momentum optimizer also solves the poor conditioning of the Hessian
matrix and variance in the stochastic gradient. Note that the Hessian matrix is the second order
partial derivative of an objective function, and is the major information source of the second-order
optimization method.

However, one critical issue of SGD is to determine the appropriate learning rate. Many papers
have suggested that the learning rate should be adjusted and regulated by itself, rather than be a
constant given by a decision-maker. Hence, many algorithms have been proposed, such as Nesterov,
RMSprop, and Adam, to consider adaptive learning rate optimization [40–42]. In this paper, we adopt
the Nesterov method to determine the learning rate, as given by the following equations:

θi
(t′)
← θi

(t) + αvi
(t) (7)

vi
(t+1)

← αvi
(t)
− η∇θ J(θi

(t′)) (8)
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θi
(t+1)

← θi
(t) + vi

(t+1) (9)

where α ∈ [0, 1) denotes the momentum parameter, vi is the velocity of the ith parameter, and η is the
learning rate.

3.5. Summary of the Proposed Algorithm

The proposed Algorithm 1 can be summarized as the following pseudocode:

Algorithm 1: double deep autoencoder

Input: Replica data samples
Method:
Replica Neural Networks:

(1) Load the input xi, i = 1, . . . , n from the ith replica and map the input to the latent representation.
(2) Apply a reverse mapping to reconstruct the input.
(3) Map each xi onto its code hik and its reconstruction xi

′.

Server Neural Network:

(1) Concatenate all hik as the input (H1) onto its code Hk and its reconstruction H1
′ by the Nesterov method.

(2) Process the clustering analysis based on Hk.

Output: Global clustering result.

The proposed algorithm above can be summarized as follow: in replica neural networks,
all distributed datasets process the local autoencoders to obtain the local feature space by minimizing
the reconstruction error through the optimization algorithm, i.e., the Nesterov method. Then, all local
feature spaces are concatenated to form the input of the server neural network to process the global
autoencoder to extract the global feature space. Finally, the global feature space is used to run the
clustering algorithm, e.g., the k-mean method here, to obtain the final result of the clustering analysis.

3.6. Performance Measurement

The purpose of this paper is to develop a distributed clustering algorithm that can deal with
heterogeneous datasets. Hence, the performance of the algorithm should reflect the degree of similarity
between the clustering results of the proposed and centralized algorithms. Note that the centralized
algorithm means processing data in a central dataset, rather than in distributed datasets. Hence,
we proposed the following consistent accuracy index (CAI) to measure the performance of the
proposed algorithm:

CAI =

∑k
i=1

∑n j

j=1 I
{
mC

(
ci j

)
−mD

(
ci j

)}
∑k

i=1 ni
(10)

where ni denotes the number of local data; I ∈ {1, 0} is the indicator variable, which is equal to one if
mC(ci) = mD(ci) and zero otherwise; and mC(ci) and mD(ci) are the assigned class calculated by the
centralized and distributed clustering algorithms, respectively. Note that CAI = 1 if the clustering
results of the centralized and distributed clustering algorithms are the same, and CAI = 0 if the results
are totally different.

4. Experiments

Three datasets are used here to demonstrate the proposed algorithm and compute the CAI between
centralized and distributed datasets, to demonstrate the efficacy of our method in solving the problem
presented here. The first dataset is named Mnist, and contains 70,000 handwritten digits from 0 to 9
with 785 features. The second dataset is called the Covertype dataset, and contains 581,012 instances
with 54 features used to predict forest cover type from cartographic variables only. The last dataset,
named the Sensorless Drive Diagnosis Dataset (SDDD), contains 58,509 instances with 49 features and
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is extracted from electric current drive signals. All datasets are provided by the UCI Machine Learning
Repository, and the last feature of the datasets is the class variable, which is used as the number of the
cluster and is dropped from the training sets.

The description and distributed settings of the datasets are presented in Table 1. For our purposes,
we divide the original central dataset into several distributed local datasets according to the number
of records. For example, the dataset Mnist is divided into four replicas (subsets), and each replica
contains 196 attributes. Hence, we can test the proposed method in different distributed environments.
In addition, we randomly select exclusive features to form the local features of each dataset in the first
and third datasets. The second datasets split the features based on the data type. The first 10 features are
continuous, and the others are dummy variables. Hence, all local datasets contain distinctive features.

Table 1. Description of datasets.

Datasets Mnist Covertype SDDD

Records 70,000 581,012 58,509
Class 10 7 11

Replica 4 2 3
Replica Attributes 196/196/196/196 10/44 16/16/16

The parameters for datasets are arranged as shown in Table 2. In the dataset Mnist, for example,
the network structure contains one input and one output with 196 features and seven hidden layers,
where 10 is the neuron number of the code for each replica. The hyperbolic tangent function is used as
the activation function, the dropout rate is 0.2, and the mini-batch size is 100. In addition, regulation
and adaptive learning are used here.

Table 2. Parameters for datasets.

Datasets Mnist Covertype SDDD

Replica network 196-500-300-100-10-100-
300-500-196

10(44)-50-40-30-10-30-40-
50-10(44)

16-50-30-20-10-20-30-
50-16

Server network 10-400-200-20-200-400-10 10-50-25-10-25-50-10 10-40-20-10-20-40-10
Activation function Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent

Dropout rate 0.2 0.2 0.2
Mini-batch size 100 100 100

Overfitting Sparsity regularization Sparsity regularization Sparsity regularization
Adaptive learning Nesterov Nesterov Nesterov

Loss function MSE MSE MSE
Stopping criterion 600 epochs 600 epochs 600 epochs

Next, all replicas run the deep autoencoder algorithm for each distributed dataset to obtain the
local codes, and then combine them to perform another deep autoencoder algorithm from the server to
derive the global code. Finally, the code is used to cluster data points by the k-means, SOM, and spectral
algorithms. Note that we use parallel spectral clustering [43] here to deal with the dataset Covertype,
since it contains more than 500,000 data points and conventional spectral clustering will result in
memory and computational problems when calculating the similarity matrix. The CAI is used to test
the performance of the proposed method, and we also use the information of the code to classify data
to identify the usefulness of the code. The results of the CAI are presented in Table 3.
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Table 3. Consistent accuracy index (CAI) comparisons between different algorithms.

Clustering Mnist Covertype SDDD

DDA+K-means 0.8060 0.6744 0.6837
DDA+SOM 0.6641 0.5427 0.6832

DDA+Spectral 0.8090 0.7576 0.7691

Note: DDA is the deep double autoencoder method.

From Table 3, it can be seen that the spectral algorithm outperforms the others in terms of the
CAI, and the CAI values ranging between 0.75 and 0.81 also indicate the high consistency between
the centralized and the proposed clustering results. However, the performance of the DDA+SOM
is the worst in this experiment, and shows that the compression features cannot provide essential
information for SOM in-clustering.

On the other hand, we can also use the unsupervised clustering accuracy (ACC) [44], as shown in
Table 4, to evaluate the average performance of the clustering algorithms with respect to the matching
results between predicted labels and ground truth labels.

Table 4. Performance of the DDA clustering algorithm.

ACC Centralized
DA DDA+K-Means Centralized

DA DDA+SOM Centralized
DA DDA+Spectral

Mnist 0.7621 0.7354 0.7315 0.7030 0.7924 0.7416
Covertype 0.5604 0.5524 0.4430 0.4347 0.6488 0.6076

SDDD 0.6630 0.6584 0.6656 0.6586 0.7506 0.7245

From the results shown in Table 4, we can see that the spectral algorithm also outperforms
the others, with ACC values ranging between 0.60 to 0.74. These values are also competitive with
respect to the centralized methods, without losing too much information under the distributed and
heterogeneous environments. The results of the ACC values also indicate that SOM has the worst
performance, no matter the centralized or distributed situation.

In addition, we also compare the classification accuracy between the centralized and the proposed
algorithms. The centralized algorithms use raw data to run the deep autoencoder, and add a softmax
layer to predict the classes of the data points. In contrast, we use the global code derived by the DDA
algorithm to predict the correct class of the data by adding the softmax layer—also known as the
hyperbolic tangent function—here. The centralized and distributed network setting of classification is
shown in Table 5.

Table 5. Classification accuracy of the centralized and proposed methods (Parameters Setting: 70%
training set, 30% validation set, 5-fold cross validation).

Mnist Covertype SDDD

Centralized DA+softmax 0.9973 0.6742 0.7251
Network structure 784-500-300-100-10 54-50-40-30-10 48-50-30-20-10

DDA+softmax 0.9408 0.6123 0. 6754

Information loss 5.66% 9.18% 6.85%

The results of the classification accuracy between centralized and distributed algorithms, as shown
in Table 5, also indicate the usefulness of the code to extract and retain the important information
between distributed features. In addition, the information loss is only about 5.66% to 9.18%. The best
performances of the proposed methods are shown in Figure 6.

Note that the information loss is influenced by the result of the classification based on the
experiment results. Hence, more consistent data will perform better with our methods. In sum,
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these indices show that the accuracy of the proposed method is competitive, even under a
distributed environment.Information 2019, 10, 144 12 of 15 
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5. Discussion and Conclusions

Although traditional data mining mainly considers handling data in centralized datasets, with the
increasing amount of data, centralized storage devices are inadequate for storage of this data. In light of
the above issue, distributed databases have been proposed. However, distributed databases complicate
the procedures of data mining. In addition, the issue of preserving privacy has also facilitated the
emergence of DDM algorithms.

In this paper, we consider a deep learning structure with a double autoencoder setting in local
sites and the server, simultaneously. The first deep autoencoder is used to derive the codes for local
sites, and the second deep autoencoder is used to derive the global encoder by combining these local
encoders. The global encoder should be a good representative for all local features, and achieves
this by learning the nonlinear relationships between features. Finally, we can use various kinds of
clustering algorithms to obtain global clusters.

The experiment results indicate that DDA and spectral clustering have the highest CAI, between
0.7 and 0.8, compared with k-means and SOM—that is, over 70% of the data points of the central
and distributed datasets are assigned to the same clusters. Therefore, we can conclude that DDA
can learn the important patterns from the local codes of the intra-datasets. In addition, from the
comparisons between accuracy and CAI, it can be inferred that the performance of the CAI is affected
by the consistency of the data structure. Therefore, if the data consistency is higher, the value of the
CAI becomes higher. Note that the data consistency is reflected in the accuracy of the classification.
The higher the accuracy, the higher the data consistency. Furthermore, the results of the ACC and
information loss also indicate that the proposed algorithms can account for the clustering analysis
under the distributed and heterogeneous environments.

In addition, the empirical results show that the DDA+Spectral algorithm outperforms others in
all datasets. Since the input data of the proposed three algorithms are the same, the performance
of the algorithms are determined by the ability of the clustering algorithm. In the past research,
the performance of the spectral clustering was found to be better than k-means and is consistent with
the conclusion here.

The characteristics of the proposed algorithm have the following advantages. First, the local code
layers, derived by the deep autoencoder in the replica, can usefully retain the important information of



Information 2019, 10, 144 12 of 14

the data and can consider the privacy-preserving issue with fewer features. Second, the mini-batch
Nesterov algorithm enables training of the appropriate weights, even with big data. Third, the global
code contains all the information of the local codes, and represents them with fewer features. Finally,
all centralized algorithms can be embedded in our algorithm to obtain the global clustering results
without further modification.
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