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Abstract

:

In the education process, students face problems with understanding due to the complexity, necessity of abstract thinking and concepts. More and more educational centres around the world have started to introduce powerful new technology-based tools that help meet the needs of the diverse student population. Over the last several years, virtual reality (VR) has moved from being the purview of gaming to professional development. It plays an important role in teaching process, providing an interesting and engaging way of acquiring information. What follows is an overview of the big trend, opportunities and concerns associated with VR in education. We present new opportunities in VR and put together the most interesting, recent virtual reality applications used in education in relation to several education areas such as general, engineering and health-related education. Additionally, this survey contributes by presenting methods for creating scenarios and different approaches for testing and validation. Lastly, we conclude and discuss future directions of VR and its potential to improve the learning experience.
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1. Introduction


The term education generally refers to the process of facilitating learning, acquiring knowledge, skills or positive values. The main goal of education is to prepare students for life, work and citizenship by training their knowledge and skills deemed necessary in the society [1,2]. The educator’s task is to improve qualifications, competencies and skills of graduates during the education path [3]. Usually, classes are divided into two parts: theoretical and practical, such as exercises, laboratories or internships. Theoretical courses consist of knowledge transfer in the form of lectures among a large group, which may contain discussions. Over time the needs of students and the the labour market forced changes in the education system [4,5]. Basing of the wisdom of Confucius who said, “Tell me and I forget, show me and I may remember, let me take part and I understand”, the practical part had been made a priority.



Many students have problems understanding issues, especially the science courses, because of its technical complexity, a necessity of abstract thinking and the fact that those concepts are not entirely tangible [6,7]. Deficiencies in fundamentals prevent further development and exploration of more complicated problems. Practical exercises, mainly based on specialised research equipment, must be carried out under supervision; therefore, students cannot self-configure lab equipment, experience states of emergency or effects of misconfiguration which may lead to equipment damage. Moreover, there is no possibility to practice and catch up outside the laboratory schedule. Currently, the solutions are modern technologies such as online courses [8,9], blended learning [10,11,12,13], different computer-based platforms [14,15,16,17,18] and many others, which allow the students to repeat several times the same topic, make mistakes and learn from them. Numerous examples of hardware and software which have been successful in educational processes indicate that edtech industry can improve learning outcomes for the majority of students [19]. More and more educational centres around the world are starting to introduce powerful new technology tools that help them to meet the needs of diverse student populations. Traditional books are being replaced by digital instructional content (especially from open educational resources) [20]. Notebooks, tablets or cell phones with dedicated application have replaced classical copybooks [21]. Distance [22] and personalised learning [23] are used to tailor education to each student’s academic strengths, weaknesses, preferences and goals.



It is well known that the use of information and communication technologies have been found to improve student attitudes towards learning [24,25,26,27]. It is a rapidly growing field of research, continually developing and looking for new technological solutions. Over the last several years, Virtual Reality (VR), which provides an interactive computer-generated environment, has moved from being the purview of the gaming to the professional development such as military, psychology, medicine and teaching applications.



In 1987, Jaron Lanier, together with Steve Bryson, formulated the first definition of VR, which they described as follows, “VR is the use of computer technology to create the effect of an interactive three-dimensional world in which the objects have a sense of spatial presence” [28]. Another definition of VR found in literature is    I 3  : I n t e r a c t i o n + I m m e r s i o n + I m a g i n a t i o n   [29]. Currently the   I 3   paradigm is mainly achieved through the generation of visual, audio and less often tactile, smell or taste effects. Human brain has the capability to process these sensations and allows an abundant flow of information between the mind and the environment, creating the experience of reality. This means the perception of reality can be changed if the sensory information sent to the human brain is altered to provide fictive information.



In technical terms, VR is an artificial three-dimensional environment created by a computer and presented to a person in an interactive way. It refers to the computer simulation displaying an environment through which one can walk and interact with objects and simulated computer-generated people (avatars). Virtual environment is usually three-dimensional, and it often attempts to replicate the real world in its appearance and physical phenomena. It simulates the user’s physical presence in an artificially generated world that allows interacting with the environment [30].



Nowadays, VR is mainly created by generating visual effects through head-mounted display (HMD) systems. An HDM is a device worn on the head or as part of a helmet with a built-in display and lenses, allowing the user to experience the virtual world with the help of a wide viewing angle, head and hand movements tracking as well as objects interacting by controllers [31]. Development of the first version of Oculus Rift contributed to the popularisation of VR and the interest in VR devices is continuously growing. The business role of HDMs is also increasing with companies such as Facebook, HTC, Google, Microsoft, and Sony. These giant companies are investing in the development of this technology and finding new applications for the hardware they manufacture [32]. Currently, there are many kinds of HMD devices on the market, such as stationary and efficient (e.g., Oculus Rift and HTC Vive) or the remote VR headset with smartphone solutions with less processing power [31]. The most popular models of HMDs are juxtaposed in Table 1.



VR is a powerful tool in supporting and facilitating learning and teaching processes. Many surveys and reports show that most students remembered what they saw in VR and concluded that VR is a more memorable environment than laboratory-based demonstrations [33,34,35]. Ultimately, the laboratory-based method (a less efficient form of learning) results in deficiencies in fundamental knowledge and practice of graduates, which may lead to an inability to react to challenges that arise in future workplaces. An innovative method for teaching and learning based on VR is proposed to tackle the problems. One of the main challenges in providing quality learning experience is to access relevant resources, which is associated with additional expenses. In their daily practice, teachers frequently face unavailability of modern technologies that are currently in use on the market, such as expensive tools used in robotics, electronic components, chemical reagents, medical materials, etc. Thus, their replicates in the form of 3D models with identical physical properties transferred to VR technology may be applied mainly in developing communities and countries around the world. VR environment allows educators to conduct learning activities which are difficult to implement during regular laboratory lessons [36]. What follows is an overview of the big trend, opportunities and concerns associated with VR technology in education.



This paper summarises recent VR advancements in education. In Section 2, we briefly introduce key aspects of VR in terms of hardware and software. Then, we discuss the most popular approaches in creating educational scenarios in Section 3, and put together the most interesting educational VR applications in Section refsec:apps. Furthermore, in Section 4 and Section 5, we provide a comprehensive review of methods for evaluation of the effectiveness of such applications. We conclude this paper with discussions and potential future research in Section 6.




2. Types of Virtual Educational Environments


In case of education purposes, virtual platforms usually simulate the classroom or the laboratory. However, sometimes, they provide a safe environment to test scenarios that would be too difficult or dangerous to perform in real life [37]. In this paper, we propose a VR applications taxonomy based on the learning outcomes and objectives according to three categories [38]: remembering and understanding, using acquired knowledge in typical situation and using acquired knowledge in a challenging situation. As one can quickly notice, this taxonomy is strictly connected with the level of immersion, and therefore also with the hardware requirements (see Figure 1).



The first type of VR platform is mainly used to present a state of knowledge in a particular field of science, supporting the students with acquiring theoretical knowledge, e.g., terminology, dates, facts, rules or scientific theories. Therefore, it usually requires the least immersive environment such as wall-based or monitor-based projection with special goggles or HMD with a simple input devices like keyboard, mouse, touchscreen or controller. Generally such scenarios consist of 3D visualisation [39,42], training in hazardous situation [43,44,45] as well as travel and space trips [46,47]. Very good examples are presented in [47], where the author summarises the impact of VR on history education. According to his thesis, VR lessons provide the opportunity to “move in time”, students may witness historical events with their own eyes as well as experience historical places, architecture, clothes and people behaviour. The example of such application is Arnswalde VR [48], which recreates a Polish town destroyed in WWII. Using this app, students can walk through the streets of the city, enter buildings and experience a place that no longer exists. The same company created a virtual model of Auschwitz extermination camp. Google Expeditions, a platform for Google Cardboard, is a wireless fold-out cardboard viewer based on smart-phones. The Expeditions consists of a number of engaging projects, which can be used inside as well as outside the classroom, serving as an additional review of the material or homework [49,50,51]. Another example is a safety training [40], which consists of three main modules: firefighting, traffic accident and natural disaster, which are shown on ring-like screens with 3D capabilities. Children can experience different emergency situations, learn the appropriate actions and interact with the environment using controllers. The scenes in the modules use sounds from the real world and the correct distances between objects, and the scenes are made in a such way not to traumatise the children. In [39], semi-immersive environment is delivered through projection wall or 3D-Television with 3D glasses as well as on stereoscopic display (PC with a powerful graphic card and 3D glasses). The rotate manipulation of 3D data is based on motion capture-tracing gestures recognition or common mouse and keyboard, respectively.



The second type of VR platform is used to teach practical skills according to previously acquired knowledge. Such scenarios are divided into a presentation of theoretical knowledge (in the form of manual/presentation of requirements). This part will be, subsequently, imitated/copied by the student in the way of a practical task. This kind of application may require more profound immersive feeling and controlling. To address this issue, special external sensors, such as Kinect [18] or MYO Gesture Control Armband [52], sensor-gloves [53] or dedicated suits [54] might be needed. For example, in [55], the authors introduce an immersive system based on haptic interface simulating task-specific training in a hazardous work environment. To increase the realism of the simulation, they used HMD supported by a movement tracking device and feedback over multiple sensory (e.g., tactile) channels delivering modules. Lei et al. [56] present a VR application to improve children’s abilities to learn science and social studies. In their application, they use Tilt Brush, which provides a 3D environment for painting.



The last type of VR platform is supposed to teach how to use acquired knowledge when faced with problems. In such scenarios, after gaining theoretical knowledge, students are put into virtual environment to deal with challenging tasks. Such tasks can be a formulating problem, analysing and synthesising new phenomena, formulating an action plan and valuing the situation according to specific criteria. This kind of scenario is mainly used in medical sciences and engineering, and it sometimes requires more advanced and high-precision educational systems supported by tailor-made haptic solutions. By practising with 3D models designed based on authentic devices, students may familiarise with their construction [57], principles [58], occurring physical phenomena [18] as well as experience states of emergency [59]. The Simodont [60], a VR application for teaching crown preparation in preclinical dental training, VR was combined with haptic feedback on the tools to simulate more realistic textures and feedback as compared to traditional false teeth. Such use cases are shown in Figure 2.



Apart from the above-mentioned taxonomy, all VR educational applications may be divided based on their autonomy (can be used independently by a student/requires the participation of a teacher/requires a group of students), the final user (for teacher/for student), the purpose (to learn/to practice/to check the knowledge/to present the knowledge) and the place of use (at home/in the classroom/in specific laboratory) [62,63,64,65,66,67,68].



VR can be used for self-study, but it can also be used by a tutor who may actively participate in the teaching process. In this case, the lesson is conducted by a real person, and VR serves as a tool which makes the lesson more interesting. A good example of such an approach is Google Expedition. In [69], the authors examined the potential role of VR support while conducting geography lessons. According to an analysis of the lesson-observations, the teacher reported that students generate more questions than during regular classes. Additionally, questions are more complex and have one or more of the following features; analytical, impact or evaluative. To automate the teaching process, a virtual teacher is very often introduced into a virtual environment. For example, in [70], the authors presented an intelligent tutoring system aiming to teach reading skills among students with autism. The environment consists of a virtual classroom, a pedagogical agent (tutor), and a humanoid robot with the role of a peer.



It is tempting to create multi-user applications to reflect the reality of teaching. Here, students are gathered in the same virtual environment where they can interact with each other. In [71], the authors evaluated several different multi-user virtual worlds based on collaborative learning in healthcare. The methodological quality of applications was assessed using the Medical Education Research Study Quality Instrument by 18 students. The average score is modest: 10/18. That is why the authors called for researchers to employ a more rigorous and broader approach to evaluation, which leads to the improvement of the quality of their work.



Unfortunately, there are very few research papers describing knowledge verification process in the virtual environment. In most cases, VR serves as a tool to learn and practice, but test and exams are still conducted in written form. VR exams are still the domain of distance learning [72]. Thus, there is a need for the creation of such application, which may report the student’s progress or eventually lead to the final test/exam with automatic evaluation.



Several techniques are supporting the process of creating a VR educational scenario. For example, the authors in [56] proposed guidelines for educational VR applications based on the user study and expert interviews. Also, the application presented in [58] was developed based on design thinking methodology [73]. The application aim is to create a product tailored to the final user’s needs based on empathy and deeper understanding. Regarding developing a medical application, scenarios are usually consulted with experts in a given field [74]




3. Educational VR Applications


In [75], the authors analysed a total of 99 papers implementing educational VR software. According to this survey, several application domains, such as health-related, engineering, science and general-purpose educational tools, were notably more prevalent. It was noticed that this trend has been occurring up to present; thus, in this section, we present the most interesting and recent applications related to those educational domains.



3.1. Engineering Education


Virtual environments are widely used as an engineering training simulators. The popularity of VR in this field can be attributed to the attractiveness of its use in preparing engineering students for real-world industrial situations, as well as allowing them to make early in-design decisions in a cost-effective manner [76]. It gives engineers a better understanding of the design and helps to facilitate the changes wherever necessary. Moreover, it helps to reduce the time and cost factor, which plague many modern design processes [77]. Figure 3 illustrates some of such applications.



In this section, several state-of-the-art applications will be described briefly. Figure 3 presents screenshots of selected virtual environments for engineering education purpose. For instance, education of civil engineering was aimed in [82]. The goal of the project was to motivate and engage young students, as well as to allow them to understand planning issues often restricted by their current knowledge. The general aims in the project were to explain the role of civil engineering to K-12 students and their relevance to society. In their accompanying research [83], the authors created a VR platform to introduce civil engineering to pre-university students through a VR game. The obtained results show that VR is a relevant asset in Civil Engineering Education as it allows for participants with no prior training to properly interact with the platform. The authors of [78] presented a VR application to promote electrical engineering education. They designed and developed online laboratories that students could remotely access using VR. These projects enabled students to use virtual breadboards and virtual instruments to perform simple electronic laboratory work. The created application housed realistic 3D model prototypes of all of the equipment as well as relevant electrical components for the experiments. Virtual environments like these could be used in tandem with other study materials, allowing students to learn and participate from home or work. Also, it minimises the concerns of teachers regarding time, cost and risk of dangerous experimental strategies. Sampio et al. [84] focused on producing 3D models that could be interacted with and provide better structural understanding for civil engineering students. The models were of roofs; walls, including all of the structural elements; and a bridge. The interaction with the models allowed both for monitoring the progress of construction and valuable information about each element.



A more interesting approach was presented in [79], where the authors created a VR system for robotics education and training. The application was equipped with both visual and haptic feedback based interaction and contained a built-in physics engine. Robotic arms can be controlled by either a virtual pendant or programmed to follow specific instructions. Results of using this application indicated that users trained on this system were better equipped for completing tasks on real robots compared to their counterparts who were briefed with traditional training materials. Similar approaches, with similar results, have also been presented in [80,85]. To ease the process of creating virtual models of existing machinery, the authors presented a new method of acquiring a 3D model based on image scanning [81]. Also, the authors presented Virtual Mechatronics Laboratory (ViMeLa) in [36]. The goal of this project is to enrich study programs by implementing a VR-based tool for teaching and learning mechatronics in higher education institutions. ViMeLa delivered a VRspace, where students could experiment with simple machinery which allows them to make and later learn from mistakes without real-world consequences (i.e., expensive dameage). A similar example was presented in [86], where the authors described a system for learning the inner operations of an intelligent factory, according to the concept of Industry 4.0.




3.2. Medical Education


Medical VR is an area with great opportunities, which is confirmed by many clinical researchers and real medical practitioners [87,88]. It helps physicians, nurses and students to improve the quality of medical skills through real-life scenarios, which provide an opportunity to learn-by-doing. Although the field is brand new, there are already great examples of VR applications having a positive effect on medical education. In this section, the most interesting VR medical educational applications are briefly described. Figure 4 presents screenshots of selected VR environments.



In [39], the authors present a VR system, which offers a real-time 3D representation of heart structure in an interactive environment. The application allows particular interaction, such as free manipulation, and models disassemble to present true anatomical relations of different parts of the heart. Different shades of flesh colours with slight exaggeration were used to achieve a realistic representation of the various structure of the model. Further, the position of the heart is set to the correct anatomical orientation. The application aims to help with understanding the complexity of heart structure. Also, it seeks to clarify the anatomical relations of its different parts. A similar approach is presented by Seo et al. in [90]. The main goal of the proposed application is to support learning in canine anatomy education. It allows the students to interact with either individual bones or groups of bones, to identify them and to assemble a real animal skeletal in 3D space.



Wang et al. [60] present Simodont—a 3D VR simulation system for dental crown preparation training. The simulator can distinguish dental students and prosthodontics residents both time- and skill-wise, thus establishing its validity as a teaching tool. As it offers realistic clinical situations, it allows students to practice more extensively than with phantom leads or plastic manikins. An exciting application is presented in [91]. The authors created a VR-based training simulation for advanced cardiac life support. The scenario consists of time-sensitive and team-based medical tasks provided guidance on the clinical interventions provided during cardiac arrest and respiratory failures. It is intended for newly formed clinicians teams, which need to practice the action of saving patients life. The authors of [92] present a VR simulation in nursing education. They recreated a real hospital ward, full of avatars of demented patients, their family members and hospital staff. This project aims to prepare students for the nursing role and to present their responsibilities in a realistic environment. The goal of the application showed in [93] is to improve the teaching of surgical hand preparation, which is a crucial practice in preventing post-surgical infection. In addition, VRmagic Eyesi Ophthalmic Surgical Simulator [89] provides realistic environment to acquire psychomotor skills and develop microsurgical spatial awareness, which may be applied to real-life cataract and vitreoretinal surgery. It is addressed to beginner ophthalmic surgeons to familiarise them with the safe handling of a patient’s eye in a safe environment and to allay their stress in the operating theatre.




3.3. Complex Educational Topics: Space Technology and Mathematics


VR has introduced a new way of teaching astronomy and space technologies [94,95,96]. Mintz et al. proposed a new interactive virtual environment (VE), which employed a dynamic 3D model of the solar system [97]. The learner can enter a virtual model of the physical world. Then he/she can zoom in or out and change his/her viewpoint and perspective, while the created virtual world continues to operate in its natural manner. A significant advantage of such an education tool is creating the ability to travel in space and create a unique user experience for learners [98]. Other tools were also developed to display the astronomical objects in a way as astronauts see them in a spacecraft. The tools are aiming to preserve correct visible sizes of objects.



Existence of complexity in some courses makes them a perfect target for VR. For example, geometry in mathematics can be easily targeted for improvement by using VR [99,100,101]. Kaufmann et al. proposed an eD geometric construction tool based on the collaborative augmented reality system [102]. Pasqualotti and Freitas investigated the use of VEs in teaching and learning and proposed a conceptual model for the teaching and learning of mathematics [103].




3.4. General Education


VR may serve as a low-cost, easy-to-use user-friendly tool and resource [104,105,106,107]. There are a number of engaging projects that can be used in the classroom [108]. A great example is Google Expeditions, which allows the teacher to take an entire class on virtual trip. The application recreates an immersive experience of a real-world with 360-degree videos shot of different locations such as an underwater exploration of a coral reef in the South Pacific or the Louvre museum in Paris using Google Street View technology [109]. VEnvI (Virtual Environment Interactions) [110] is a visual programming tool that combines dance, computational thinking and embodied interaction. The system was created for high school girls to increase the appliance of STEM fields. The application of VEnvI and the immersive, first-person interaction were carried out as an activity of a summer camp for middle school girls. The participants of the program (54 girls between the ages of 11 through 14) had to use computer science and programming concepts to program dance moves for avatars. With the help of Oculus Rift HMD, the participants had the opportunity to be present with the virtual character they are programming, have a first-person perspective of the choreographed performance, make changes and correct mistakes. Some of such use cases are shown in Figure 5.



One of the most important feature of VR interfaces is their potential for visualisation. Serafin et al. [111] proposed an alternative approach to acquiring musical skills. VR musical instruments VRMIs can stimulate intelligent visual feedback that may aid the player in performing. The performer can see the virtual flute through a 3D visualisation.



In [112], the authors discussed the features of VR technology and the roles of VR technology in PE. Applying VR technology in PE teaching and training might help engage students in their initiative by playing a significant role. The primary data collection devices are 3D locating and tracking devices, body movement capture devices, hand gesture input devices and other manual input devices. The VR training system software included a database system, a software application system and open-ended platforms.



Melatti et al. [113] presented a virtual toolbox designed for teachers to prepare and deliver instruction that could be viewed by students in the same virtual environment. A platform closely matches a classroom-sized space and gives the user complete transnational viewing angles. Students are positioned in the middle of VR classroom with a PowerPoint screen behind them. The advantages of such an application are that virtual tools can then be continually added to a software library. All teachers in the community can then reference this library repository and pull tools into their VR Classroom to create unique lectures.



The authors of [42] presented the use of VR for studying the geospatial and geologic data for Iceland’s Thrihnukar volcano, provided a detailed description of this experience and discussed a long-term vision of creating an efficient and easy-to-follow platform, appropriate for researchers and teachers who are not VR programming experts. A photorealistic point cloud model, based on photos taken at the Thrihnukar volcano, creates an immersive experience and gives the user the ability to view and interact with the scene.



Some other papers refer to teach safety practices in industrial manufacturing workplace [114,115] or in dangerous conditions such as accidents [116] or disasters [40]. For example, Chittaro et al. [117] present a mobile VR serious game aimed at teaching how to don a life preserver on the aircraft. The environment reproduces a full 3D aircraft cabin environment, in which one can see their character in third-person view. The goal of the player is to make the character don the life preserver properly. The results of the study confirmed the effectiveness of such an approach. Here, participants, who used the VR tool, were able to transfer the safety knowledge to the real world significantly faster and with fewer errors than participants who used traditional safety briefing card. In [118], the authors prepare a system for critical incident decision support basing on virtual scenarios of chemical, biological, radiological, nuclear or explosive accidents and attacks. Another good example of such an application is presented in [119]. The authors create a VR simulation designed to train operating room professionals in OR fire prevention and control. Agrawal et al. present a VR headset-based latent hazard anticipation and mitigation training program of six high-risk driving scenarios for young drivers [120].




3.5. Special Needs Education


The literature is increasingly recognising the potential benefits of VR as a tool supporting the unique needs learning process. Many research indicates the critical role of this technology in improving the behavioural, communication and social skills of children who have autism spectrum disorder (ASD) [121]. In recent times, VR is being considered as the best method to monitor ASD intervention through VR- based human–computer everyday tasks, as can be seen in Figure 6.



For example, in [74], researchers present a VR enabled an application for enhancing emotional and social adaptation skills for children with ASD. The application consists of six unique learning scenarios: emotion control and relaxation, simulation of various social situations, facilitation of consolidation and generalisation. The app is designed and developed with corresponding psychoeducation procedures and protocols. In [124], VR is used to improve job-interviewing skills of high school students with ASD. Similarly, Burke et al. present a study, [122], of whether a virtual interactive training agent may improve job interviewing skills of people with autism and developmental disabilities. Their results are promising—all participants developed the ability to identify strengths, self-promote, self-advocate, answer situational questions and respond to behavioural/social questions.



VR can provide patients with a fun interactive environment as they can be guided to maintain high quality and intensive physiotherapy. Some current systems used in physiotherapies like BioTrak and IREX have high efficiency, although their prices are high. Thus, this leads to the necessities of low-cost options. The hardware, provided by the video game consoles emerged as a brilliant opportunity because it is designed to obtain the 3D position of game players in real-time. In [125], the authors present a VR tool for hand rehabilitation. The application in the form of a game has different options, tasks and exercises related to 3D grabbing, reaching, pointing, lifting, throwing and other activities for hand rehabilitation where the leap motion is the central concept of VR and physiotherapy. The authors of [126] describe the technologies and original designs available at LIRKIS Laboratory and their relation to the disabled people education. In [123], the authors investigate whether manipulations of spatial distance in VR can influence treadmill exercise performance in patients with intermittent claudication; a cramping pain or discomfort in the legs, which occurs during exercise. Ravi et al. [127] evaluate the effectiveness of VR systems used in the motor rehabilitation of children with cerebral palsy. In [128], the authors check the therapeutic effect of VR physiotherapy on gait balance and the occurrence of falls after a stroke. A group of 30 patients took part in clinical trial rehabilitation with Nintendo Wii. They use different games such as tennis, hula hoop, soccer and boxing, requiring the maintenance of balance. The clinical trial proves that interactive games are a useful tool for gait balance rehabilitation in post-stroke patients, with repercussions on the reduction of falls.





4. Evaluation Methods


New implemented application should be tested among relevant stakeholders and specified number of potential users. The product should be evaluated, taking its functionality, effectiveness and capabilities into account. In 1996, John Brook presented System Usability Scale (SUS) [129], which provides a reliable tool for measuring the usability. SUS consists of 10 item questionnaire with 5-point scales numbered from 1—strongly agree, to 5—strongly disagree. Based on the research, a SUS score above 68 is considered above the average and anything below 68 is below the average. Since then, it has been a widely used tool, as evidenced by the number of citations of the article. Unfortunately, although the tool is available, well-described and easy to use, there are precious few VR applications that are not evaluated or not evaluated enough [114]. Based on this baseline, it would be necessary to develop SUS for VR and adapt it to the educational applications.



Very often, testing procedure ends with several evaluating questions, less general or tailored for the purpose of specific application [130]. For example, in [58], the authors presented an interactive training strategy for mechanical and electrical engineering education. The application was tested by a group of 60 students (20 male and 40 female) who did not have any previous experience with VR. During a single session, the student was supposed to go through each of the available exercises and complete the interview. A similar test was conducted among 15 academics.



A more extensive procedure is presented in [110]. To investigate the long-term effects of their software, the authors conducted a study among sixth and seventh-grade students who took part in seven one-hour sessions over two weeks. The questionnaire, which included ratings and open questions, was divided into two parts: the first part focused on students’ experience, and the second part was straightly connected with the the main goal of the study: a character customisation. Both parts were conducted twice, once at the beginning and once at the end of the experiment. The results showed how the presence or absence of character customisation might influence a learning system.



Another comprehensive evaluation is presented in [131], where the authors examined the influence of VR field trips on middle school students’ social studies academic achievement and motivation. The experiment was conducted among 76 seventh grade students from two different middle schools who participated in social studies instruction, using either the traditional lecture method or a VR system. All participants were assessed using the Instructional Materials Motivation Survey, and their teacher designed social studies test. The results demonstrated that students using VR obtained scored significantly higher than students educated in a traditional method on both their academic achievement and motivation.



A group of disabled children was arranged to test VR system in the lab, and during the development of user interface including touch interface, the method has been applied of repeating processes of designing, testing and result evaluation. The development is in the stage of prototyping. The field-testing started in 2012 and also includes other solutions, such as software adjusted for deaf and mute children (sign language) [132]. The best results were achieved with the KPI-CGRS software. It was comfortable for children and well received by educators. During their first encounters with the tool, the children showed their natural playfulness, but after some time, they became used to the tool and were working with it without significant problems. In the KPI-CGRS the benefits also lie in the practical utilisation of available virtual reality equipment for gesture recognition processes. The advantage of the implemented sequence comparison method is in its capability to compare all forms of real-life sequences that can be represented in the form of vectors.



It is important to elaborately evaluate medical-nature applications, as they can affect human mental and physical health. Testing of ViTA [122] was evaluated by 32 participants between 19 and 31 years old. Almost 70% of the participants were diagnosed with ASD, 65% had an intellectual disability, and 25% reported the presence of other disabilities; it was confirmed through their vocational rehabilitation record and/or a psychological report. The effectiveness of this application was measured by the adjusted mean score difference between the first and the last session, and between consecutive sessions. This objective measurable demonstrated the significant improvement in the interviewing skills of participants.



From pedagogy perspective, there has been some researchers who has evaluated the application of VR in education [133,134,135,136,137]. Fowler presented a more pedagogical description using the concept of pedagogical immersion for mapping stages of learning onto types of learning environment [136]. In thr case of VR in education, pedagogy must be subordinate to story, which is being used for the the application.




5. Challenges and Issues


It was proved repeatedly that VR has great potential for positive educational outcomes by providing more engaging environment stimulating various perception points. Although, as long as it is a new delivery method for knowledge, it lacks the more in-depth research [138]. In this section, we present VR advancements in education and summarise the most important issues and drawbacks of using VR technology as an educational tool. The majority of modern existing VR solutions are based on HMDs, which provide a total immersion through 3D virtual environment imitating the reality. According to [37], one of the key issues that should be addressed in the very near feature is the lack of visual realism and realism of the dynamics and interaction. It can be concluded that existing techniques used to generate VR graphics and displaying technology are quite limited. Note that, psycho-visually, the human brain’s construction allows us to detect even small unrealistic details, which can easily break the immersion. Thus, in the creation of the VR world, maximising the appearance of reality is an ongoing challenge.



Realistic VR environments require computationally powerful hardware for rendering, which goes hand in hand with the price. According to [37], high costs of developing or purchasing a VR system is a significant hurdle to overcome. Currently, tools providing high-end VR experiences, such as Oculus Rift or HTC Vive cost approximately $400–600, respectively; they should be supported by computationally powerful PC, which is still a relatively expensive alternative to conventional methods of teaching. However, using HMDs bright immersive VR experiences into the homes and classes with much lower cost and space requirements than previous generations of VR hardware [139]. VR technology is under constant development, seeking low-cost, wearable solutions for the mass market. Professional technology companies provide products that incorporate mobile phones. For example, Samsung Gear VR, Google Daydream, or a more low-end Google Cardboard, are more accessible than the above mentioned high-end solutions (e.g., HTC Vive or Oculus), they do not require an additional computer, only a low-cost headset with a phone. However, experiences or simulations generated on mobile may not match the ones generated on a PC concerning immersion. Additionally, the mobile solutions have minimal interaction capabilities in comparison with what is achievable with high-end solutions. Nonetheless, the trade-off between accessibility and price might be the key factor in using the mobile solutions by a wider audience. Educational simulations might not require the highest available quality but are rather based on the content of the experience and possibility to provide a large number of headsets for a class of students at a significantly lower cost compared to high-end HMDs.



Human factor and physical side effects are another issues [37]. Recent reports suggested that the use of HMDs may have unwanted physical/physiological side effects such as anxiety, stress, addiction isolation and mood changes [140]. Further, simulated motions can affect one perception of time and space, inducing dizziness and nausea, called VR sickness or cybersickness [141]. For instance, in [142], 150 subjects were tested in an immersed virtual environment for 20 min; 61% of subjects reported symptoms during 20-min immersion and a 10-min post-immersion; 5% percent of the subjects had to withdraw from the experiment because of severe symptoms. The authors suggested the use of adaptation and the anti-motion sickness drug to reduce this kind of side effects. HMD worn on the head, due to unnatural postural demands, may have a negative effect on dissociation of accommodation/convergence and cardiovascular change [140].



However, there are only a few scientific studies presenting clinical trials on the effect of using HMDs. Notably, most of the scientific experiments were carried out using very early HMD technologies. Due to the technical advancements in HMD technology, new investigations are required in this domain. Furthermore, every man is unique and may have different perception; therefore, scenarios preparing for education, especially for kids or handicapped should be accurately examined and evaluated, consulted with professional psychologists and educators.




6. Conclusions


The education system has been evolving for centuries. It has always adapted to the available technology and needs of the students. We are now on the threshold of another development and it is a duty of scholars, educators and teachers to embrace it and prepare for it. The generation that is starting education right now has been online for whole their lives. Digital world is as important and immersive as the real one. They are digital natives, born onto the world of mobile phones, omnipresent Internet and immediate access to most of desired information or data, is it music, video or content. Educating Generation Z is a challenge and it requires a completely different approach to maximise efficiency and engagement.



There are numerous proven advantages of using VR technology in education. First of all, VR provides outstanding visualisation, which cannot be obtained in traditional classroom. It reflects the world that young generations feels comfortable in. It is inclusive, allowing everybody, everywhere, regardless of status, financial situation and disability to participate in education process. It gives virtually unlimited access to information, books or articles. Modern technology used in classroom increases engagement, stimulates cooperation and involvement. It is used for highly efficient blended learning, encouraging self-study and individual pursuit of knowledge.



Although using modern technology in education environment is clearly beneficial, it is not without risks or dangers. One of the main issue is the lack of flexibility. During traditional classes students may ask questions, receive answers, take part in this discussion. Using a virtual reality headset with specific software, the students have to follow the rules and are not able to do anything else except what they are supposed to do. Some educators are naturally resistant to change and their involvement and active participation is crucial for successful introduction of technology into the classroom. Others might tend to over rely on technological developments, leading to lack of teacher–student interaction. A human teacher is also a natural filter and moderator of information acquired by students, absolutely necessary to assess validity and relevance of obtained data. What is more, focusing too much on digital education solutions might distort the balance between teaching hard and soft skills, to the big advantage of the former, while the latter remains very important in the modern workplace. Although we might be tempted to replace all old-fashioned solutions with modern digital ones, there must be an equilibrium between state-of-the-art solutions and human interaction, mentoring and teacher–student relationship.
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Figure 1. Different types of VR used for the purpose of education. From left: VR environment using common mouse/keyboard on a stereoscopic display [39], Experience room used to show tsunami [40], a Science educator in a primary school taking students to virtual Egypt via the Google Expeditions App [41]. 
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Figure 2. Selected examples that affect immersion level in VR-based education. From left: Immersive system based on wearable devices for providing on-the-job training [55]. Tilt Brushas: a tool in VR education [56]. Virtual Reality Cycling Platform [61]. Haptic feedback system used with Simodont for teaching dental procedures [60]. 
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Figure 3. Real engineering labs and its representation in VR. From left: power block [78], CRS robotic arm [79], robotic cell for shoe-sole gluing [80] and industrial picking robot [81]. 
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Figure 4. Screenshots of VR applications for medical education: A virtual reality heart anatomy system [39], Dental crown preparation training [60], Cardiac Life Support Training [89] and Anatomy Builder VR [90]. 
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Figure 5. Screenshots of VR applications for general education: Top: Thrihnukar experience in the HTC Vive [42]. Bottom: left—Participant of VEnvI with her customised character [110]; right—Colosseum VR Tour by Google Expeditions [109]. 
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Figure 6. Screenshots of VR applications for special needs education: Left: User interacting with components of VR system [122]. Middle and Right: VR environment that participants moved through while walking on the treadmill [123]. 
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Table 1. Comparison of the most popular models of head mounted display systems for virtual reality (VR) used for educational purposes.
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	Technology
	Advantages
	Disadvantages





	HTC Vive Pro
	
	
DS: 1440 ×1600 per eye



	
FOV ≈ 110



	
External virtual controllers



	
Tracking area: 10 m × 10 m





	
	
Weight: 550 g



	
Price ≈ 1099 $



	
Stationary/long setup time








	Oculus Quest
	
	
DS: 1440 × 1600 per eye



	
FOV ≈ 90



	
External virtual controllers



	
Portable





	
	
Weight: 571 g



	
Price ≈ 500 $








	Samsung Gear VR
	
	
DS: 1480 × 1440 per eye (smartphone dependant)



	
Weight: 345 g + smartphone



	
Price: 130 €



	
Portable





	
	
FOV ≈ 101



	
Low battery life



	
Computation capabilities (smartphone dependant)



	
No positional tracking








	Google Cardboard
	
	
Weight ≈ smartphone



	
Price: 7 €



	
Portable





	
	
DS: smartphone dependant



	
FOV ≈ 90



	
Low battery life



	
Computation capabilities (smartphone dependant)



	
No positional tracking
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