
Supplementary Materials: Lexica Used 
 

As described in the text, we use eight different sentiment analysis lexica. Each is widely used by 
scholars interested in the sentiment analysis of various types of texts. Although a number of them are 
constructed from the same sources, the actual overlap between them is surprisingly small: although the 
smallest of the lexica contains 3,731 words, only 331 words are captured by all eight lexica with the same 
polarity (positive or negative). 

In addition to containing different sets of words, the lexica also vary in how they assign valence: Four 
identify words simply as positive or negative, while the others assign words a range of values indicating 
how strongly positive or negative they are. In addition, two of the lexica specify word stems, indicating 
they will accept any endings to a word (such ‘wildcard’ specifications increase the effective size of these 
lexica considerably). Finally, the ratio of negative to positive words included varies considerably, from 0.40 
(labMT, the only lexicon with more positive than negative terms) to 2.39 (HuLiu), with an average ratio of 
close to 1.5. Table S1 offers a brief overview of the different lexica. 

  Table S1. Sentiment Analysis Lexica. 

Name & citation Construction of original 
lexicon 

Additional 
processing here / 
comments 

Positive 
terms 

Negative 
terms 

HuLiu 
(Hu & Liu, 2004) 

Manually constructed by 
scholars at the University of 
Illinois in Chicago, based on 
WordNet (Miller, 1995). 

Developed for 
social media; 
contains terms 
such as “f*ck”. 

2003 (+1) 4783 (-1) 

labMT 
(Dodds, Harris, 
Kloumann, Bliss, 
& Danforth, 2011) 

Used Mechanical Turk coders 
to code the ‘happiness level’ of 
the most frequent 5,000 words 
from four separate sources: 
Twitter, Google Books 
(English), music lyrics (1960 to 
2007), and the New York Times 
(1987 to 2007). Full lexicon has 
10,222 entries 

Filtered out 
words with low 
valence scores 
(absolute value < 
1), as 
recommended by 
the creators of the 
lexicon. 

2668 
(range 
from 1 to 
3.5) 

1063 (range 
from -1 to 
-3.5) 

LexicoderSD 
(Young & Soroka, 
2012) 

Manually constructed; starting 
point was all words from the 
General Inquirer (GI) (Stone & 
Hunt, 1963), the Regressive 
Imagery Dictionary (RID) 
(Martindale, 1975), and Roget’s 
Thesaurus with the same 
valence in all 3 dictionaries or 
with the same valence in 2 and 
omitted from the third. 
Targeted at political and 

Includes 
wildcards to 
specify any 
ending acceptable 
for a given stem. 

1615 (+1), 
of which 
1043 stems 

2768 (-1), of 
which 1971 
stems 



economic news. 

MPQA (Wilson, 
Wiebe, & 
Hoffmann, 2005) 

Used words from GI, from 
Hatzivassiloglou and 
McKeown (1997), and from 
their own prior work (Riloff & 
Wiebe, 2003) 

Used only single 
words (no multi-
word phrases) 
Averaged valence 
for words with 
multiple entries. 
‘strong’ polarity is 
given a value of 1, 
‘weak’ polarity 
gets ½. 

2299 
(range 
from 
0.175 to 
1.00) 

4150 
(range from 
-0.175 to -1) 

NRC 
(Mohammad & 
Turney, 2011; 
Mohammad & 
Yang, 2011) 

Coded all words from Roget’s 
thesaurus that occur at least 
120,000 times in Google’s n-
gram corpus, using 5 different 
MT coders for each word. 

  2312 (+1) 3243 (-1) 

SentiWordNet 
(Baccianella, 
Esuli, & 
Sebastiani, 2010) 

Assigns valences to the 
synonym sets (synsets) in the 
online semantic dictionary 
WordNet. Starting from 
‘paradigmatically’ positive or 
negative words, propagated 
valence across the entire 
dictionary using the network 
structure implied by synsets 
sharing words. Full lexicon has 
29,436 entries. 

For words with 
multiple valences 
(e.g. in multiple 
synsets), averaged 
the values. 
Filtered out 
words with low 
aggregate valence 
scores (absolute 
value < 0.1) 

11116 
(range 
from 0.1 to 
1) 

13106 
(range from 
-0.1 to -1) 

SOCAL 
(Taboada, Brooke, 
Tofiloski, Voll, & 
Stede, 2011) 

“Sentiment Orientation 
CALculator”, manually 
constructed from all words in 
a 400-text corpus of Epinions 
reviews, movie reviews from 
the Polarity Dataset (Pang, 
Lee, & Vaithyanathan, 2002), 
and GI. 
  

  

3716 
(range 
from 0.5 to 
5.0) 

6341 
(range from 
-0.5 to -5.0) 

WordStat 

Constructed by Provalis 
(makers of WordStat), by 
combining word lists from GI, 
RID, and Pennebaker’s 
Linguistic and Word Count 
dictionary (LIWC) (Tausczik & 
Pennebaker, 2010) and 

Includes 
wildcards to 
specify any 
ending acceptable 
for a given stem. 

5539 (+1), 
of which 
337 stems 

9539 (-1), of 
which 578 
stems 



searching WordStat’s internal 
dictionary for potential 
synonyms. 
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