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Abstract

:

Infragravity (IG) waves significantly affect the operational efficiency of ports. Therefore, an accurate prediction of IG waves inside a harbor is necessary. In this study, the accuracy of the wave-group-resolving model XBeach Surfbeat (XB-SB, Delft University of Technology, Delft, The Netherlands) in predicting the IG waves inside a harbor was assessed by comparing its results with field measurements. Field measurements were performed at Hambantota Port in southern Sri Lanka. Three acoustic waves and current sensors were used to observe the wave characteristics inside and outside the harbor. First, the model was validated against observations outside the port. Next, the performance accuracy of XB-SB in modeling the hydrodynamics in the harbor was evaluated by comparing its results with the values measured inside the port. The results of the numerical simulations indicated that both the nearshore short and IG wave heights can be accurately reproduced by XB-SB in an open domain without many obstacles. However, the short wave heights in the harbor are severely underestimated by XB-SB. The IG waves inside the harbor are overestimated most of the time. Moreover, the natural periods of Hambantota Port are well calculated by XB-SB. In general, XB-SB is a reliable tool for predicting nearshore IG waves. However, it requires further improvement to reproduce the hydrodynamics in a well-sheltered harbor, such as Hambantota Port.
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1. Introduction


Infragravity (IG) waves are surface waves with typical periods between 30 and 300 s. More and more coastal processes have been found to be associated with IG waves since they were first observed [1]. The typical processes include the direction of sediment transport [2], extremely high wave runup [3,4,5], dune erosion [6,7] and overwash [8,9]. Major concerns at present are the impacts of IG waves on harbor resonance [10,11] and the stability of the mooring vessel [12]. IG waves can be captured and significantly amplified within a port, which can adversely affect the operations at the harbor [13]. Knowing the wave characteristics in a harbor can help the harbor operators improve port operation schedules [14] and reduce unwanted losses. Therefore, it is particularly necessary to accurately predict the hydrodynamics in the harbor, especially the characteristics of IG waves.



Munk [1] was the first to observe IG waves and named them surf beat to indicate that the generation of such low-frequency waves was related to wave breaking. Tucker [15] studied the correlation between the incident short wave group and the IG wave at various time delays and concluded that the IG wave was generated by the wave group breaking up at the coast. Longuet-Higgins and Stewart [16] argue that a short wave group will produce a bound IG wave that travels at the same celerity as the short wave group. The bound IG wave is released at the breakpoint location and subsequently reflected at the shoreline toward deeper water as free IG waves. The field observation results of Guza [17], List [18], and Masselink [19] support the hypothesis of Longuet-Higgins and Stewart. Symonds [20] proposed an alternative mechanism for the formation of free IG waves: in the transition zone where the waves begin to break, the breakpoint location of the wave periodically moves back and forth and generates time-varying radiative stress in the region. The time-varying radiation stress produces a strong gradient, which produces waves in both the nearshore and offshore directions, thus forming free IG waves. Agnon and Sheremetfa [21] found that at the shoaling zone, free IG waves are also the result of the nonlinear interaction of short waves before short-wave breaking.



The existing wave numerical models are mainly divided into two types: phase-resolving and phase-averaged models. Phase-resolving models consider most of the nearshore processes, such as shoaling, refraction, and reflection. Such models are capable of modeling the wave propagation process in a relatively detailed manner. However, their computational costs are high. SWASH (Delft University of Technology, Delft, The Netherlands) [22] and FUNWAVE-TVD (Total Variation Diminishing (TVD) version of the fully nonlinear Boussinesq wave model (FUNWAVE), Center for Applied Coastal Research, University of Delaware, Newark, USA) [23] are examples of the phase-resolving model. The phase-averaged models are based on the energy balance equation. Because the phase information of a single wave is not considered by this type of model, the computational cost of such models is significantly reduced when compared to that of the phase-resolving models. SWAN (Delft University of Technology, Delft, The Netherlands) [24] and WAVEWATCH III (NOAA National Oceanic and Atmospheric Administration, Washington, DC, USA) [25] (WW3, hereafter) are two examples of this model type.



Recently, both SWAN [26] and WW3 [27] were extended to model the IG waves through empirical formulas. However, modeling IG waves by phase-resolving models are more accurate because the wave phases of short waves are retained. The XBeach-Surf beat [7] (XB-SB, hereafter) is a combination of phase-averaged and phase-resolving models developed for nearshore processes. XB-SB uses the wave action equation to solve the variation in the short wave envelope on the scale of wave groups. The IG waves are calculated using nonlinear shallow water equations.



XB-SB is now widely used for the study of coastal processes caused by IG waves [28,29,30,31]. However, the application of XB-SB to study hydrodynamics in harbors is rare. Because XB-SB does not consider the diffraction and reflection of short waves, it is challenging to use this model in sheltered waters such as harbors. Wong [32] assessed the efficacy of XB-SB for modeling the wave hydrodynamics inside a harbor by comparing its performance with experimental data. However, the layout of the harbor and wave conditions used in the physical model experiment of Wong was simplistic. Therefore, the efficacy of XB-SB in modeling hydrodynamics in ports requires further validation using in situ measurements.



In this study, the accuracy of XB-SB in modeling IG waves inside a harbor was assessed using an in situ observation dataset. The observations were based on three sensors. Two of these were placed near the shoreline. In particular, one was fixed inside the port. Wave heights of the short and IG waves were the focus of this study. Furthermore, the impact of the grid resolution and computational domain scale on the simulation accuracy of XB-SB in modeling IG waves was investigated. The performance accuracy of XB-SB to model the natural periods of the harbor was also evaluated. This study provides a reference and guidance for further applications of XB-SB in coastal IG wave forecasting and harbor hydrodynamic simulations.



In the following section, a brief discussion on the field observations is provided. A numerical modeling approach is presented in Section 3. In addition, the post-processing of data and error metrics for evaluating the accuracy of the model are discussed. In Section 4, the model is validated using the measured data. Next, the performance of XB-SB inside the harbor is assessed, including the wave hydrodynamics and the natural periods of the port. Finally, the results of this study are discussed and the conclusions are presented.




2. Field Observations


Hambantota Port is located at the southmost tip of Sri Lanka and is an important node port on the Indian Ocean route. Its geographic location is depicted in Figure 1. Long-period waves in the port had a significant impact on the moored ships during the early stage of port completion. When the ship transporting the port crane arrived at Hambantota Port and berthed at the established berth, the crane could not be unloaded owing to the excessive movement of the ship. To study the wave characteristics of Hambantota Port, in situ wave observations were performed at the port during the southwest monsoon period (June to September) in 2018 and 2019. Water-free surface records from three sensors at three different locations were used in this study.



The placements of the three AWAC sensors are depicted as red marks in Figure 1. Sensor G1 was located near the shoreline and approximately 7 km from the harbor entrance. Sensors G2 and G3 were installed in the harbor entrance and inside the harbor, respectively. Based on the acoustic surface tracking technology, the AWAC sensors are capable of measuring the direction-resolved elevation, based on which the significant wave height and peak period can be extracted. Due to the measuring instrument itself, some unreasonable values may appear in the measured data. To correct the measured elevation, linear interpolation was performed between useful data points, whereas data with too many spikes were discarded. Details regarding the observed records are listed in Table 1.




3. Numerical Modeling


3.1. Model Description


3.1.1. Model Equations


XB-SB does not solve the short waves individually, therefore, it cannot obtain their phase information. In fact, this is valid when the study is primarily concerned with the characteristics of IG waves. XB-SB calculates short wave motions using a wave action equation with time-dependent forcing [33]. This equation solves the variation in the short wave envelope on the scale of wave groups:


    ∂ A   ∂ t   +   ∂  c x  A   ∂ y   +   ∂  c y  A   ∂ y   +   ∂  c θ  A   ∂ θ   = −    D w  +  D f   σ  ,  



(1)




where wave action  A  is given by the following equation:


  A ( x , y , t , θ ) =    S w  ( x , y , t , θ )   σ ( x , y , t )   ,  



(2)




where  c  is the group velocity associated with the peak frequency,  θ  represents the angle of incidence with respect to the x-axis, and    D w    and    D f    are dissipation terms for the respective waves and bottom friction [34];    S w    is the wave energy density in each directional bin, and intrinsic frequency  σ  is calculated as


  σ =   g k tanh k h   .  



(3)







The dissipation term for the wave breaking    D w    is calculated as


   D w  =   2 α    T  r e p      Q b   E w     H  r m s    h  ,  



(4)




where:


   Q b  = 1 − exp ( −   (    H  r m s      H  max     )  n  ) ,  



(5)






   H  r m s   =     8  E w    ρ g     ,  



(6)






   H  max   = γ ( h + δ  H  r m s   ) ,  



(7)




where  α  is a wave dissipation factor,    T  r e p     is the mean period,    Q b    is a probability function (fraction of breaking waves),    E w    is the total short wave group energy, and  h  is the local water depth,  γ  is the breaker index.



The dissipation term for the bottom friction    D f    is calculated as


   D f  =  2 3  ρ π  f w     [    π H    T  r e p   sinh ( k h )    ]   3  ,  



(8)




where    f w    is the orbital motion friction factor,  k  is the wave number.



The IG wave motions are solved in the time domain using the classical nonlinear shallow water equation [35] as follows:


    ∂ η   ∂ t   +   ∂ h  u L    ∂ x   +   ∂ h  v L    ∂ y   = 0 ,  



(9)






    ∂  u L    ∂ t   +  u L    ∂  u L    ∂ x   +  v L    ∂  u L    ∂ y   − f  v L  −  v h  (    ∂ 2   u L    ∂  x 2    +    ∂ 2   u L    ∂  y 2    ) =    τ  s x     ρ h   −    τ  b x  E    ρ h   − g   ∂ η   ∂ x   +    F x    ρ h   ,  



(10)






    ∂  v L    ∂ t   +  u L    ∂  v L    ∂ x   +  v L    ∂  v L    ∂ y   − f  u L  −  v h  (    ∂ 2   v L    ∂  x 2    +    ∂ 2   v L    ∂  y 2    ) =    τ  s y     ρ h   −    τ  b y  E    ρ h   − g   ∂ η   ∂ y   +    F y    ρ h   ,  



(11)




where    u L    and    v L    represent the Lagrangian velocities,    v h    is the horizontal viscosity,  f  is the Coriolis coefficient,    τ  s x     and    τ  s y     are wind shear stresses,    τ  b x  E    and    τ  b y  E    are the bed shear stresses determined by the Chezy coefficient  C .  η  is the water level and  h  is the water depth.  ρ  represents the water density and  g  the gravitational constant. The wave energy variation exerts a force on the water column through radiation stress gradients [36] and serves as the input for the nonlinear shallow water equation. The wave forces are given by


   F x  = −  [    ∂  S  x x     ∂ x   +   ∂  S  x y     ∂ y    ]  ,  



(12)






   F y  = −  [    ∂  S  y y     ∂ y   +   ∂  S  y x     ∂ x    ]  .  



(13)








3.1.2. Boundary Conditions


The boundary conditions of the model computational domain are defined as follows:




	i.

	
For the offshore boundary of XB-SB, a weakly reflective boundary is used where the reflected IG waves can pass through the offshore boundary with minimal reflection.




	ii.

	
Neumann boundary conditions are used for the lateral boundaries, which indicate that there is locally no change in surface elevation and velocity.




	iii.

	
At the seaward and landward boundary radiating boundary conditions are prescribed, taking into account the incoming bound IG waves.









XB-SB cannot specify porosity or reflection coefficients for structures, which means that porous structures such as breakwaters and quay walls are impermeable in the model. Therefore, porous structures are not taken into account in this study. XB-SB does not consider the diffraction and reflection of short waves, and the short wave energy is fully absorbed into the structures. The IG waves are considered to be fully reflected off the structures.





3.2. Numerical Setup


Two computational domains of different scales were used for the numerical simulation, as depicted in Figure 2. The size of the first computational domain (D1) was 15 km × 10 km. The objective of D1 was to reproduce the hydrodynamics of the sea area where Hambantota Port is located. The second computational domain (D2) was centered on sensor G1 and had a size of 2 km × 2.5 km. Because using D1 for model verification would consume a lot of unnecessary calculation time, we selected D2 as the computational domain for model validation. The model setups of D1 and D2 are discussed in Section 3.2.1 and Section 3.2.2, respectively.



3.2.1. Model Setup of D1


Various grid spaces were adopted for D1. The grid resolution was 8 m in and near the harbor. It gradually increased to 20 m at the boundary of the domain. The grid resolution was based on 20 grids per wavelength, which was determined using the model validation findings in Section 4.1. The shoreline used in the simulation was extracted from Google Earth, and bathymetry was obtained from the electronic chart.



At the open boundary of the computational domain, XB-SB was forced with the time-varying wave spectrum obtained from the large-scale wave prediction model WW3. The output of WW3 is a frequency-directional spectrum, with a frequency domain between 0.03 and 0.7 Hz and a directional resolution of 10°. XBeach supports spatially varying wave boundary conditions. The locations of the input spectrum are marked by red dots in Figure 2. The spatial distribution of the wave energy along the offshore boundary of the computational domain was interpolated linearly among the input spectra at discrete points. Based on a pretest (not presented herein), the simulation accuracy for D1 can be guaranteed when the number of discrete input points is greater than 4.



An automatically optimized time step was applied by XBeach, and its stability was controlled by the Courant-Friedrichs-Lewy (CFL) criterion. For the two-dimensional horizontal (2DH) simulation in this study, CFL = 0.7 was appropriate to ensure numerical convergence. Because the focus of this study was wave hydrodynamics, the sediment transport and morphology modules were switched off. The remaining parameters were set to default values of XBeach. The detailed model input parameters are listed in Table A1 in Appendix A.




3.2.2. Model Setup of D2


To evaluate the accuracy of XB-SB in simulating the nearshore IG waves, the model was validated by comparing the simulation results of D2 with the observations at sensor G1, which was installed near the shoreline. To determine the impact of grid resolution on the accuracy of XB-SB in modeling IG waves, three representative grid resolutions were selected, from coarse to fine, based on the rule of thumb; the detailed parameters can be found in Table A2 in Appendix B. Similar to D1, D2 also used the frequency-directional spectrum from WW3 as the wave boundary condition. For the computational domain at the D2 scale, the accuracy of the simulation can be ensured by setting a single input wave spectrum at the domain boundary.





3.3. Data Analysis


Spectral analysis of the measured data was performed using the discrete Fourier transform. For simplicity, only the spectra of the three measurement points on the day when the IG wave component is significant are shown (Figure 3). The results show that the vast majority of the IG wave energy is concentrated in the range of  f  ≤ 0.04 Hz. Therefore, in this study, the IG waves were defined as 0.005 Hz ≤  f  ≤ 0.04 Hz and short waves as  f  > 0.04 Hz. The short significant wave heights and IG significant wave heights were then calculated as follows:


   H S  = 4      ∫  0.04   0.5    S ( f ) d f      ,  



(14)






   H  I G   = 4      ∫  0.005   0.04    S ( f ) d f      .  



(15)







XB-SB does not calculate the short waves individually, and the short significant wave height    H S    was calculated directly from the short-wave energy. The IG significant wave height    H  I G     was calculated as follows:


   H  I G   = 4    m 0    ,  



(16)




where    m 0    is the zero-order moment of the energy spectrum, which is obtained by calculating the variance of the long-wave surface elevation time series.




3.4. Error Metrics


In this study, the Pearson correlation coefficient (CC) was used to measure the linear dependence between the numerical results, S, and observations, O:


  C C =     ∑  i = 1  N   ( (  S i  −  S ¯  ) ⋅ (  O i    −  O ¯  ) )       ∑  i = 1  N     (  S i  −  S ¯  )  2      ⋅     ∑  i = 1  N     (  O i  −  O ¯  )  2        ,  



(17)




where N is the number of data points. It had a value between 0 and 1, where 1 indicates a total positive linear correlation between the two variables, and 0 indicates no linear correlation.



The error between the simulated results and observed data is expressed as the relative bias (RBIAS) and normalized root mean squared error (NRMSE):


  R B I A S =     ∑  i = 1  N   (  S i  −  O i  )     N  O ¯    ,  



(18)






  N R M S E =       ∑  i = 1  N     (  S i  −  O i  )  2        ∑  i = 1  N    O i    2        ,  



(19)




where a value closer to zero represents a better simulation.





4. Results and Discussion


4.1. Model Validation


To evaluate the accuracy of XB-SB in modeling the 2DH hydrodynamics, the simulation results of D2 were compared with the observations at sensor G1 (Figure 4). The performance statistics are presented in Table 2. The results of the effect of grid resolution on model accuracy are shown in Appendix B (see Figure A1 and Figure A2 for    H S    and    H  I G    , respectively, and Table A3 lists the performance statistics). The comparison results indicate that the discrepancy between the    H S    simulation results corresponding to the three grid resolutions is minor. Nevertheless, a discrepancy was evident for    H  I G    . When the grid size decreased, the model performance improved and reached the best when the grid resolution was 20 grid points per wavelength. Further tests indicated that using a grid resolution finer than 20 grid points per wavelength barely improved the accuracy of the simulation; however, it significantly increased the computation time. Therefore, a grid resolution of 20 grid points per wavelength might be appropriate when XB-SB is used to simulate nearshore IG waves.



It can be concluded from the comparison results that the 2DH hydrodynamics modeled using XB-SB are in reasonable agreement with the observations at sensor G1. This proves that the model can accurately reproduce the IG waves in the study area. It also demonstrates that WW3-XB-SB is a reliable combination to model nearshore wave hydrodynamics.




4.2. Sensitivity to Computational Domain Scale


To determine whether the scale of the computational domain affects the accuracy of XB-SB in modeling the 2DH hydrodynamics, we ran the model using both D1 and D2. The simulation results were compared with the observations recorded at sensor G1. For simplicity, the simulation period was a week in which the wave height change trend was obvious (5–13 September). Figure 5 depicts the comparison results, and Table 3 lists the performance statistics.



For    H S   , the performances of D1 and D2 did not differ significantly. The results of the two domains were in good agreement with the observations, and D2 slightly outperformed D1. For    H  I G    , the simulation results of D1 maintained a strong correlation with the observations, yet underestimated the IG wave heights to some extent. This could be attributed to the fact that XB-SB underestimated the groupiness [37] of the short waves when modeling the wave propagation over a large distance [38]. The groupiness of short waves is responsible for forcing bound IG waves [16,20]. Under ideal conditions, the bound IG waves are linearly proportional to the groupiness. In XB-SB, the short wave groups are directional propagation in the directional bins, and the wave energy from various directional bins is simply added without considering the interaction between various wave components. This reduced the groupiness of the short waves and led to an underestimation of the bound IG waves.



In summary, using a large-scale calculational domain such as D1 (15 km × 10 km) has essentially no impact on the accuracy of XB-SB in modeling short waves. For IG waves, D1 is still able to maintain a reasonable correlation with the field observations. Although the IG wave heights were somewhat underestimated, the overall error was within acceptable limits. The above conclusions demonstrate that XB-SB is capable of performing hydrodynamic simulations over a large study area. Furthermore, it is appropriate to use D1 to investigate the performance of the XB-SB in modeling the IG waves inside and outside Hambantota Port.




4.3. Performance on Harbor


4.3.1. Infragravity Waves near Harbor Entrance


The performance of XB-SB in modeling IG waves near a port is assessed in this section. Figure 6 depicts a comparison of the significant wave heights modeled using XB-SB with the observations at sensor G2. Note that sensor G2 was deployed in front of the harbor and near the entrance. Therefore, the wave characteristics at this location can be used as a reference for the incoming wave at the port.



It is evident from Figure 6 that the results of XB-SB correlate strongly with the in situ observations for both short waves and IG waves. Table 4 presents the performance statistics. For the IG wave heights focused on in this study, the accuracy of XB-SB appeared to be somewhat reduced. The error might have resulted from XB-SB not considering the outgoing waves from the port. However, the results generally were in good agreement with the observations. Note that there were some unexpected great peaks on certain dates (e.g., 13 and 21 September), which remain to be determined in future studies.



In general, the hydrodynamics outside the port can be reproduced accurately using XB-SB. For IG wave heights near the harbor entrance, XB-SB can provide a reliable and crude estimation, which is crucial for assessing the performance of the model in modeling IG waves inside the harbor.




4.3.2. Infragravity Waves Inside Harbor


Based on the above studies, the performance of XB-SB in modeling the hydrodynamics in the harbor is assessed in this section. Figure 7 illustrates the comparison of the observed and modeled significant wave heights at sensor G3, and Table 5 lists the performance statistics.



These results were somewhat surprising. For short waves, XB-SB seriously underestimated the wave height at all times. As is evident in Figure 7a, it seems that there is no short wave at the location of sensor G3. Although the data in Table 5 indicate that the simulation results and the observations maintain a valid correlation, the error is unacceptable. The reason for this poor result is that XB-SB did not consider diffraction and reflection, which are significant for the propagation of short waves in the harbor. This resulted in a significant error between the modeled and observed wave heights. Contrary to the results for short waves, the IG waves in the harbor were generally overestimated by XB-SB and severely overestimated on some dates (e.g., 13–19 September), as depicted in Figure 7b.



For a visual illustration, the wave height distribution with a zoom on Hambantota Port is depicted in Figure 8. It is evident that the short wave heights decreased rapidly as soon as the short waves reached the harbor (see Figure 8a). Note that Hambantota Port is well sheltered by the breakwater and revetment. Therefore, the waves can hardly propagate directly into the interior of the harbor basin. Nevertheless, the two main methods of diffraction and reflection for short waves propagation in the port have not been considered by XB-SB. Therefore, the vast majority of short waves are absorbed by the boundary after entering the harbor basin. Almost no short waves can propagate to the area in front of the quay where sensor G3 is located. This explains the significant underestimation of the short wave heights in Figure 7a. However, the overestimation of IG waves in the harbor was unexpected. Probably, this anomalous performance of IG waves inside the port is related to the absence of short wave energy; however, no convincing explanation for this was found in this study.



In summary, XB-SB evidently underestimated the short wave heights in Hambantota Port, particularly in the obscured areas and corners. The corresponding IG wave heights were overestimated. Hambantota Port is well sheltered by breakwaters. Therefore, an accurate reproduction of the hydrodynamics of Hambantota Port is extremely difficult for XB-SB, which does not consider the diffraction and reflection of short waves.




4.3.3. Natural Periods of the Port


The natural period is a fundamental parameter of a given harbor and does not change with the wave state. Dong [11] found that the Hambantota Port has four natural periods, which are 400 s, 173 s, 52 s, and 35 s. To investigate whether XB-SB can capture the natural period of the Hambantota Port, a spectral analysis of the simulation results was performed at the location of sensor G3. For simplicity, two representative dates were selected for the investigation, namely 16 September, when the IG wave component was significant, and 8 September, when the IG wave component was not significant. The spectra were shown in Figure 9, and Table 6 lists the natural periods obtained from the measurement and numerical simulation. It can be seen from the comparison results that XB-SB somewhat overestimates mode1, and the remaining three modes are in agreement with the measured results. In general, the natural periods of the Hambantota Port can be reliably estimated by XB-SB.






5. Conclusions


The accuracy of the wave-group-resolving model XB-SB in modeling the IG waves in a port was assessed by comparisons with field measurements obtained at Hambantota Port located in Sri Lanka. Two computational domains of various scales (D1: 15 km × 10 km; D2: 2 km × 2.5 km) were used in the numerical simulations. The objective of D1 was to reproduce the hydrodynamics of the sea area where Hambantota Port is located. Domain D2 was used for model verification. The model was validated by comparing the simulation results of D2 with the observations at sensor G1 installed at the shoreline. An appropriate grid resolution for nearshore IG wave simulations using XB-SB was used. To investigate the impact of the use of a large range of computational domains on the accuracy of XB-SB in modeling IG waves, the model was also validated using D1 and compared with the results of D2.



Next, the accuracy of XB-SB in modeling the IG waves near and inside the harbor was assessed by comparing the model results with observations from two sensors installed in and outside Hambantota Port. The performance of the model in calculating the natural periods of the harbor was also evaluated.



The conclusions of this study are as follows:




	
XB-SB can accurately predict the short and IG wave heights in an open domain without obstacles. The use of a grid resolution of 20 grid points per wavelength is recommended to simulate nearshore IG waves using XB-SB.



	
XB-SB is capable of reproducing large-scale hydrodynamics. Because the model does not fully consider the IG waves generated by the groupiness of short waves, the IG wave height is slightly underestimated when simulations are performed using a large-scale (such as 15 km × 10 km) computational domain.



	
For the area near the entrance of a port like Hambantota Port, XB-SB can accurately predict the wave heights of both short and IG waves. However, a large error occurs inside the harbor. The short wave heights inside the harbor are significantly underestimated because XB-SB does not consider the diffraction and reflection of short waves. For IG waves inside the port, a correlation exists between the simulation results and observations. However, in general, XB-SB overestimates the IG wave heights. The natural periods of the Hambantota Port are well identified by XB-SB.








In general, XB-SB can be used to reproduce large-scale hydrodynamics and provide accurate predictions for nearshore IG waves. However, it is not appropriate to use it to simulate the hydrodynamics inside a harbor like Hambantota Port, which is well sheltered and where it is difficult for waves to propagate directly into the harbor basin. XB-SB is still a promising tool for predicting IG waves inside a harbor when the diffraction and reflection of short waves can be considered.
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Table A1. General input parameters for model D1 (D2 only has grid parameters different from D1).






Table A1. General input parameters for model D1 (D2 only has grid parameters different from D1).





	Parameter
	Definition
	Value





	nx
	Number of grid cell in x-direction
	1100



	ny
	Number of grid cell in y-direction
	750



	thetamin
	Lower directional limit (deg)
	90



	thetamax
	Higher directional limit (deg)
	270



	dtheta
	Wave direction bin size (deg)
	20



	CFL
	Courant-criterion
	0.7



	front, back
	Flow boundary conditions
	Weakly-reflective



	left, right
	Flow boundary conditions, lateral
	Neumann



	break
	Short wave breaking
	Roelvink2









Appendix B


To investigate the impact of grid resolution on the accuracy of XB-SB in modeling IG waves, three representative grid resolutions were selected, from coarse to fine, based on the rule of thumb; the detailed parameters can be found in Table A2. It should be noted that the wavelength (L) at the location of sensor G1 was approximately 160 m, as calculated from the dispersion relation. Figure A1 and Figure A2 illustrate the comparison of the observed and modeled significant wave heights at sensor G1, and Table A3 lists the performance statistics. From the comparison results, it can be seen that XB-SB performs best when the grid resolution is L/20.





[image: Table] 





Table A2. Grid parameters for model D2.






Table A2. Grid parameters for model D2.











	
	Grid 1
	Grid 2
	Grid 3





	Grid points per wavelength
	5
	15
	20



	Grid resolution (m)
	30
	12
	8



	Number of computational grids
	6216
	38,272
	85,800










[image: Jmse 09 00918 g0a1 550] 





Figure A1. Modeled (red) and observed (black)    H S    1–25 September 2018, at the location of sensor G1: (a) dx = L/5, (b) dx = L/15, and (c) dx = L/20. 
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Figure A2. Modeled (red) and observed (black)    H  I G     1–25 September 2018, at the location of sensor G1: (a) dx = L/5, (b) dx = L/15, and (c) dx = L/20. 






Figure A2. Modeled (red) and observed (black)    H  I G     1–25 September 2018, at the location of sensor G1: (a) dx = L/5, (b) dx = L/15, and (c) dx = L/20.



[image: Jmse 09 00918 g0a2]







[image: Table] 





Table A3. Performance statistics of XB-SB at the location of sensor G1.






Table A3. Performance statistics of XB-SB at the location of sensor G1.





	

	
Grid Resolution

	
CC

	
RBIAS

	
NRMSE






	
    H S    

	
dx = L/5

	
0.69

	
−0.0451

	
0.1343




	
dx = L/15

	
0.70

	
−0.0535

	
0.1347




	
dx = L/20

	
0.73

	
0.0464

	
0.1278




	
    H  I G     

	
dx = L/5

	
0.35

	
0.3915

	
0.4427




	
dx = L/15

	
0.55

	
−0.0046

	
0.1987




	
dx = L/20

	
0.67

	
−0.1123

	
0.2198
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Figure 1. Google Earth screenshot depicting the locations of Hambantota Port and three acoustic waves and current (AWAC) sensors. Sensor G1 is located near the shoreline, approximately 7 km from G2, located near the port entrance. Sensor G3 is deployed inside the harbor. 
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Figure 2. Computational domains used in the numerical simulation: D1 (within the black dotted line) and D2 (within the red dotted line). AWAC sensors are depicted as red stars, and the red dots represent the input positions of the wave spectra obtained from WW3. 
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Figure 3. Day-averaged spectra at the location of three sensors: (a) sensor G1 and (b) sensor G2 (black) and sensor G3 (red). 
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Figure 4. Modeled (red) and observed (black) wave heights 1–25 September 2018, at the location of sensor G1: (a) significant wave height    H S    and (b) significant IG wave height    H  I G    . 
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Figure 5. Significant wave heights modeled by D1 and D2, 5–13 September 2018, at the location of sensor G1. (a) Significant short wave height    H S    and (b) significant IG wave height    H  I G    . 
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Figure 6. Modeled (red) and observed (black) wave heights 1–25 September 2019, at the location of sensor G2: (a) significant wave height    H S    and (b) significant IG wave height    H  I G    . 
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Figure 7. Modeled (red) and observed (black) wave heights 1–25 September 2019, at the location of sensor G3: (a) significant wave height    H S    and (b) significant IG wave height    H  I G    . 
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Figure 8. Modeled local significant wave height distributions: (a) short waves and (b) IG waves. The wave heights are the average for 5 September 2019. 
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Figure 9. Modeled day-averaged spectra at location sensor G3: (a) 8 September and (b) 16 September. 
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Table 1. Characteristics of observed data used in this study.
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	Location
	Depth (m)
	Start and End Dates
	Duration (Day)
	Measurement Setup





	G1
	13.05
	1–25 September 2018
	25
	20 min/h, sampling at 2 Hz



	G2
	18.03
	1–25 September 2019
	25
	34 min/h, sampling at 2 Hz



	G3
	17.58
	1–25 September 2019
	25
	20 min/h, sampling at 4 Hz
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Table 2. Performance statistics of XB-SB at the location of sensor G1.
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	CC
	RBIAS
	NRMSE





	    H S    
	0.73
	0.0464
	0.1278



	    H  I G     
	0.67
	−0.1123
	0.2198
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Table 3. Performance statistics for D1 and D2.
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Computational Domain

	
CC

	
RBIAS

	
NRMSE






	
    H S    

	
D1

	
0.82

	
0.1082

	
0.1557




	
D2

	
0.85

	
0.0813

	
0.1307




	
    H  I G     

	
D1

	
0.78

	
−0.2640

	
0.3001




	
D2

	
0.78

	
−0.0324

	
0.1671
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Table 4. Performance statistics of XB-SB at the location of sensor G2.
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	CC
	RBIAS
	NRMSE





	    H S    
	0.70
	−0.0498
	0.1409



	    H  I G     
	0.62
	−0.0567
	0.3710
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Table 5. Performance statistics of XB-SB at the location of sensor G3.
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	CC
	RBIAS
	NRMSE





	    H S    
	0.32
	−0.9960
	0.9961



	    H  I G     
	0.46
	1.3760
	1.7541
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Table 6. Natural periods from measurement and numerical simulation.
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	Mode 1
	Mode 2
	Mode 3
	Mode 4





	Measurement
	400 s
	173 s
	52.0 s
	35.0 s



	Simulation 8 September
	454 s
	170 s
	53.0 s
	32.0 s



	Simulation 16 September
	484 s
	168 s
	57.0 s
	34.0 s
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