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Abstract: Coastal ocean flows are interconnected by a complex suite of processes. Examples are inlet
jets, river mouth effluents, ocean currents, surface gravity waves, internal waves, wave overtopping,
and wave slamming on coastal structures. It has become necessary to simulate such oceanographic
phenomena directly and simultaneously in many disciplines, including coastal engineering, environ-
mental science, and marine science. Oceanographic processes exhibit distinct behaviors at specific
temporal and spatial scales, and they are multiscale, multiphysics in nature; these processes are
described by different sets of governing equations and are often modeled individually. In order to
draw the attention of the scientific community and promote their simulations, a Special Issue of
the Journal of Marine Science and Engineering entitled “Multiscale, Multiphysics Modelling of Coastal
Ocean Processes: Paradigms and Approaches” was published. The papers collected in this issue
cover physical phenomena, such as wind-driven flows, coastal flooding, turbidity currents, and mod-
eling techniques such as model comparison, model coupling, parallel computation, and domain
decomposition. This article outlines the needs for modeling of coastal ocean flows involving multiple
physical processes at different scales, and it discusses the implications of the collected papers. Addi-
tionally, it reviews the current status and offers a roadmap with numerical methods, data collection,
and artificial intelligence as future endeavors.

Keywords: multiscale; multiphysics; model coupling; domain decomposition; data collection; ma-
chine learning

1. Background and Necessities

As a consequence of environmental change and ever-expanding human activities,
it has become urgently needed to investigate many emerging oceanic flow problems.
Three examples manifest such needs. An anthropogenic example was the 2010 Gulf of
Mexico oil spill, which started as a jet at the seafloor and rose to become floating oil patches
that led to an environmental disaster [1]. Overbank compound flooding by two North
Carolina coastal rivers provided an example of a complex suite of natural hazards that
resulted from ocean surges, fluvial waters, and inland runoff, plus their interactions, during
hurricanes Dennis and Floyd [2]. An engineering example is illustrated by the fast-growing,
worldwide practice of power generation from ocean current energy, in which both local
flows at turbines and the background tides play a role [3]. The study of these problems has
significant impacts on advances in sciences, engineering, and resilient coastal communities.
Towards the study, various programs have been established, such as Southeastern Uni-
versities Research Association (SURA), Coastal Ocean Observing and Prediction Program
(SCOOP), and the NOAA Coastal and Ocean Modeling Testbed program [4].
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The three example problems listed above have differing characteristics, but all of
them bear a similar feature: they are multiscale and multiphysics in nature and present
challenges to today’s modeling capabilities. For instance, the BP oil spill in the Gulf
of Mexico started as a fully three-dimensional (3D), high-speed jet with intense mixing,
at scales on the order of 10 m, and later it evolved into drifting patches of oil film, with
scales on the order of 100 km horizontally. Currently, many models have been developed in
the ocean science community for applications such as circulation, surges, and waves [5–8].
However, these models lack appropriate capabilities to directly account for multiscale,
multiphysics phenomena, particularly those fully 3D, local, complex phenomena, such as
the dynamic processes in the initial jet in the BP oil spill and water splashing as shown
in Figure 1. Without a multiscale and multiphysics approach, these models could only
partially simulate critical processes in those emerging problems. For instance, there is
currently no single model or software package that can directly simulate the whole process
from the jet all the way to the floating oil in the BP oil spill case.
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Figure 1. Simulated collapse of a water column, on the left, and its slamming on a plate, in the
middle, and its splashing at a wall, on the right [9]. The simulation is produced by a solver for the
Navier–Stokes equations.

For many years, oceanographers have worked towards simulating multiscale coastal
ocean flows, and now it has become a common practice within the ocean science com-
munity [10–12]. For these simulations, meshes are refined locally, either via stretched
meshes or nested meshes at local regions, so that not only the background large-scale flow
patterns are captured, but also fine-scale, local motions are resolved. However, this is not
the case for multiphysics simulations, which in general cannot be realized merely by local
mesh refinement. Traditionally, multiphysics refers to a system with multiple phenomena,
for instance, thermal diffusion, fluid flow, and phase change [13,14]. Even though these
phenomena are interdependent, they are described by different governing equations. In
the ocean, it is typical for a flow problem to involve multiple processes that exhibit distinct
physical behaviors, e.g., a jet at the seafloor and floating oil at the water surface in the BP
Deepwater Horizon Oil Spill. These processes are better described by different governing
equations, and frequently they are multiscale in nature owing to a vast range of spatial and
temporal scales. Therefore, they are referred to as multiphysics flows [15–17], although
such terminology is not generally recognized in the ocean science community.

2. A Discussion of the Collected Papers

In order to promote the simulations of multiscale and multiphysics coastal ocean
flows, a Special Issue of the Journal of Marine Science and Engineering entitled “Multiscale,
Multiphysics Modelling of Coastal Ocean Processes: Paradigms and Approaches” was ini-
tiated [18]. This Special Issue collected several papers, each of which focused on a specific
topic. Their topics included flooding, effects of scales and wind fields, model assessment,
model coupling, parallel computation, and computational methods. Although small in
numbers, the collected papers exemplified recent main efforts in the simulations of multi-
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scale, multiphysics flow problems. The research papers are reviewed in the paragraphs
that follow.

It is common to conduct multiscale simulations by increasing mesh resolution and
downscaling to resolve small-scale flow events such as flooding in the streets. When such a
simulation goes into local regions, it is crucial to assure its accuracy and reliability because
hydrodynamic phenomena and their interaction with the environmental settings, such
as buildings, become very complicated. An indispensable step is to validate the models
via abundant data that characterize the local region. Spatial complexity near the coast
could be much greater than in the deep ocean where data coverage from observations and
satellites requires less spatial detail. However, it is challenging to collect sufficient data
during extreme coastal events, such as street-level data for swift-flowing water during
storms. An innovative effort to collect street flooding data (e.g., high water marks) during
two consecutive storms involved observations over a thousand local residents at Hampton
Roads, VA in an activity called ‘Catch the King’ [19]. ‘Catch the King’ was well received
among residents, who were educated and trained on data collection. After being processed,
the data were used to calibrate the model for the VIMS’ Tidewatch storm tide inundation
maps. Such work is not only novel and effective to better capture local flooding but also
increases the awareness of residents, bearing on a broader social impact.

In a simulation to resolve local flows, adopting appropriate models has been another
critical issue besides mesh refinement along coastlines. As a result, a comparison of model
performance has become necessary [20]. Driven by the need for improved marine safety
and emergency response, the performance of NEMO and FVCOM was tested through
scientific collaboration with multiple teams [21]. NEMO and FVCOM are two distinct types
of models; the former uses a finite difference method on a structured mesh, while the latter
adopts a finite volume method on an unstructured mesh. The study area is the Saint John
Harbor in the Bay of Fundy, which features a complex flow system of waters from the ocean
and rivers. The system exhibits intricate patterns at different scales, and its simulation is
a nontrivial test for both models. The mesh resolution at the coast is as fine as about 100
m, but the authors anticipated that both models may reach their limits if it gets further
fined. The authors concluded that overall, the two models performed similarly in accuracy
compared to field observation, and FVCOM has a smaller computational cost. Generally
speaking, an unstructured-grid model requires more computational time, but FVCOM can
deal with irregular coastlines with a smaller number of grid nodes and, which may lead
to a lower computational cost. This feature has been exploited to support wave energy
survey along vast portions of the coastal ocean [22].

The multiscale, multiphysics nature of coastal ocean flows is attributed to various
factors, and wind fields are among those that play an essential role. With the aid of
FVCOM, a comparison study was made on effects from cold fronts in 2014 and Hurricane
Barry in 2019 on flow patterns inside Barataria Bay [23]. In general, these fronts and the
hurricane’s wind fields exhibited distinct differences not only in temporal and spatial scales
but also in directions. Such differences lead to an interesting disparity in behaviors of the
hydrodynamics in the bay. For instance, after the passage of a cold wind front, the water
surface inside the bay presents a trough, while it exhibits surges after the hurricane. As a
result, the study showed that water was transported out of the bay after a cold front of
winds passes, whereas it is pushed into the bay after Hurricane Barry’s landfall. This study
also indicated that FVCOM was able to capture flow patterns inside a bay driven by wind
fields at different scales.

Various complex flow behaviors result from the multiscale, multiphysics nature of
coastal ocean flows. Extreme atmospheric wind and precipitation have contributed to
unusual flooding along two rivers located along the NC coast during Hurricanes Dennis
and Floyd [2]. The compound flooding events resulted from storm surges and heavy
rainfall. They are each complicated phenomena but exacerbated by the simultaneous
impact of the two hurricanes, resulting in interactions that contributed to dangerous
flooding events. Based on data from observation and their 1D modeling, the authors
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delved into surface elevation and flow rates in the rivers, surge heights in the ocean, etc.
They presented a clear description of the mechanism of the downstream blocking during
the flooding. Importantly, this paper indicated that, due to strong interaction among
phenomena at different scales, existing modeling approaches are not appropriate because
they are typically based on univariate methods and coarse resolution. This work revealed
limitations in modeling and the need for multiscale and multiphysics modeling in coastal
flooding, and it concluded that approaches based on coupling of multiple models should
be adopted.

Simulation of flooding events through model coupling is becoming a trend, and re-
search related to flows along the Gulf of Mexico’s continental margin represents an effort
across temporal scales, where the researchers coupled models and form a holistic modeling
framework to capture turbidity currents at the seabed during storms [24]. The simula-
tion involved various physical processes, such as fluvial flows, estuary currents, surface
waves, and sediment transport, which behave differently and happen at different scales.
The framework assembled component models for point, 2D, and 3D processes, primarily in
the one-way coupling. It simulated these processes with resolution as fine as less than 1 s
in time and 3 m in space. Based on a series of simulations and analyses of their results and
actual data for hurricanes Gustav and Ike, a turbidity current problem as a representation
of those in the Gulf of Mexico was formulated and simulated. The simulation revealed
that hurricanes could bring a substantial amount of sand from coastal to deep waters.
The authors’ work dealt with complex processes, and it was more complicated than earlier
studies on model problems, such as the motion of sand dunes due to surface waves [25].

Due to the inherent limitations in conventional coastal ocean models’ governing
equations, such as the hydrostatic assumption and parameterization, they cannot handle
many complex local events, especially fully small-scale, 3D phenomena. Adoption of the
Navier–Stokes equations is a remedy to overcome this problem [26], since, in principle,
such equations can resolve all phenomena at different scales that are of interest. However,
solving these equations is very expensive, and efficient computation is a huddle for moving
forward. With such motivation, a full Navier–Stokes solver on a structured mesh was
developed [27]. In this solver, the Fortran-interfaced Portable–Extensible Toolkit for Scien-
tific Computation (PETSc) library equipped with domain decomposition techniques was
utilized for parallel computation of the solver, particularly its Poisson equation for pressure.
Because of the adoption of such parallelization, the increased speed of computation is
substantial. The work demonstrates that enough mesh resolution is desired in capturing
complex flow structures at a seamount, while the resolution can be reduced in the region
far away from it. This paper provided a valuable addition to the sparse number of works
on domain decomposition techniques for ocean flows.

In a broader sense, domain decomposition is an indispensable approach to achieving
multiscale and multiphysics simulations. A theoretical study on domain decomposition and
data assimilation in the computation of a linearized version of the shallow water equations
was demonstrated for Baltic Sea circulation [28,29]. In this study, assimilation data with
randomness (to mimic observation data) was imposed at an open boundary of a subdomain
that was linked to another subdomain. Its computation was formulated into an inverse
problem, whose objective function was built on the governing equations and boundary
conditions with a term of the Tikhonov regularization [28]. Additionally, a discussion on
uniqueness and computational steps was presented. In a numerical experiment on a model
problem, the search in the optimization converges in a few steps to the assimilation data at
the open boundary. Note that simplification, such as linearization or omitting the advection
terms, is made, and the scenario of this study differs from realistic situations. Nevertheless,
this work is particularly valuable since its topic and methods are novel, and publications
on domain decomposition for ocean flows are infrequent.

The above-collected papers provide a perspective of typical current efforts to simulate
multiscale, multiphysics flow problems. However, they only reflect a portion of the past
efforts. For a more complete view on the current status of such simulation, a brief but
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more comprehensive review is presented about additional work on the theme in the
following section.

3. Current Status

Many coastal ocean models have been built on geophysical fluid dynamics (GFD)
equations in the past few decades. These models have successfully simulated various
applications relevant to acoustics, ocean currents, surface waves, thermoclines, etc., and ex-
amples of them are POM, ADCIRC, ROMS, WAVEWATCH [5–8]. However, they cannot
handle many emerging problems involving small-scale, complicated flows, such as the
examples listed at the beginning of this article, which have largely been considered as
secondarily important in the ocean science communities in the past decades. At the same
time, many models have been developed in the engineering communities based on dif-
ferent equations, e.g., the Navier–Stokes equations. In principle and practice, they can
directly simulate these small-scale, complex, local ocean flows of our interest, including
those in the three examples mentioned above. Figure 1 shows samples of modeling of
these small-scale, complex flows. Here, “directly” means without or with minimal simpli-
fications and parametrizations that are commonly adopted in coastal ocean models,(e.g.,
drag coefficients of winds over water surfaces or at the seabed). Since the computation
of the equations for the local flows, e.g., the Navier–Stokes equations, is very expensive,
applying these engineering models to a large area of oceans could become prohibitive. In
addition, such an approach may not be as efficient as coastal ocean models, for instance,
for surface waves.

For more than a decade, simulations of multiscale ocean flows have been popular
among the ocean science community. Within the frame of a conventional coastal ocean
model, a general approach situation is to adopt multiple grid resolutions at different zones
in the domain of computation. In attempts to simulate global ocean currents, simulations
obtained with different mesh resolution indicate that finer resolution is indeed helpful to
better resolve observed flow patterns, such as water surface elevation and flows through
straights [30,31]. Fine resolution is frequently applied to nearshore regions to resolve vari-
ous events there. For instance, to search best sites for marine kinetic hydrodynamic energy
near coastlines, grid spacing less than 10 m is applied along the entire coast, while that over
10 m is used in open waters [32]. Three sets of nested grids with 3-arcminute resolution as
the fine resolution are adopted in a wave energy survey in Indonesia waters [33]. Another
event with high resolution in nearshore regions is coastal flooding, and grid spacing as fine
as 3 m is adopted to resolve floods in streets [34]. A comparison is between a structured-
grid model with nested-grids and an unstructured-grid with local mesh refinement, and it
is concluded that the latter is more expensive in terms of computation [35]. It has become a
common practice in the ocean science community to capture multiscale flow phenomena
via local mesh refinement. Because of the complexity of the flows and their multiscale
nature, it is not always straightforward to design multi-resolution meshes. For instance,
a dense mesh at a tidal inlet could add dissipation to the solution there [36], and thus
discretion is needed to achieve the desired accuracy there.

Multiphysics flows present more challenges, and the development of new modeling ca-
pabilities becomes necessary. Such flows tend to be associated with multiple temporal and
spatial scales. However, they cannot be resolved simply by multi-resolution, or local mesh
refinement, in the aforementioned conventional coastal ocean models. A direct approach is
to build models on the basis of the Navier–Stokes equations or their variants in the whole
computational domains [26,27]. In principle, such models, e.g., Fluidity-ICOM [26], are able
to handle multiphysics flows beyond the reach of the conventional coastal ocean models,
such as water slamming in Figure 1. However, like the aforementioned Navier–Stokes
solvers developed in engineering communities, these models face difficulties, such as high
computational cost, in application of ocean flows. Given the fact that models for individual
phenomena at specific scales, e.g., large-scale ocean circulations and small-scale wave
breaking, have become mature, and, as the most feasible and promising approach, it is
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natural to combine these models into a single framework to capture multiple physical
phenomena, and such efforts start over a decade ago [15,37,38].

During the past decade, substantial research has focused on coupling the equations
for surface waves and GFD equations (e.g., shallow water equations) for ocean currents,
two typical oceanic phenomena. Examples cover the interaction between surface waves and
ocean currents [39,40], wave-current-sediment motion [41], wave-driven morphology [25],
effects of ocean currents on waves [42], and ice-induced wave attenuation [43]. It should
be noted that waves and currents differ in temporal and spatial scales, and time steps
for their computation are also distinct due to stability requirements [25,41]. Another
type of coupling is between models for coastal ocean flows. Examples are coupling
of a model for narrow tributaries with vertically 2D flow patterns to a model for 3D
flows [44], a 2D Godunov-type model simulating local flooding across traffic roads to
FVCOM for the background ocean currents [45], a shallow water flow solver and the
Navier–Stokes solver to resolve local flows [46], and a 3D ocean model with fine grids on
the order of a meter to ROMS with coarse grids [47]. As a most recent effort, solvers for
the Navier–Stokes equations are coupled with FVCOM to simulate local, complex flows
in high fidelity [48,49]. Figure 2 presents an example of this kind of coupling. In this case,
the Navier–Stokes solver and FVCOM are state-of-the-art models used respectively by the
engineering community and the ocean science community. Additional types of coupling
include ocean circulation and sea ice [50], atmosphere, ocean, and biomaterials [51], storm
surges and turbidity currents [24,46], and ocean surge and land runoff [52]. Other relevant
efforts include the Earth System Modeling Framework (ESMF), which integrates many
distinct geophysical models [53].
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Figure 2. Simulation of thermal effluents discharged from a diffuser on seabed by coupling of a
Navier–Stokes solver and FVCOM [16,48]. In the simulation, the former resolves local flows, and the
latter captures the background currents, and the two models are coupled in two-way and march
in time simultaneously. (a) Mesh of FVCOM. (b) Mesh of the Navier–Stokes equations solver. (c)
Simulated thermal effluent at flood tide.

In general, coupling models to simulate multiphysics flows is a challenging complex
task. Currently, the coupling is usually one-way, which is implemented by programs
or manually, e.g., [24]. The one-way coupling may not only miss the feedback between
solutions of different models but may also introduce substantial errors and uncertainties
when passing solution data between models [54,55]. For instance, as in [55], a European
group concluded that it is required to resolve 3D flow structures in near fields and the
interaction between near and far fields to reduce such inaccuracy and uncertainty in tidal
power development. As a result, efforts have been made to achieve two-way coupling,
e.g., [45,48,49,56]. However, the bidirectional coupling is not yet widespread because it is
challenging to realize and expensive to compute.

Efforts have been made on algorithm development and computational analysis to pro-
mote multiscale and multiphysics simulations. As another approach, the hybrid methods
have been investigated, which merge different algorithms within a same model, rather
than coupling different models as discussed above. For instance, equations for wave,
current, and morphology are discretized and computed in a single system [25]. It is pro-
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posed to adopt a hybrid of continuous and discontinuous Galerkin methods to compute
a generalized wave-continuity equation in ADCIRC [57]. In capturing internal waves, a
method is proposed to combine a hydrostatic simulation on a grid and a non-hydrostatic
simulation on another grid, plus a technique to switch between the two solutions [58].
A method that allows different time steps in different zones of the computational domain
is presented to solve the shallow water equations [59]. Within ROMS, techniques are
presented to realize two-way nesting to resolve local flows [60].In the past year, attempts
have been made to analyze methods and computation, although such analyses are difficult
and progress is limited due to the complexity of involved governing equations and also
ocean flows. Research examples include optimal interface conditions to couple hydrostatic
and nonhydrostatic ocean models [61], variational data assimilation [28], computational
algorithms [62], and interface algorithms and stability analysis [63]. In a broad sense,
all of these efforts fall into heterogeneous domain decomposition methods for coupling
and computation with different partial differential equations, distinct numerical methods,
and even dissimilar meshes [12].

4. Future Efforts

To move forward, important aspects that deserve efforts are mathematical foundation,
algorithms, and computational power. In coupling different models, a crucial issue is to
develop algorithms for computations at interfaces. Currently, interface treatments are ad
hoc in theoretical foundations and crude in numerical methods. For instance, as a com-
mon practice, the coupling is one-way and implemented by linear interpolation [24,46,48].
The one-way coupling, i.e., from a far field to its near field, ignores the feedback from
the other direction. While it captures physical phenomena in limited situations, the cou-
pling may introduce substantial uncertainties and errors, e.g., during storms in which
the flows are complex and highly transient. Linear interpolation is 2nd-order accurate
locally, while frequently flow solvers, e.g., FVCOM, adopt second-order accurate schemes,
and thus their solutions are 3rd-order accurate locally. As a result, the accuracy of the
numerical solution degenerates at the interfaces. In the case of two-way coupling, the
coupling issue becomes more complicated and challenging to study. Additional issues are
stability, convergence, acceleration of computation, etc. In the past, only minimal efforts
have been made on analysis on these issues, e.g., interface conditions, algorithms, opti-
mal Schwarz iteration [61,62,64]. These issues present a great challenge to us in practical
computations. Examples include numerical oscillations, delay of response in solution,
and even non-physical solutions occurring at interfaces [64]. Domain decomposition is
a broad framework for coupling of different models, and its research has been extensive
in the mathematics community, e.g., [12,14], but with very sparse efforts for problems of
interests to the ocean science community, e.g., references [27,28] collected in this Special Is-
sue. Therefore, advances of domain decomposition methods are yet to be made directly for
ocean flows. Sufficient research on all of these issues with rigorous foundations and better
ways is indispensable before multiscale and multiphysics simulations become widespread
within the oceanography community and reach the capability levels of directly dealing
with real-world problems like the example problems illustrated in Section 1.

Another indispensable aspect of future efforts is the measurement of data in laboratory
experiments and field observations. Due to various uncertainties and shortages in models,
measured data play a crucial role in model validation and calibration, assuring they
work correctly and reliably. Besides regional data primarily associated with conventional
large-scale modeling approaches, measurements that reflect multiscale and multiphysics
features, particularly those for small-scale, local flows, are highly desirable. For example,
in an attempt to model correlations between background ocean currents and mixing flows
generated by an offshore floating windmill farm, simultaneous observations in the far
fields as well as in the near fields of each floating device are needed. In some situations,
e.g., storm surge impinges coastal infrastructures, special data for engineering purposes,
such as those on impinging pressure on the infrastructure, are desired, e.g., in simulations
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of the impact loads. In the past, numerous measurement programs have focused on
revealing large-scale phenomena and their interaction, such as ocean tides, estuarine
circulation, and offshore upwelling [65,66]. However, there is lack of measurements for
local phenomena, especially those in conjunction with those for background flows, and data
archives that characterize multiscale, multiphysics features are minimal. For instance,
although an intensive experimental study has been made to understand the impact of
tsunamis on coastal structures in recent years, they are focused on local flows without
consideration or with substantial simplification for actual real background far-field flows,
e.g., [67]. As a result, mostly the newly developed models with multiscale, multiphysics
capabilities, such as the modeling system used to produce the simulation in Figure 2,
have not fully be validated and tested by data with multiscale, multiphysics information.
Therefore, obtaining sufficient measurement data for modeling multiscale and multiphysics
processes remains a key priority and requires improved instrument networks [68,69].

As a potential direction for future development, efforts on data-driven methods and
artificial intelligence are expected to grow rapidly, which could lead to new avenues to
simulations of multiscale and multiphysics ocean flows. Since such flows result from
various factors (e.g., wind, tide, bathymetry), their interactions, and associated uncer-
tainties (e.g., randomness of wind), it has been a challenging task to reliably to take all
of them into consideration using conventional physical and deterministic approaches as
discussed above. Artificial intelligence is based on datasets that contain the info of such
factors, and data-driven methods could overcome the challenges. The ideas to study
ocean flows via a data-driven approach started a long time ago, such as using artificial
neural networks to identify ocean currents with satellite images [70], predict storm surge
with data of wind, air pressure, and tidal level [71], simulate ocean-water overtopping at
structures [72], estimate waves using observed and modeled data [73], track ocean drifters
according to their motion histories [74]. Now, it has been recognized in the ocean science
community that data-driven artificial intelligence will be a future direction [75]. In recent
years, the progress in artificial intelligence is encouraging on topics of resolving complex
physics and rigorous foundations; they cover reproducing flow patterns [76], solving the
Navier–Stokes equations [77], constructing turbulence closures [78], and exploring the
mathematical foundation of machine learning [79]. Figure 3 shows the prediction capability
of machine learning for a cavity flow. In this example, 20 images of the velocity field (verti-
cal velocity, w) at different Reynolds numbers Re = 300, . . . , 390, 410, . . . , 500 (without
that at Re = 400) as training data are used to train neural networks. The trainingusesthe
velocity at the upper and lower parts as input and velocity in the middle zone, an interface
zone, as output. It is seen that then the trained networks satisfactorily predict the velocity
at Re = 400 in the interface zone. Note that, at the same time, machine learning tools
have become mature, such as Tensorflow [80], Pythoch [81], and Matlab [82], and they are
open-source for application to various problems. Very recently, it is proposed to couple
differential equations and flows using machine learning [83,84]. For instance, it is shown
in [84] that, after being trained by solutions of partial differential equations with an initial
condition, neural-network-based interface algorithms work well in solving the equations
with another initial value condition. This manifests that machine learning does not just
repeat its training data but also exhibits a certain prediction capability. Although it has
not been realized yet, all of these indicate that machine learning could lead to avenues to
simulations of multiscale and multiphysics ocean flows.

In efforts towards simulations of multiscale, multiphysics coastal ocean flows to meet
the emerging needs in practice, such as the example problems described in Section 1,
a multidisciplinary effort is dispensable. As described above and recognized by many
researchers [85,86], collaboration among different communities such as ocean science,
mathematics, and engineering lead to innovation. In addition, since such simulations cover
various data, models, and applications, teamwork and collaboration across institutions
are essential [14,86,87].
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5. Concluding Remarks

Development in simulations of multiscale and multiphysics coastal ocean flows will
promote research on many emerging problems resulting from changing coastal environ-
ments. This paper presents a review and discussion of such simulations, and it leads to the
following conclusions:

1. Multiscale simulation has become widespread, while the multiphysics simulation
remains in the preliminary stages of research

2. Model coupling is considered the most feasible and promising approach to realizing
multiscale, multiphysics ocean flows for the foreseeable future, given the status of
techniques and interests of funding programs.

3. Future multiscale and multiphysics research efforts will be based on rigorous founda-
tions and methods, field data collection, and data-driven artificial intelligence.

Advances on topics such as machine learning will lead to new opportunities and
breakthroughs in simulations of multiscale and multiphysics coastal oceans. Besides, the
increasing needs from the communities and further development in relevant areas, e.g.,
computer power, will also promote the simulations. Optimistically we anticipate that
understanding of multiscale and multiphysics coastal ocean phenomena will progress
substantially in the coming decade.
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