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Abstract: Cracks are the main goal of bridge maintenance and accurate detection of cracks will
help ensure their safe use. Aiming at the problem that traditional image processing methods are
difficult to accurately detect cracks, deep learning technology was introduced and a crack detection
method based on an improved DeepLabv3+ semantic segmentation algorithm was proposed. In the
network structure, the densely connected atrous spatial pyramid pooling module was introduced
into the DeepLabv3+ network, which enabled the network to obtain denser pixel sampling, thus
enhancing the ability of the network to extract detail features. While obtaining a larger receptive
field, the number of network parameters was consistent with the original algorithm. The images of
bridge cracks under different environmental conditions were collected, and then a concrete bridge
crack segmentation data set was established, and the segmentation model was obtained through
end-to-end training of the network. The experimental results showed that the improved DeepLabv3+
algorithm had higher crack segmentation accuracy than the original DeepLabv3+ algorithm, with an
average intersection ratio reaching 82.37%, and the segmentation of crack details was more accurate,
which proved the effectiveness of the proposed algorithm.

Keywords: crack segmentation; semantic segmentation; deep learning; DeepLabv3+; atrous convolution

1. Introduction

With increased investment in bridge construction, this is developing rapidly. Offshore
bridges have become an important part of the bridge system. As an important means to
connect various regions, they play an important role in the transportation system. After
decades of development, many bridges built earlier have entered the maintenance stage.
As one of the main bridge problems, cracks are the key goal of bridge detection and
maintenance. Taking effective measures to detect bridge cracks will help to maintain traffic
safety and normal operations [1]. The manual crack detection method is relatively simple,
relying on manual observation to find cracks, but it is easy to miss the cracks, resulting in
low detection efficiency. In the detection of large bridges, especially offshore bridges, the
main working location is the high altitude outside the bridge, as shown in Figure 1, which
greatly increases risks in detection work. Therefore, it is necessary to realize efficient and
automatic bridge crack detection.

In traditional image processing methods, for the automatic detection of bridge cracks,
threshold segmentation algorithms and edge detection segmentation algorithms are often
used to achieve detection. In order to improve the real-time performance of segmentation,
Cheng et al. proposed a threshold segmentation algorithm based on reducing the sample
space [2]. Rao et al. used traditional differential operators to solve the two-dimensional
function, and then selected the corresponding threshold to extract the edge of the image.
This method has a better effect on the edge detection of bridge cracks without noise [3].
Xu et al. developed a set of bridge crack detection programs based on digital image
technology, and verified the detection performance of Sobel operator by testing the bridge
crack image [4]. Traditional image processing methods can complete the crack detection
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under the condition of ideal image quality. However, due to the interference of the cracks
with different surface textures, light changes, stains, etc., this kind of method will face
problems of discontinuous detection, false detection or missed detection.

Figure 1. Manual bridge crack detection.

With the development of intelligent technology, many scholars applied machine
learning algorithms to the field of crack detection. The common characteristics of these
algorithms are as follows. Firstly, the image with cracks is divided into many small images,
and then the feature vectors are constructed by using feature extraction algorithms. Finally,
these feature vectors are trained with a machine learning algorithm, and the resulting
model is used to detect cracks in the image [5]. However, the feature vector constructed
by this method is tedious, and the crack detection effect in different scenarios is also
quite different [6].

In recent years, with the rapid development of deep learning technology, a variety of
deep learning networks have been proposed, and target detection algorithms have made
great breakthroughs [7]. Girshick et al. proposed the R-CNN (Regions with CNN Features)
network in 2013, which achieved a good accuracy on the VOC (Visual Object Classes) data
set [8]. Girshick et al. optimized and improved the previously proposed R-CNN algorithm
and proposed the Fast R-CNN network [9]. Since the network still uses a selective search
strategy, it is still lacking in speed. Later, Ren et al. proposed the Faster R-CNN network,
replacing the selective search network in Fast R-CNN with the RPN (Region Proposal
Network), which improved the speed of the network [10]. In 2016, Redmon proposed
the YOLO (You Only Look Once) algorithm [11]. The network can perform detection
frame regression and target classification at the same time, which greatly accelerates the
detection speed of the network. Since then, YOLOv2 [12], YOLOv3 [13], YOLOv4 [14] have
been gradually proposed. Liu et al. proposed the SSD (Single Shot MultiBox Detector)
algorithm [15]. The algorithm adds a convolutional layer on the basis of VGG16 (Visual
Geometry Group) to achieve multi-scale detection and improve the detection accuracy
under the premise of ensuring the detection speed. Lin et al. proposed the RetinaNet
network in 2017 [16], which used Focal Loss to solve the problem of category imbalance in
training, and further improves the accuracy of target detection. In addition, many target
detection algorithms such as CornerNet [17], ExtremeNet [18], CenterNet [19] were also
proposed in 2019.

With the increasing demands of detection, some objects cannot obtain an ideal de-
tection effect with the object detection algorithm. Therefore, some scholars have studied
an image segmentation algorithm based on deep learning. Long et al. proposed an FCN
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(Fully Convolutional Networks) network in 2015, which can obtain pixel-level segmenta-
tion results [20]. Badrinarayanan et al. proposed SegNet, which can obtain the semantic
segmentation results of the original image size [21]. Ronneberger et al. proposed the U-Net,
which consists of a contracting path to capture context and a symmetric expanding path
that enables precise localization [22]. The DeepLab series algorithms proposed by Chen
et al. have a high segmentation accuracy. DeepLabv1 introduces an atrous convolution
operation, which increases the range of the receptive field without changing the amount of
network parameters, and obtains a better segmentation results [23]. In recent years, on the
basis of DeepLabv1, the author has successively proposed DeepLabv2 [24], DeepLabv3 [25]
and DeepLabv3+ [26], gradually improving the algorithm segmentation performance by
optimizing the network structure. Zhao et al. proposed PSPNet (Pyramid Scene Parsing
Network), introducing a pyramid pooling module, which gave the network the ability to
understand global information [27].

Some scholars have studied in-depth research on crack detection based on deep
learning. In 2016, Zhang et al. used deep learning technology for crack detection, and
the results showed that the detection method based on deep learning can identify cracks
well [28]. Cha et al. proposed a vision-based method that used the deep structure of
convolutional neural networks combined with sliding window technique to detect concrete
cracks [29]. An Y. K. et al. proposed a concrete crack detection technology based on deep
learning. This method realizes the automatic recognition of cracks, retains the advantages
of mixed images, and has a good effect on crack recognition [30]. Zhang et al. proposed a
network structure called CrackNet II, which repeats the combination of convolution and
1 × 1 convolution, and can detect more small or subtle cracks [31]. Nie et al. designed a
pavement crack detection method based on YOLOv3, which has a good detection speed [32].
Lee et al. proposed a crack detection method based on an image segmentation network. In
order to overcome the lack of training data, transfer learning is adopted [33]. According to
the characteristics of pavement cracks, Lyu et al. proposed an automatic crack detection
method based on deep learning. The method first preprocesses the crack image, and then
inputs the preprocessed pavement image into the convolution neural network for detection,
which can better detect pavement cracks [34]. Zou et al. used deep learning technology to
realize automatic pavement crack detection based on moving vehicles, and the pavement
image will be captured automatically with the movement of vehicles. Through deep
learning technology, the task of pavement crack detection is completed from the point of
view of classification, which ensures real-time detection [35]. Huyan et al. proposed a
network structure called CrackU-Net, which realizes crack detection through convolution,
pooling, transposed convolution, and cascading operations, and the effect is better than
the original U-Net network [36]. Park et al. used deep learning technology combined with
two laser sensors to detect and quantify cracks on the surface of concrete structures [37].
Yang et al. proposed a transfer learning method based on DCNN (Deep Convolutional
Neural Networks) to detect cracks. By modeling the knowledge learned from DCNN, and
transferring sample knowledge, model knowledge and parameter knowledge from other
research results, experiments show that the method can detect various types of cracks [38].
Kalfarisi et al. proposed two crack detection and segmentation methods based on deep
learning. The two methods are applied in a unified framework, and the effectiveness
and robustness of the method are verified [39]. Billah et al. proposed a specific detection
framework for crack segmentation using a deep learning network to assist the automatic
detection process. This method integrates the feature silencing module and improves the
network detection performance [40]. Fang et al. proposed a novel hybrid method that
combines deep learning models and Bayesian probability analysis to achieve reliable crack
detection. Experiments and evaluations on crack data sets prove the effectiveness of the
proposed method [41]. Because of the small pixel ratio of cracks, image segmentation
algorithm can locate them more accurately. Therefore, the image segmentation algorithm is
adopted to detect the cracks in this paper.
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Aiming at the problem of insufficient accuracy of the network in detecting small
bridge cracks, a bridge crack image segmentation algorithm based on Dense-DeepLabv3+
network is proposed. By introducing the densely connected atrous spatial pyramid pooling
module into the DeepLabv3+ network, more detection scales are generated, and pixel
sampling coverage is denser, which improves the ability of network feature extraction. The
images of bridge cracks under different environmental conditions were collected, and the
data set was established. The segmentation model was obtained by training the original
network and the improved network. The performance of network segmentation is verified
by comparative experiments, which proved the effectiveness of the improved DeepLabv3+
algorithm in this paper.

2. DeepLabv3+ Algorithm

DeepLabv3+ is one of the best semantic segmentation algorithms currently. On the
basis of DeepLabv3, this algorithm forms a coding-decoding structure by adding a concise
and effective decoder. The overall network structure of DeepLabv3+ is shown in Figure 2.

Figure 2. DeepLabv3+ network structure.

As can be seen from Figure 2, the encoding part is mainly composed of the backbone
network and the atrous spatial pyramid pooling (ASPP) module. The decoding part
upsamples the output feature map obtained from the encoding part and concatenates it
with the low-dimensional feature map, then bilinear interpolation is used to restore the
size of the input image to get the final segmentation result.

In the encoding phase, DeepLabv3+ uses the optimized and improved Xception
network as the backbone network to extract features, and the optimized and improved
Xception network structure is shown in Figure 3.

As can be seen from Figure 3, the optimization of the network structure is mainly
reflected in the following aspects: (a) the middle flow in the original Xception structure is
repeated more times, and the network structure is deepened; (b) the depth-wise separable
convolution is used to replace the max pooling in the original network, so that the network
can extract the feature maps at any resolution by using atrous separable convolution; (c)
referring to the design of MobileNet, batch normalization and ReLU (Rectified Linear Unit)
activation are added after each 3 × 3 depth-wise convolution.

The atrous spatial pyramid pooling module adopts a parallel structure, and this mod-
ule uses atrous convolution with different atrous rates to obtain multi-scale information.
As can be seen from the DeepLabv3+ network structure, the ASPP module contains a 1 ×
1 convolution, three 3 × 3 atrous convolution with atrous rates of 6, 12, 18, and a global
average pooling branch, and there is a batch normalization layer for data normalization



J. Mar. Sci. Eng. 2021, 9, 671 5 of 14

after each operation. The feature maps obtained by each branch are concatenated, finally a
1 × 1 convolution is used to compress and integrate features.

Figure 3. Improved Xception network structure.

The structure of the decoding part is relatively simple. The final output of the encoding
part of the network is a high-dimensional feature map with 256 channels. After the
feature map is sent to the decoder, it is first up-sampled by bilinear interpolation, then
concatenated with low-level features with the same resolution in the backbone network. In
order to prevent the number of channels with more low-level features from having a great
influence on the semantic information in the high-level features, the network uses 1 × 1
convolution of the low-level features to reduce channels before the feature concatenated.
The concatenated features go through a 3 × 3 convolution to refine the features, and then
use bilinear interpolation 4 times up-sampling to restore to the size of the original image to
obtain the final detection result.

The encoder-decoder structure adopted by DeepLabv3+ is relatively novel. The
encoder is mainly used to encode rich context information, while the concise and efficient
decoder is used to restore the boundary of the detected object. In addition, the network
uses atrous convolution to realize the feature extraction of the encoder at any resolution, so
that the network can better balance detection speed and detection accuracy.

3. Dense-DeepLabv3+ Semantic Segmentation Algorithm

In view of the small and irregular distribution of bridge cracks, in order to enable
the network to better extract the crack characteristics, based on the original DeepLabv3+
network structure, the atrous spatial pyramid pooling module is changed from the original
method of independent branches. The dense connection method can achieve denser pixel
sampling and improve the feature extraction ability of the algorithm. The improved
Dense-DeepLabv3+ network structure is shown in Figure 4.

In Figure 4, referring to the network structure of DenseNet [42], the ASPP module of
the DeepLabv3+ network is improved through dense connection, as shown in the yellow
dashed box in Figure 4. Compared with Figure 2, the series structure is added on the basis
of the original three atrous convolutions in parallel. The output of the atrous convolution
with a smaller atrous rate and the output of the backbone network are concatenated, and
then they are sent to the atrous convolution with a larger atrous rate together to achieve a
better feature extraction effect.
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Figure 4. Dense-DeepLabv3+ network structure.

The densely connected ASPP module can use more pixels in the calculation. The
pixel sampling of atrous convolution is sparser than that of ordinary convolution. Taking
one-dimensional atrous convolution as an example, the receptive field of one-dimensional
atrous convolution is 13 when the atrous rate is 6, as shown in Figure 5a.

Figure 5. Schematic diagram of atrous convolution. (a) one dimensional atrous convolution operation
(b) improved one-dimensional atrous convolution operation (c) improved two-dimensional atrous
convolution operation.

It can be seen from Figure 5a that when the convolution operation is performed on
the atrous convolution, only 3 pixels are used for calculation each time. This situation will
be worse in the two-dimensional convolution operation.

After the ASPP module is densely connected, the atrous rate increases layer by layer,
and the layer with the larger atrous rate uses the output of the layer with the smaller atrous
rate as input, which makes the pixel sampling denser and improves the utilization of pixels.
As shown in Figure 5b, the atrous convolution with an atrous rate of 3 is performed before
the atrous convolution with an atrous rate of 6, so that 7 pixels in the final convolution
result are involved in the operation, and the sampling density is higher than that directly
performed by the atrous convolution with the atrous rate of 6. When this situation extends
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to two dimensions, only 9 pixels are involved in the single-layer atrous convolution, while
49 pixels are involved in the cascaded atrous convolution, as shown in Figure 5c. As a
result, the output of the lower atrous rate layer is connected to the larger atrous rate layer
as input by the way of dense connection, and the ability of network feature extraction is
enhanced.

The densely connected ASPP module can not only obtain denser pixel sampling, but
also provide a larger receptive field. Atrous convolution can obtain larger receptive field
without changing the resolution of the feature map. For atrous convolution with atrous
rate r and convolution kernel size k, the size of receptive field R is:

R = (r − 1)× (k − 1) + k (1)

A larger receptive field can be obtained by stacking two atrous convolutions, and the
size of the stacked receptive field can be obtained by the following formula:

R = R1 + R2 − 1 (2)

where R1 and R2 are the receptive field sizes of the two atrous convolutions respectively.
The receptive field size of the dense connection method obtained by stacking atrous
convolution is shown in Figure 6.

Figure 6. Receptive field of dense connection.

The original ASPP module works in parallel, and each branch does not share any
information, while the improved module realizes information sharing through layer-
jumping connection. The atrous convolution of different atrous rates depend on each other,
which increases the range of receptive field. Using Rr

k to denote the receptive field provided
by the atrous convolution with atrous rate r and convolution kernel size k, and it is known
from Equation (1) that the maximum receptive field Rmax of the original ASPP module is:

Rmax = max(R6
3, R12

3 , R18
3 ) = R18

3 = 37 (3)

It can be seen from Equation (2) that the maximum receptive field of the improved
ASPP module is:

Rmax = R6
3 + R12

3 + R18
3 − 2 = 73 (4)

Although the densely connected ASPP module can obtain denser pixel sampling and
a larger receptive field, it also increases the number of network parameters, which will
affect the running speed of the network. In order to solve this problem, 1 × 1 convolution
is used before each atrous convolution after dense connection to reduce the number of
channels of the feature map, so as to reduce the number of parameters of the network and
improve the expression ability of the network.

Let c0 represent the number of channels of the input feature map of the ASPP module,
cl represents the number of channels of the input feature map of the 1 × 1 convolution
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before the l-th atrous convolution, and n represents the number of channels of the output
feature map of each atrous convolution, the formula is as follows:

cl = c0 + n × (l − 1) (5)

The optimized Xception network is used as the backbone network, the feature map
with 2048 output channels of the Xception network is used as the input of the ASPP module,
and the number of channels n of the output feature map of each atrous convolution of the
ASPP module is 256, then the parameter number S of the improved ASPP module can be
calculated by the following formula:

S =
L

∑
l=1

(
cl × 12 × c0

2
+

c0

2
× k2 × n

)
= 14155776 (6)

where L is the number of atrous convolution, k is the kernel size of atrous convolution.
In the original DeepLabv3+ network, the number of parameters of the ASPP module

is as follows:
S = c0 × k2 × n × L = 14155776 (7)

From the results of the above two equations, it can be seen that the densely connected
ASPP module in this paper successfully keeps the number of parameters the same as the
original algorithm while obtaining denser pixel sampling and larger receptive field.

4. Crack Segmentation Results and Analysis
4.1. Evaluation Metrics

Evaluation metrics are used to evaluate the detection effect of the semantic segmenta-
tion model. Common evaluation metrics include pixel accuracy (PA), mean pixel accuracy
(MPA), mean intersection over union (MIoU), etc. Assuming there are m categories, and
the background part is counted as an additional category, pii represents the number of
pixels that are correctly classified, pij presents the number of pixels that belong to the i-th
category but are classified into the j-th category. The definition of each evaluation metric is
as follows.

Pixel accuracy (PA): calculates the ratio of the number of correctly classified pixels to
the number of all pixels.

PA =

m
∑

i=0
pii

m
∑

i=0

m
∑

j=0
pij

(8)

Mean pixel accuracy (MPA): the proportion of correctly classified pixels is calculated
by class, and finally averaged by the total number of classes.

MPA =
1

m + 1

m

∑
i=0

pii
m
∑

j=0
pij

(9)

Mean intersection over union (MIoU): this is a standard evaluation metric for seg-
mentation problems, which calculates the overlap ratio of the intersection and union of
two sets.

MIoU =
1

m + 1

m

∑
i=0

pii
m
∑

j=0
pij +

m
∑

j=0
pji − pii

(10)

Among the above metrics, MIoU is an important metric to measure segmentation
accuracy, and is the most commonly used in semantic segmentation algorithms. Therefore,
the MIoU is selected as the final evaluation metric in this paper.
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4.2. Experimental Conditions and Model Training

The experimental environment of this paper is configured with Ubuntu18.04 operating
system, Intel Core i7-7700 CPU processor, NVIDIA GeForce GTX 1080Ti graphics card and
TensorFlow deep learning framework. The original data of the experiment are obtained
by collecting the real bridge crack images with digital equipment and from the Internet
in various environments, such as humid environment, shadow, different surfaces and so
on. The collected image is expanded by clipping, flipping, rotation, scaling and other
operations. Finally, 5000 crack images with 600 × 400 pixels are obtained as the initial data
set of this experiment.

The LabelMe tool is used to label the image, and the corresponding label map of the
image is obtained after subsequent conversion processing. The crack data annotation is
shown in Figure 7. Randomly divide the images in the data set, including 80% as the
training set, 10% as the validation set, 10% as the test set, and package the divided data
into a TFRecord (TensorFlow Record) format suitable for network input.

Figure 7. The crack data annotation.

The training parameters of the original DeepLabv3+ and Dense-DeepLabv3+ network
are shown in Table 1.

Table 1. Network parameters setting table.

Training Parameters Original DeepLabv3+ Dense-DeepLabv3+

Atrous rates 6, 12, 18 6, 12, 18

Base learning rate 0.001 0.001

Output stride 16 16

Train crop size 513, 513 513, 513

Train batch size 4 4

Training number of steps 50,000 50,000

In order to accelerate the convergence speed of network training, the training process
loads the pre-trained improved Xception network weights. The initial learning rate of the
experiment is 0.001, and the Adam optimization trainer is used.

The network was trained with different iteration times. When the number of training
iterations is 50,000, the network effect is better. Using the TensorBoard tool that comes with
TensorFlow to display the loss value changes during the training. The final training loss
curve and validation loss curve of the Dense-DeepLabv3+ network is shown in Figure 8.
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Figure 8. The training and validation loss curve of the Dense-DeepLabv3+. (a) training loss curve (b)
validation loss curve.

In Figure 8, the x-axis is the number of training iterations, and the y-axis is the network
loss value. It can be seen from Figure 8 that due to the loading of the pre-trained model,
the training loss value and validation loss curve can be reduced to a lower value in a few
iterations. It also can be seen that the loss value maintains a downward trend until it finally
converges. The training loss value drops to a relatively small value when the number of
iterations is greater than 10,000. The overall effect of training is ideal.

4.3. Crack Segmentation Experimental Results

In order to verify the effectiveness of the algorithm, the segmentation effect of the
bridge crack image was tested. The original DeepLabv3+ network and the improved
DeepLabv3+ network was tested on the same data set, and MIoU was selected as the final
evaluation index. The test results are shown in Table 2. Where Class_0 represents the MIoU
value of the background part except the crack, Class_1 represents the MIoU value of the
crack, and Overall represents the overall MIoU value.

Table 2. Comparison of original DeepLabv3+ and Dense-DeepLabv3+ results.

Class_0 [%] Class_1 [%] Overall [%]

original Deeplabv3+ 99.12 58.74 78.93
Dense-DeepLabv3+ 99.30 65.44 82.37

As can be seen from the Table 2, compared with using the original DeepLabv3+
algorithm to segment the bridge crack image, the segmentation effect of Dense-DeepLabv3+
is better. The overall MIoU value is increased by 3.44%, and the segmentation effect of
the bridge crack region is improved more obviously, the MIoU value is increased by
6.70%. The experiment results show that the improved DeepLabv3+ network is effective
for bridge crack image segmentation. Due to space limitations, only some representative
segmentation results are given, as shown in Figure 9. In order to see the crack segmentation
effect clearly, the segmentation result image is overlaid on the original image. Because the
image size of the crack segmentation results in the paper are small, some magnified images
with highlighted boxes are provided, so that the details of the segmentation results can be
displayed more clearly.

In Figure 9, the first column is the original images, the second column is the orig-
inal DeepLabv3+ segmentation results, and the third column is the Dense-DeepLabv3+
segmentation results. It can be seen from the first row that both the original algorithm
and the improved algorithm can detect bridge cracks, but the segmentation result of the
improved algorithm is more detailed. From the second and third rows, the cracks in the
image are continuous, and the detection results of the original DeepLabv3+ algorithm ap-
pear discontinuous, while the crack detection results of the Dense-DeepLabv3+ algorithm
are continuous and complete. It can be seen from the fourth row that the segmentation
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result of the original DeepLabv3+ algorithm missed a small section of cracks, while the
segmentation result of the improved algorithm is relatively complete. From the fifth and
sixth rows we can see that the original DeepLabv3+ algorithm mistakenly detects the
normal construction gap as a crack, and the Dense-DeepLabv3+ algorithm avoids this
problem. When there are water stains in the crack image, it can also detect cracks with
good robustness. The segmentation results show that the Dense-DeepLabv3+ algorithm
has a better segmentation effect on the bridge crack images, and the segmentation results
are more accurate than the original DeepLabv3+ algorithm.

Figure 9. Comparison of original DeepLabv3+ and Dense-DeepLabv3+ crack segmentation results.
(a) original image (b) DeepLabv3+ (c) Dense-DeepLabv3+.

In the process of crack detection, there are also cases of inaccurate detection, such as
the case shown in Figure 10.

Figure 10. Comparison of original DeepLabv3+ and Dense-DeepLabv3+ crack segmentation results.
(a) original image (b) Dense-DeepLabv3+.
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Due to the blurring at the edge of the image, and few data samples being available
for such cases, the cracks at the edge of the image are not well detected in Figure 10. To
improve the detection accuracy, some image preprocessing methods such as deblurring
can be added, and the number of training samples of this type can be increased to improve
the detection accuracy. In our future work, the crack detection algorithm will be studied
with low-quality images.

5. Conclusions

Aiming at the task of crack image segmentation in a bridge crack detection system, a
bridge crack image segmentation algorithm based on Dense-DeepLabv3+ network was
proposed in this paper. In the part of the network structure, the ASPP module in the original
network was changed from the parallel structure of each branch to a densely connected
form, which realizes denser and multi-scale information encoding, obtains denser pixel
sampling and larger receptive field, and reasonably controls the number of parameters of
the network. Segmentation experiments were carried out on the bridge crack data set using
the proposed algorithm, and the experimental results showed that the crack detection effect
of the improved algorithm were better than the original algorithm. The overall MIoU value
reached 82.37%, which was 3.44% higher than the original DeepLabv3+ algorithm, and
had higher segmentation accuracy.
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