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Abstract: As low-lying coastal areas can be impacted by flooding caused by dynamic components
that are dependent on each other (wind, waves, water levels—tide, atmospheric surge, currents), the
analysis of the return period of a single component is not representative of the return period of the
total water level at the coast. It is important to assess a joint return period of all the components.
Based on a semiparametric multivariate extreme value analysis, we determined the joint probabilities
that significant wave heights (Hs), wind intensity at 10 m above the ground (U), and still water level
(SWL) exceeded jointly imposed thresholds all along the Corsica Island coasts (Mediterranean Sea).
We also considered the covariate peak direction (Dp), the peak period (Tp), and the wind direction
(Du). Here, we focus on providing extreme scenarios to populate coastal hydrodynamic models,
SWAN and SWASH-2DH, in order to compute the 100-year total water level (100y-TWL) all along the
coasts. We show how the proposed multivariate extreme value analysis can help to more accurately
define low-lying zones potentially exposed to coastal flooding, especially in Corsica where a unique
value of 2 m was taken into account in previous studies. The computed 100y-TWL values are between
1 m along the eastern coasts and a maximum of 1.8 m on the western coast. The calculated values
are also below the 2.4 m threshold recommended when considering the sea level rise (SLR). This
highlights the added value of performing a full integration of extreme offshore conditions, together
with their dependence on hydrodynamic simulations for screening out the coastal areas potentially
exposed to flooding.

Keywords: multivariate extreme value; coastal modeling; SWAN; SWASH-2DH; Corsica; return
level; total water level

1. Introduction

Coastal flooding often occurs because of several dynamic components that are depen-
dent on each other (wind, waves, water levels—tide, atmospheric surge, currents); hence,
the analysis of the return period of a single component is not representative of the return
period of the total water level at the coast [1]. As such, it is important to estimate the
joint return period, taking into account the dependency between all of the components.
Marcos et al. [2] even show that return periods of extreme sea levels are underestimated (by
a factor of 2 or higher) in 30% of the coasts (at global scale), if the dependency is neglected.

The dependency can also be based on a spatial linkage assumption. Galiatsatou and
Prinos [3] took into account the degree of spatial dependence between the sites, in order to
estimates extreme storm surges along the Dutch coast on the North Sea.

Some authors considered extreme quantiles of metocean data (significant wave height,
wave period, and wind speed) estimated jointly, using a subset exceeding appropriately
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defined thresholds [4]. Moreover, several joint probability approaches applied to sea condi-
tions have been used by [5–9], for example. The reader might also be interested in the review
proposed by [10]. One of the limitations encountered within the classical joint probability
approaches are related to the restrictive assumptions regarding the dependence structure
when extrapolating to extremes. Idier et al. [11] mentioned that one of the difficulties with
such approaches could be the number of offshore parameters, which can complicates the
detection of the critical conditions. Heffernan and Town [12] developed a semiparametric
approach (hereinafter called H&T04 methods), which overcomes the limitations imposed
by dimensionality. This approach was first applied to air pollution data. Since then, several
authors applied the H&T04 methods to metocean offshore conditions: [13–16].

In the present study, we are interested in coastal flooding all around Corsica Island
in the Mediterranean Sea. To our best knowledge, a multivariate extreme value analysis
has never been implemented along these coasts, though some studies undertook statistical
analysis over the Mediterranean Sea or around Corsica, e.g., [17]. In particular, in 2004,
the Western European Union funded a Wind and Wave Atlas of the Mediterranean Sea,
providing both bivariate and univariate statistics, and spatial distribution of statistical
quantities for wind and wave parameters [18]. This atlas was built 20 years ago with a
10-year dataset consisting of less than 1000 data points (spatial resolution of the outputs
~50 km), distributed throughout the whole Mediterranean Sea using dynamical models
which have been updated since the beginning of the 21st century. Other initiatives in this
basin should be noted. For example, the WaveForUs (Wave climate and coastal circulation
Forecasts for public Use) platform provides 3-day meteorological and sea state forecasts
in the Mediterranean Sea since 2013 with a 0.15◦ spatial resolution [19]. To date, these
archives are too short to be used as such in local coastal flooding assessments.

To be more accurate at local scale, a solution could be to apply dynamical down-
scaling using a complex nested model chain. However, this is particularly delicate in the
Mediterranean Sea because of specific issues mentioned in [20]: especially the orography
(for winds and pressure), and the complex bathymetry, and limited fetch extension (for
waves). Several authors proposed an alternative in order to reduce the complexity and
the computational cost of such a numerical chain [21,22]. Indeed, based on the forcing
event selection, which consist in: (1) determining the joint probabilities that significant
wave heights Hs, wind intensity at 10 m above the ground U, and still water level SWL
exceed jointly imposed thresholds; (2) defining the extreme combinations; (3) populating
the coastal hydrodynamic models at a local scale with the extreme combinations as input.
For instance, the authors in reference [23] used dozens of scenarios of offshore forcing
conditions (significant wave height and total water level) associated with the same joint
probability of exceedance (here with a 100-year return period) as inputs of their modeling
chain. The appealing feature of this approach is its computational simplicity and efficiency,
because it is only based on a limited number of scenarios, i.e., on a limited number of
long-running numerical simulations.

From an operational point of view, our primary motivation is based on the fact that,
since 2013, a unique value of 2 m relative to the French national topographic reference
(NGF) was taken into account to map entire zones potentially exposed to coastal flooding
in Corsica (e.g., http://carto.geo-ide.application.developpement-durable.gouv.fr/429/
risques_naturels_02a.map (accessed on 2 September 2020)). The reader may note that all
data and results presented in this study are relative to the NGF. For the local stakeholders
and coastal managers, it is important to assess if this 2 m value is relevant in their region [24].
The main purpose of the present study is to show how multivariate extreme value analysis
can help to better define low-lying zones potentially exposed to coastal flooding.

In this paper, we have first described the site (location, and context), and data used in
Section 2. We then exposed the methods applied to constitute extreme scenarios based on
triplets (Hs; SWL; U) for significant wave height, still water level, and wind speed. The
strategy used to propagate offshore conditions to the coastline has also been presented
in this section. In Section 3, we have applied the proposed strategy all around Corsica,

http://carto.geo-ide.application.developpement-durable.gouv.fr/429/risques_naturels_02a.map
http://carto.geo-ide.application.developpement-durable.gouv.fr/429/risques_naturels_02a.map
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considering extreme scenarios under both, current and climate change conditions. The
results are presented in Section 4. Finally, a discussion of our results, and the limitations of
the method are presented in Section 5.

2. Materials and Methods
2.1. Site Description and Data Overview

The study site is Corsica Island, located in the Mediterranean Sea (Figure 1). Since
2013, the approach implemented for the whole French Mediterranean coastline consists in
mapping coastal sectors whose altitude is below 2 m. These sectors are considered poten-
tially exposed to coastal flooding. Indeed, in past studies, the 100-year return period event
was computed using the Sète tide gauge located at least 400 km from the coasts studied
(red symbol in Figure 1). Moreover, the analysis did not take into account the combination
of wind, waves, and water level as a joint return period. For coastal management, it is
necessary to assess if this 2 m value is valid in our study area.
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terranean coasts. 

Figure 1. Location of Corsica Island and Sète (red symbol). (a) The map is adapted from Google Earth. (b) Wind provenance
and crossed distance. The map is adapted from ROL Corse (Coastal Observatory Network of Corsica).

Figure 1b highlights that the island is under the influence of different wind regimes
coming from far as the Libeccio (can cross more than 1000 km) or coming from closer as the
Mezzogiorno (~10 km). The waves induced by the wind can be swell when they cross long
distance or wind waves if they stay close to their location of generation. Because of the
distance from other coasts, we can assume that the west coast of Corsica can be impacted
by swells, whereas the south and east coast mostly by wind waves.

In this area, the tidal range is from 0.2 to 0.4 m as it is a microtidal regime [25].
For this reason, we consider a direct approach using the SWL instead of storm surges.
Indeed, Haigh et al. [26] showed that for long return periods, when the ratio of the tidal
to non-tidal component is lower than 2, direct and non-direct approaches present good
agreement. Kergadallan [27] showed that this condition (<2) is observed for the French
Mediterranean coasts.

In order to manage our statistical analysis, validate data, and run hydrodynamic
simulations, we used different products listed at Table 1.
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Table 1. Data used in the study, spatial resolution, temporal resolution, and sources.

Variable Product Source Spatial and Temporal
Resolution

Offshore conditions for
statistical analysis

Sea states: Hs, Tp, Dp NWW3_MED

NOAA
https://polar.ncep.noaa.gov/

waves/hindcasts/nopp-phase2/
(accessed on 2 July 2019)

20 km
3 h

Winds: U, DU NWW3_MED NOAA 20 km
3 h

Still Water Level SWL MARS_MED_BRGM
hindcast BRGM 10 km around Corsica

10 min

Topobathymetric data
for numerical

simulation

Bathymetry HOMONIM
Shom

https://data.shom.fr/ (accessed
on 14 May 2019)

100 m

Topography RGE ALTI and Litto 3D

IGN
https://www.geoportail.gouv.fr/

donnees/rge-alti-sources
(accessed on 14 May 2019)

1 m

In-situ data used for
validation

Hs, Tp, Dp Buoy time series

Candhis
https://candhis.cerema.fr/

(accessed on 1 July 2019)
and ISPRA

http://dati.isprambiente.it/id/
website/ronRmn/html (accessed

on 2 July 2019)

1 h or 30 min

U, DU Station and buoy time
series

Météo-France
https://donneespubliques.

meteofrance.fr/ (accessed on
3 July 2019)
and ISPRA

10 min

SWL Tide gauge time series

Shom
and CNES

https://www.aviso.altimetry.fr/
en/data/products/in-situ-
products/tide-gauge.html
(accessed on 1 July 2019)

10 min

The National Oceanic and Atmospheric Administration (NOAA) provides the NWW3
MED hindcast [28,29] consisting of sea states, simulated using the third generation wave
model Wavewatch 3 (WW3) with the parametrization proposed by [30]. Offshore wind
conditions are also provided.

The SWL hindcast was generated by the BRGM using the MARS-2DH model [31].
This dataset is available from 1979 to 2010 and gives an assessment of the regional hydro-
dynamics based on tidal components and meteorological reanalysis CFSR [32].

The bathymetry and topography used after in the nearshore numerical modeling
chain were provided by the Shom [33] and IGN.

We used in-situ data from Candhis and ISPRA (Table 1) to correct the Hs in the
NWW3_MED hindcast using a linear correction (see Appendix A). This correction reduces
the bias and is relevant for both mean and Hs > 4 m. For extreme Hs, the bias reduction is
~1 m. In addition, we used the in-situ datasets provided by the Shom and CNES to validate
the MARS_MED_ BRGM hindcast (Appendix A), and in-situ data coming from tide gauges
provided by ISPRA and Météo-France in order to validate wind speed and direction.

2.2. Statistical and Numerical Strategy

The purpose was to determine triplets (Hs; SWL; U) of a 100-year joint exceedance
return period and their covariates (Tp, Dp, Du) to populate coastal hydrodynamic models.
In order to perform the statistical analysis, we used MATLAB® software. The statistical
method was implemented using the WAFO toolbox [34] and developments by Guanche
Garcia [35]. The different steps are illustrated in Figure 2a and exposed here:

https://polar.ncep.noaa.gov/waves/hindcasts/nopp-phase2/
https://polar.ncep.noaa.gov/waves/hindcasts/nopp-phase2/
https://data.shom.fr/
https://www.geoportail.gouv.fr/donnees/rge-alti-sources
https://www.geoportail.gouv.fr/donnees/rge-alti-sources
https://candhis.cerema.fr/
http://dati.isprambiente.it/id/website/ronRmn/html
http://dati.isprambiente.it/id/website/ronRmn/html
https://donneespubliques.meteofrance.fr/
https://donneespubliques.meteofrance.fr/
https://www.aviso.altimetry.fr/en/data/products/in-situ-products/tide-gauge.html
https://www.aviso.altimetry.fr/en/data/products/in-situ-products/tide-gauge.html
https://www.aviso.altimetry.fr/en/data/products/in-situ-products/tide-gauge.html
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1. Selection of events and data set constitution: build a sample with a large number of
independent triplets (Hs; SWL; U);

2. Fitting of the marginal probability laws for each variable Hs, SWL, and U using the
Generalized Pareto Distribution (GPD) with bootstrap simulation for Confidence
Interval (CI) [36];

3. Dependency model adjustment:

(a) Between the extreme variables Hs, SWL, U, and based on the semiparametric
approach described by [12]. The readers may also consult [37] for detailed
information and application of this approach;

(b) Between Hs et Tp using the empirical conditional distribution of wave steep-
ness (St) knowing Hs described by [38];

4. Running Monte-Carlo simulations using the marginal laws and dependency models
of a very large number of combinations (Hs; SWL; U) and their covariates Tp, Dp, Du
with the same statistical characteristics as the observed data;

5. Determine the triplets (Hs; SWL; U) of the 100-year joint exceedance return period;
6. Running SWAN (Simulating Waves Nearshore) and SWASH-2DH (Simulating WAves

till SHore) models for 50 m resolution grids (in red in Figure 2b) forced with 100-year
triplets + covariates Tp, Dp, Du + safety margins for water level (i.e., sea level rise
SLR + uncertainties);

7. Dynamical downscaling by running SWAN model for the 10 m resolution nested
boxes (in orange in Figure 2b). SWAN is here forced by the outputs of step 6;

8. Assess the total water level (TWL) at the shoreline adding contributions coming from
the models: wave setup provided by SWAN and wind setup by SWASH-2DH.
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We applied the statistical analysis for points located in each of the red boxes shown
in Figure 2b. The triplets obtained and their covariates finally forced the SWAN and
SWASH-2DH models. For more information on the SWAN and SWASH-2DH open source
models, the reader is invited to refer to [39–45].

Moreover, as mentioned at step 6, some safety margins are taken into account in the
numerical simulations. Following the French regulation [46], the water level must account
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the Sea Level Rise (SLR) potentially due to climate change. To do so, 0.20 m is added to
the water level of the 100-year event defined offshore. In order to consider a “2100” future
scenario, 0.60 m has to be added to the 100-year return level defined offshore by following
the French regulation guideline. The values recommended in the guideline are based on the
Fifth Assessment Report (AR5), chapter 13 [47] published by the Intergovernmental Panel
on Climate Change (IPCC). Note that the value of 0.60 m is in agreement with the mean SLR
value estimated for the Mediterranean basin in [48,49], when considering the pessimistic
scenario of Representative Concentration Pathway (RCP) 8.5. Moreover, [46] recommends
taking into account uncertainties adding a margin of 0.25 m to the 100-year return level
if all the uncertainties cannot be estimated. There are many sources of uncertainties, and
even if many of them showed small-to-moderate degree of uncertainty (confidence interval
given with marginals, correction on Hs), and that parametric tests regarding the statistical
approach showed moderate impact as well (diagnosis on thresholds in H&T04), residual
uncertainties remain. These residual uncertainties correspond to altimetric variations of
Earth’s crust, local vertical ground motions (e.g., due to groundwater pumping), impacts
of remote contributions in a semi-enclosed basin such as the Mediterranean Sea or complex
oceanic processes in the Strait of Gibraltar. To account for them, a margin of 0.25 m is
applied following the French regulators’ recommendations of [46]. We have considered
two cases:

(i) Present-day conditions: 100-year triplets/covariates + 0.2 m SLR + 0.25 m uncertainties;
(ii) “2100” future conditions: 100-year triplets/covariates + 0.6 m SLR + 0.25 m uncertainties.

3. Multivariate Extreme Value Analysis

In this section, we provide further implementation details on the steps 1–5 of the pro-
cedure described in Section 2.2, which aims at estimating the extreme offshore conditions
to be used as forcing inputs of the SWAN-SWASH 2DH modeling chain (see Figure 2a).
These steps are illustrated with the box around the Gulf of Porto (Figure 2b)

3.1. Selection of Events and Dataset Set Up (Step 1)

The first step of the procedure consists in selecting independent combinations (Hs;
SWL; U). To do so, we first performed a block maxima selection to define each wave event
(statistically independent) [50]. Indeed, based on a 40-year historical research in archives,
press and in-situ data; and in consultation with the deconcentrated services of the state,
we assumed that Hs is the primary driver of coastal flooding around the coast of Corsica.
Following [23,51], we defined a block as a 3-day period with 1.5 days between each Hs
peak in order to ensure the independence between each peak. Then, for each Hs peak, the
SWL and U maxima were sought in a 12-h window centered on the Hs peak. This 12 h
window allows the data of SWL to be scanned over approximately one tidal cycle. Each Hs
peak is associated to the corresponding covariates, peak period Tp and peak direction Dp.
Likewise, each value of U is associated with its direction Du. Thus, several combinations
(Hs; Tp; Dp; SWL; U; Du) corresponding to 30 years of common data with ~100 events per
year were selected in 7 different zones around Corsica.

3.2. Marginal Distributions (Step 2)

Figure 3 illustrates an example of the marginal probability distribution fitting Fi(x) of
each variable Xi for (Hs; SWL; U) using the GPD defined as:

Fi(x) =

 F̃i(x) x ≤ ui

1 −
(

1 − F̃i(ui)
)[

1 + ξi
(x−ui)

σi

]− 1
ξi

+
x > ui

(1)

where ui is a high threshold to choose, σi and ξi are the GPD parameters.
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The data points considered are located close to the Gulf of Porto (see Figure 3a). Here
the point NWW3 560 provides U (m/s) and Hs (m), and the point MARS 8 gives the
SWL (m). For SWL, the threshold u = 0.3 m, the 100-year return level is 0.43 m. The
threshold is set to 5.32 m, and the 100-year Hs is 8.016 m for Hs, and set to 16.92 m/s for U
leading to a 100-year U of 22.55 m/s. Different thresholds have been chosen for each zone
around Corsica (see Appendix B). To do so, we applied several analysis of mean residual
life plots and analysis of quantitative values resulting from statistical tests Chi-squared,
Kolmogorov–Smirnov, or quantile-quantile graphs, based on [50] (not shown).

In addition, three methods for estimating the GPD parameters have been tested: the
method of moments (MOM), the weighted method of moments (PWM), and the maximum
likelihood method (MLE) [52]. Here (Figure 3b,d), the MOM was used to determine the
parameters of the laws for Hs and U and the PWM method for SWL (Figure 3c), because
these methods were the most conservative. Directions Dp and Du associated to Hs and U,
respectively, are also reported in color. In this zone, the extremes are globally due to winds
and waves with directions between 250 and 300◦. Note that we chose to keep all directions
Dp and Du, not only extremes coming from a given sector, because: (i) critical Dp for
present day conditions are expected to change in the future due to future geomorphological
changes on sandy coasts; (ii) only keeping data coming from a “given” sector can con-
siderably reduce the sample size and increase the uncertainty in the statistical methods
(marginals and dependence model). For instance, only 17% of data are kept if the dataset is
split following directions between 200◦ and 250◦ for the NWW3 465/MARS 26 dataset (see
Appendix C). Finally, the uncertainty associated with the distribution fitting is translated
into the form of confidence intervals given using the parametric bootstrap [53]. Uncertain-
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ties related to the duration of the dataset may exist, but in our case, we have reduced them
by using time series from numerical models with a common period of 30 years.

3.3. Defining the Multivariate Scenarios (Steps 3–5)
3.3.1. Dependency Modeling and Monte Carlo Simulations

First, the variables Xi for (Hs; SWL; U) are transformed onto the Gumbel scales using
the standard probability integral transformation to give the variables Yi . If Y−i denotes a
vector for all variables excluding Yi, a multivariate non-linear regression model is applied
to Y−i|Yi > ν:

Y−i = aYi + Yb
i W for Yi> ν and Yi> Y−i (2)

where a and b are vectors of parameters, ν a threshold, and W is a vector of residuals.
Each fitted model describes the dependence between the variables (except Yi). The models
were adjusted using the maximum likelihood method and assuming that the residuals W
are Gaussian. Using the diagnostic tools described by H&T04 [12], we here have selected
ν = 0.95 (expressed as a probability of non-exceeding this threshold). Examples of the
parameters a and b, and of the selected thresholds ν are given in Appendix D for the
western and eastern region of Corsica.

Once the parameters of the dependency relationship were estimated, a 10,000-year
period was simulated applying a Monte Carlo method. We obtained a set of fictive sea
states, wind, and SWL conditions as illustrated in blue in Figure 4. The simulated variables
Yi are then transformed back to the original scales. Finally, the output is a large sample
of sea and wind conditions (119,300 for the dataset NWW3 560/MARS 8) where at least
one variable is extreme (i.e., exceeding a defined threshold) with respect to the individual
marginal distributions, as well as the dependency relationship between variables.
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3.3.2. Joint Probability Contours

Since we have our large sample obtained by Monte Carlo simulation, we can access
the joint exceedance isocontours [22]. These 3D isocontours (x; y; z) are in the space of the
three variables (Hs; SWL; U) where each point of the contour has the same probability of
being exceeded:

P(Hs > x, SWL > y, U > z) =
1
λT

(3)

where λ is the number of events per year (in this case λ = 122) and T the return period
considered in years. Figure 5a gives a 2D representation of the isocontours. The values on
the isocontours are the SWL values from 0.2 to 0.4 m. From Figure 5a, it is then possible to
identify combinations (Hs; SWL; U) of 100-year joint exceedance return periods. Figure 5b
is a 3D representation of 100-year joint exceedance isocontours for the dataset NWW3
560/MARS 8. The black dots represent the combinations taken to force the hydrodynamic
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models. We have selected 34 scenarios for the dataset NWW3 560/MARS 8. These were
selected along the isocontours by focusing preferably in the regions where the joint effect of
the different drivers is the largest, i.e., where the convexity of the isocontours is the largest.
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3.3.3. Covariates

Once the (Hs, SWL, U) combinations are identified each Hs must be associated to their
peak period (Tp). The peak period (Tp) was simulated following the approach described
by [37] and adapted from [22]. In this approach, a regression model of steepness (St),
conditional on Hs is used:

St =
2π Hs
gT2

p
(4)

This model was used to simulate the steepness (and Tp) from Monte-Carlo simulations
of Hs (blue dots in Figure 6). In order to associate Tp to Hs, we take values around
the median of the simulated periods for each of the Hs considered. Table 2 gives the
combinations Hs, Tp, U, and SWL selected from the NWW3 560/MARS 8 dataset, and
representing the conditions offshore the Gulf of Porto.

For the remaining covariates, namely peak directions (Dp) associated to waves, and
wind directions (Du), we have made the choice to impose the dominant direction(s) leading
to extreme Hs and U. Figure 3b,d showed that Dp and Du associated to extreme waves and
winds can be carried by one dominant sector (directions between 250 and 300◦). Figure 7
illustrates wave (Figure 7b) and wind roses (Figure 7c) at points NWW3 512 and NWW3 544
(see locations in Figure 7a) giving the dominant peak directions (Dp), and wind directions
(Du). These points give two dominant directions of extremes for Hs and U. The most
penalizing values in terms of effect on the coast come from the west–south–west for the
waves and south-west for the winds for the point NWW3 512. We forced the hydrodynamic
models (SWASH-2DH and SWAN) with these directions. If there were two penalizing
directions, regarding the exposure of the coastline, the directions were taken into account
by running the hydrodynamic models twice depending on the sector of extreme Dp and Du.
We did this double analysis for the point NWW3 544 as well and at every point presenting
two penalizing directions.
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Table 2. Combinations Hs, Tp, U, and SWL selected from the Gulf of Porto case.

Scenarios Hs (m) Tp (s) U (m/s) SWL (m)

1 7.85 11.22 21.76 0.2
2 7.76 11.09 21.95 0.2
3 7.92 11.39 21.45 0.2
4 7.7 11.22 21.85 0.25
5 7.61 10.79 21.98 0.25
6 7.51 10.91 22.1 0.25
7 7.42 10.71 22.25 0.25
8 7.86 11.53 21.25 0.25
9 7.93 11.27 20.81 0.25
10 7.95 11.32 20.35 0.25
11 7.97 11.3 19.89 0.25
13 7.59 11.04 21.27 0.3
14 7.46 11.14 21.44 0.3
15 7.35 11.05 21.61 0.3
16 7.7 10.9 20.9 0.3
17 7.77 11.48 20.52 0.3
18 7.79 11.18 20.13 0.3
19 7.82 11.31 19.75 0.3
20 7.82 11.15 18.79 0.3
21 6.94 10.58 19.46 0.35
22 6.57 10.39 20 0.35
23 7.13 11.01 19.19 0.35
24 7.28 10.59 18.85 0.35
25 7.33 11.07 18.4 0.35
26 7.36 10.77 17.52 0.35
27 7.38 11.13 17.1 0.35
28 6.01 9.55 16.63 0.4
29 5.89 9.65 17.12 0.4
30 5.64 9.91 17.35 0.4
31 6.11 10.41 16.12 0.4
32 6.29 10.08 14.49 0.4
33 6.33 9.91 13.94 0.4
34 6.37 9.9 12.24 0.4
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Figure 7. (a): Location of points NWW3 512 and NWW3 544 along Corsica. (b) Wave roses at point NWW3 512 (left) and
NWW3 544 (right) giving the dominant peak direction (Dp) (◦) and Hs frequency (‰). The black dashed lines represent the
contour of extreme Hs. (c) Wind roses at point NWW3 512 (left) and NWW3 544 (right) giving the dominant wind direction
Du (◦), and U (m/s).

4. Results

Figure 8 shows the 100-year joint exceedance isocontours for all the points analyzed
around Corsica. Different extreme regimes are here outlined: the dependence between
the extreme triplets on the western part appear to be less marked than for the eastern
part (as indicated by the convexity and range covered by the isocontours). This means
that the 100-year triplets on the western coast deviate less from the 100-year return levels
estimated using the marginal (i.e., without accounting for the dependence). This is clearly
not the case on the eastern part as illustrated for instance by the Bastia analysis (black
box) which shows large convexity of the isocontours. This 100-year joint exceedance
isocontours’ spatialization also highlights higher values of Hs (>6 m) and U (>18 m/s)
offshore on the western part of the island compared to the eastern part of Corsica. This is
in agreement with the different wind regimes (and induced waves) presented in Figure 1b.
Indeed, on the west side of the island, wind and wave features (Hs > 6 m, U > 18 m/s,
Tp > 12 s, 500 km < fetch < 1300 km) suggest that extreme scenarios may be driven by
swells, whereas offshore conditions on the east part of Corsica mostly by wind waves
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and high still water levels. For example, on the eastern part of the island the combination
(Hs = 2.2 m; Tp = 6.8 s; U = 12.1 s; SWL = 0.4 m), represented by a blue star in the red box
in Figure 8, is identified as an extreme scenario to force the hydrodynamic models.
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The SWAN and SWASH-2DH simulations (steps 6–7) provide the contributions to
compute total water levels (TWL) (step 8) at the shoreline for each offshore condition
combination tested (see Section 2.2 for details on the methods). Figure 9 illustrates the
distribution of TWL along the shoreline (a) for current conditions, and (b) for future
conditions (2100). For current conditions, the static TWL along the shoreline in the study
area is between 0.80 and 1.8 m. For “2100” future conditions, the values are between 1.2
and 2.2 m. Clearly, outside the area on the west of the Cap Corse in the north of the island,
this value is hardly reached even under future conditions. Moreover, we note that values
of TWL are higher on the west coast rather than the east coast, especially in the north west
and south west, for both current and future conditions.

Finally, we tested the sensitivity of the results to the choices of the offshore conditions’
combinations: this is generally below 0.05 m and can be considered not significant. Only a
few combinations show differences greater than 0.05 m. In particular, Figure 10a shows that
combinations 19 and 27 lead to the highest total water levels at the shoreline in the Gulf of
Porto considering the specific directions Dp = 270◦ and Du = 240◦. Moreover, the directions
Dp and Du of waves and winds influence the scenarios leading to maximum water level at
the shoreline. Indeed, when applying other directions (even with small changes) Dp = 240◦

and Du = 240◦ to force the SWAN and SWASH-2DH models, the scenario leading to the
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highest total water levels is different: combination 17 (Figure 10b). The differences are
particularly marked in the southern Gulf of Porto where total levels at the shoreline are
higher when applying Dp = 270◦ and Du = 240◦ (Figure 10c) instead of Dp = 240◦ and
Du = 240◦ (Figure 10d).
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only topobathymetric studies have been carried out to map potential flooding areas.  
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Du = 240◦ in current conditions.
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5. Discussion and Conclusions

The key motivation of this study was to show how a multivariate extreme value
analysis improve the estimate of low-lying zones potentially exposed to coastal flooding in
Corsica. Indeed, in this zone, coastal sectors with altitudes below 2 m (and 2.4 m under
“2100” future conditions), are considered potentially exposed to flooding. In order to
asses if this value was relevant or not, we have first determined the joint probabilities that
significant wave heights (Hs), wind intensity at 10 m above the ground (U), and water
level (WL) exceed jointly imposed thresholds by applying a semiparametric multivariate
extreme value analysis. Covariate peak direction (Dp), the peak period (Tp), and the wind
direction (Du) were also accounted for. Once the (Hs, Tp, SWL, U) combinations were
identified, we ran the coastal hydrodynamic models, SWAN and SWASH-2DH forced by
these extreme scenarios. For current conditions, the results show that the TWL all along
the shoreline in the study area are between 0.80 and 1.8 m, compared to 2 m currently
applied on every low-lying zone. For “2100” future conditions, the values are between 1.2
and 2.2 m, compared to 2.4 m currently applied on every low-lying zone. In conclusion,
the value 2 m (2.4 m when considering future conditions) seems to be overestimated
regarding, the methods applied and the results of our study. This highlights the benefit of
performing a full integration of extreme offshore conditions together with their dependence
in hydrodynamic simulations for screening out the coastal areas potentially exposed to
flooding around Corsica. More generally, the method can be adapted to areas where only
topobathymetric studies have been carried out to map potential flooding areas.

There are however several aspects that might nuance this finding. First, uncertainty
in the multivariate extreme value analysis was only partly integrated. Indeed, although
we have taken into account some of the uncertainties (CI given with marginals, correction
on Hs, and diagnosis on thresholds in H&T04), a full propagation of all the sources of
uncertainty has not been performed. Thus, a simple-but-efficient approach consisting in
affecting a 0.25 m margin on the TWL results showed that even in this situation, the 2 m
threshold was hardly reached in several places around the island. Second, we did not
apply the method in some areas like some cliffs or areas where topobathymetric data where
insufficient at the time of the study. This constitutes a line for future research. Furthermore,
the uncertainties also lie in the variables studied and the choice of dominant variable.
Indeed, other variables could be studied, such as precipitation, river discharges, or even
storm duration the same way as Hs [54]. A sensitivity analysis on these variables could be
conducted on this area as in [55]. We can also note that we defined an independent wave
event as a 3-day window (see Section 3.1), but [56] note that 25% of extreme wave events
are consecutive events that hit the same location in less than a day. This could be relevant,
to be taken into consideration, especially for “2100” future conditions (the 25% rate could
be higher).

There are other points that we still need to work on. Indeed, we used the hydrody-
namic models in a static way; it means that the propagation from offshore to nearshore
does not take into account the dynamics of the phenomenon (dynamics of the event, flow
velocity, etc.). With our static approach, the dynamic of an event is not taken into account
and therefore the volume of water is only limited by the capacity of the low lying zone
to fill up to an altitude corresponding to the total water level at the shoreline. Even if we
attached importance to the dependency between several variables leading to flooding, the
main component to determine low-lying zones potentially exposed to coastal flooding
remains the topography. It could be relevant to consider a dynamic approach, which is
more computationally demanding, but more precise in terms of overflow, breach flood-
ing, volume of water assessment, or flood phenomena coming from rivers. Regarding
methodological developments, future work could also concentrate on the comparison with
alternatives approaches, such as a response approach [21], potentially aided by metamod-
eling techniques [57].

Furthermore, we looked at “2100” future conditions and, following the regulator’s
recommendations [46], we applied a 0.6 m value by 2100 to account the SLR in the hy-
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drodynamic models. Even if this value was derived from the RCP 8.5 scenario “likely
range”, it is interesting to note that, regarding national SLR planning, France has a low
amount of SLR used in planning compared to neighboring countries. Indeed, the amount
of SLR used in planning in France is less than 1 m by 2100, whereas in Greece, it is about
1 m by 2100, and in Belgium, it is almost 2 m when considering 2100 high-end SLR [58].
Thiéblemont et al. showed that under the RCP 8.5, the 0.6 m value could be possibly
doubled or tripled along the France coastline when considering high-end estimates of
different components of sea-level projections [59]. Besides, the recent Special Report on the
Ocean and Cryosphere in a Changing Climate (SROCC), then the Sixth Assessment Report
AR6 emphasized that there is a substantial likelihood that SLR will be outside the likely
range [60,61]. We note that these reports also identify deep uncertainties related to rare or
indirectly deduced phenomenon, as the marine ice cliff instabilities taken into account in
some global climate models.

Finally, the purpose here was the assessment of the total water level at the shoreline in
order to inform on the low-lying zones in Corsica potentially exposed to flooding. The next
steps of the method were to determine areas that were geomorphologically homogenous
based on orthophotos and fieldwork analyses, in order to complete the mapping [62].
Specific information on the swash were also computed using the SWASH model in its 1D
configuration on some beaches identified as potentially impacted by swash and mechanical
shocks due to waves, in current and/or future conditions.
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Appendix A. Validation of the Numerical Models

To validate the hydrodynamic model, we compared still water level observations at
the Ajaccio tide gauge to the simulations.
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A linear correction is applied to the NWW3 MED data. This correction is derived
from the linear regression between the observations and the original model data and is
expressed as follows:

NWW3 MED corrected = 1.21 × NWW3 MED + 0.14 (A1)
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