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Abstract: Accurate vessel traffic flow prediction is significant for maritime traffic guidance and
control. According to the characteristics of vessel traffic flow data, a new hybrid model, named
DWT–Prophet, is proposed based on the discrete wavelet decomposition and Prophet framework for
the prediction of vessel traffic flow. First, vessel traffic flow was decomposed into a low-frequency
component and several high-frequency components by wavelet decomposition. Second, Prophet
was trained to predict the components, respectively. Finally, the prediction results of the components
were reconstructed to complete the prediction. The experimental results demonstrate that the
hybrid DWT–Prophet outperformed the single Prophet, long short-term memory, random forest, and
support vector regression (SVR). Moreover, the practicability of the new forecasting method was
improved effectively.

Keywords: vessel traffic flow; prediction; wavelet decomposition; Prophet

1. Introduction

Reliable vessel traffic flow prediction not only can provide the basis for port resource
management and allocation to achieve the purpose of improving channel port operation
efficiency, but it also is conducive to the implementation of maritime traffic safety guarantee
measures [1]. In recent years, with the rapid development of the shipping economy, vessel
traffic has become increasingly busy, and water traffic safety is facing tremendous pressure.
At the same time, with the rise of artificial intelligence technology, the construction of an
intelligent water transportation system is of great help for reducing maritime accidents.
Accurate vessel traffic flow prediction also provides a basis for the effective operation of
artificial intelligence systems [2].

There are plenty of methods for the prediction of vessel traffic flow. The traditional
prediction models are mainly linear models based on mathematical statistics. Among
the linear models, the grey model, based on small samples and poor information, was
established to predict the unknown part through the relevance of the part of the known
information [3,4]; time series prediction models can make full use of data and have the
characteristics of fast calculation speed and high accuracy; the Kalman filter has the
advantages of dynamically adjusting model parameters and processing observations in
real time [5]. Linear models have strong interpretability of prediction results obtained
through the analysis of historical data when the data are not complex. Because of the
advantages of the linear models, they have been introduced to many fields including
energy prediction [6], traffic flow prediction [7], passenger flow prediction [8], and air
quality prediction [9,10]. However, when the data are nonlinear and complex, these linear
models are challenging for the exploration of the potential laws of the data, resulting in
poor prediction performance [11]. To overcome the defects of the linear models, nonlinear
prediction models in artificial intelligence fields, such as artificial neural networks (ANNs)
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and support vector regression (SVR), have been proposed and widely used [12–14]. These
models have nonlinear solid mapping and adaptive learning capabilities to mine complex
relationships in data and improve prediction accuracy. For example, Liu et al. [15] built a
dynamic model based on a back propagation (BP) neural network to predict the operating
parameters of a nuclear power plant (NPP). Ahmad et al. [16] employed the support
vector regression (SVR) to forecast the splice strength in reinforced concrete, and the
experimental results showed that the SVR had better prediction performance. With the
rapid development of research methods, researchers have discovered that deep learning can
further explore the underlying laws of data, overcome the shortcomings of artificial neural
networks, and have better prediction results. For example, Jorges et al. [17] introduced
long short-term memory (LSTM) neural networks to predict the wave height. Single linear
and nonlinear models have their own advantages; in certain specific studies, they can
show good predictive ability. However, when the data are more complex or the data
change drastically, the limitations of these models reduce the predictive performance of
the models. Therefore, researchers began to try to use two or more hybrid models for
prediction, and the recent research results show that hybrid models can make full use of the
advantages of every single model and overcome the limitations of the single model, greatly
improving the model’s prediction performance [18–20]. The hybrid method is widely
used in many fields because of its superiority in predictive performance. Ma et al. [21]
adopted a hybrid forecast model based on the DWT–TCN–PSO–SVR, which can effectively
forecast traction load. Tian et al. [22] combined the empirical mode decomposition and
LSTM which had parameters that were optimized by the sparrow search algorithm to
make predictions for wind speed data. Han et al. [23] proposed ensemble learning model
based on a recurrent neural network (RNN), extreme learning machine (ELM), support
vector regression (SVR), and least squares support vector machine (LSSVM) to forecast
the exhaust emissions, and the method made full use of all four models in this way.
He et al. [24] built a SARIMA–CNN–LSTM model to predict daily travel demand, used
the seasonal autoregressive integrated moving average (SARIMA) model to capture linear
features in the data, and used a convolutional neural network (CNN) and LSTM to mine
nonlinear features; the results showed that the prediction accuracy of the hybrid model was
significantly higher than those of a single SARIMA and LSTM. Du et al. [25] proposed an
improved whale optimization algorithm to optimize wavelet neural networks and predict
short-term traffic flow in cities, and the experimental results showed that this method could
effectively compensate for the low prediction accuracy of the wavelet neural network.
Chen et al. [26] built an EEMD–LSTM model to predict road traffic flow. Vessel traffic flow
is easily affected by factors such as environment and weather, so its data sequence had
the characteristics of nonlinearity, complexity, randomness, etc. A single predictive model
cannot characterize the potential law of vessel traffic flow either, while a combined model
can overcome it. For example, Zhao et al. [27] proposed the SARIMA–BP neural network
to predict vessel traffic flow in the Shenzhen Port and achieved good prediction results.
Li et al. [1] used the chaotic cloud-simulated annealing genetic algorithm to optimize the
parameters of the robust support vector regression model (RSVR), and then used the kernel
principal component analysis method to determine the input variables of the model, and
the prediction effect was effectively improved after this hybrid method was used to predict
the vessel traffic flow in Tianjin Port. Zhang et al. [28] established a regression–Kalman
filter model to predict vessel traffic flow in the channel’s regulation area.

In order to further improve the prediction accuracy of vessel traffic flow, this paper
proposes a vessel traffic flow prediction method based on the combination of discrete
wavelet decomposition and the Prophet framework. Wavelet decomposition was intro-
duced to decompose the data into an approximate component and several high-frequency
components, and then the Prophet framework was trained to predict every component. The
final prediction result was obtained by reconstructing every component prediction result.

The main contributions of the DWT–Prophet model are described as follows:
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(1) Aiming at the nonlinear and non-stationary characteristics of vessel traffic flow data,
the discrete wavelet decomposition method was used to decompose the data into
sub-sequences of different frequencies that made it easier for the prediction model to
characterize its internal characteristics;

(2) A Bayesian curve fitting method was adopted to smooth and predict time series data
when using the Prophet, and the data with periodic and trend changes and significant
outliers could effectively be processed to obtain a better fitting effect;

(3) To verify the prediction performance of the DWT–Prophet combined model, the
prediction results were compared with other models, such as Prophet, LSTM, random
forest, and SVR, using vessel traffic flow data from the Wuhan Port Yangtze River
Bridge section. The experimental results showed that the DWT–Prophet combination
model had a better prediction effect.

2. Theory and Methodologies
2.1. Wavelet Theory
2.1.1. Principle of Decomposition and Reconstruction

The core idea of wavelet analysis is to decompose and reconstruct signals and over-
come the limitations of short-time Fourier transform by providing time–frequency windows
that vary with frequency. Wavelet transform, which is often used as an effective tool to
extract time–frequency information on non-stationary series, is not constrained by a station-
ary hypothesis and can automatically adapt to the requirements of time–frequency signal
analysis and focus on the details of signals. Therefore, wavelet transform has become a
major breakthrough since Fourier transform. Wavelet transform is divided into continuous
wavelet transform (CWT) and discrete wavelet transform (DWT). As the data of vessel
traffic flow are a discrete structure, this paper chose DWT to decompose and reconstruct
the data of vessel traffic flow.

The original time series was decomposed into a low-frequency series and several high-
frequency series by scale function, φ(t), and wavelet basis function, ψ(t), when wavelet
transform was used. The approximate coefficient, a0(k), and detail coefficient, dj(k), of the
discrete wavelet transform are expressed by the following formulae:

a0(k) =
1√
N

∑N
n=1 y(n)φo,k(n) (1)

dj(k) =
1√
N

∑N
n=1 y(n)ψj,k(n) (2)

where y(n) is the original signal; j and k are the expansion and contraction of the sub-signals
in the frequency domain and the translation in the time domain.

The approximate coefficients obtained from the decomposition of the layer j and the
detail coefficients obtained from the decomposition of each layer were reconstructed to
obtain the approximate components, Aj, and detailed components, D1, D2, . . . Dj, of each
layer. Then, the multi-layer decomposition of the original signal was completed. The
relationship between the original signal and each component can be expressed as:

y(t) = D1 + D2 + · · ·+ Dj + Aj (3)

Figure 1 is the schematic diagram of three-layer wavelet decomposition in which
the low-frequency parts of each layer correspond to the approximate components of the
original signal., such as A1, A2, and A3, while the high-frequency parts of each layer
correspond to the detailed components of the original signal such as D1, D2, and D3. The
approximate component of each layer can be subdivided into the approximate component
and detail component of the next layer. Compared with the original signal, the decomposed
components can more effectively and accurately mine the potential information of the data.
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Figure 1. Schematic diagram of three-layer wavelet decomposition.

2.1.2. Selection of Wavelet Basis

Wavelet basis has five characteristics, which are orthogonality, symmetry, vanishing
moment, regularity, and compact support. Generally speaking, the orthogonality of norms
can make the wavelet analysis simpler and facilitate signal reconstruction. The symmetry
of the wavelet basis function will not lead to signal distortion, which is beneficial to
the efficient operation of the algorithm. The higher the vanishing moment, the faster
the attenuation at high frequency, which is beneficial to the energy concentration of the
decomposed signal, but the support length will be too long if the vanishing moment is
too high. Regularity determines the smoothing degree after reconstruction. The better the
regularity of wavelet, the better the smoothing effect after signal reconstruction, but good
regularity will lead to long support length. The shorter the compact support, the more
beneficial to the efficient implementation of the algorithm. The features of the wavelet
basis function are shown in Table 1.

Table 1. Features of several different wavelet basis functions.

Functions Orthogonality Bi-Orthogonality Symmetry Disappearing
Moment

Support
Length

Tight
Supportability

haar
√ √ √

1 1
√

dbN
√ √ √

N 2N-1
√

coifN
√ √

Approximate 2N 6N-1
√

symN
√ √

Approximate N 2N-1
√

morl × ×
√

× ∞ ×

According to the characteristics of vessel traffic flow, the selection of wavelet basis
function should meet the requirements of good regularity, appropriate vanishing moment,
and orthogonality of specifications, etc. Therefore, the wavelet basis functions of the db
family are more suitable for vessel traffic flow prediction.

2.2. Prophet Framework

Prophet is an open-source model that was developed by the Facebook team for time
series prediction in 2017 [29]. The model has three basic characteristics named trend term,
seasonal period term, and holidays. Different from other forecast methodologies, the
Prophet framework is simple and easy to explain. Except strong prediction ability, Prophet
can also effectively deal with data with periodic and trend changes plus large abnormal
values. Affected by various factors, the data of vessel traffic flow have periodic and trend
changes, while there are also abnormal values.

Using the Prophet framework to predict vessel traffic flow can overcome the limita-
tions of traditional forecasting models and obtain ideal forecasting results. As shown in
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Figure 2, the modeling process of vessel traffic flow using the Prophet framework was
divided into the following four stages:
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(1) In the stage of modeling, the analyst builds an appropriate model according to the
characteristics and laws of vessel traffic flow;

(2) In the stage of forecast evaluation, through simulating the historical data of vessel
traffic flow, the forecast effect is evaluated and the parameters are constantly adjusted;

(3) In the stage of surface problem, if the prediction effect is difficult to meet the require-
ments, the model presents the potential reasons to the analyst;

(4) In the stage of visually inspecting forecasts, the analyst adjusts the parameters of the
model or reconstructs the model according to the visual forecast results and problems.

In fact, the process of predicting vessel traffic flow with the Prophet framework is a
process of dynamic adjustment and circulation between the analyst part and the automation
part according to the prediction results, which, to a certain extent, improves the accuracy
of vessel traffic flow prediction. Compared with other models, the Prophet framework has
the characteristics of extensibility, data flexibility, high speed, and easy interpretation of
model variables.

The Prophet framework can be expressed by the following formula:

Y(t) = g(t) + s(t) + h(t) + εt (4)

where, g(t) is the trend item, modeling the aperiodic changes in time series; s(t) is a
seasonal periodic item, reflecting the nature of periodic changes in the day, week, or year;
h(t) is a holiday item, indicating the influence of special events on time series; εt is an
error term, meaning that it does not react abnormally in the model and obeys normal
distribution.

2.2.1. Trend Items

There are two growth models in the Prophet framework, g(t), one is the logistic model
and the other one is the linear model. The difference between which is whether the carrying
capacity is limited. Trend items are affected by change points.
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The expression of the growth trend of logistic regression nonlinear saturation is:

g(t) =
C(t)

1 + e−k(t)(t−m(t))
(5)

In the formula, C(t) is the bearing capacity; k(t) is growth rate; m(t) is the offset. All
three parameters are functions of time (t).

The expression of piecewise linear growth trend is:

g(t) = (k(t) + a(t)Tδ)t + (m(t) + a(t)T)γ (6)

In the formula k(t) is the slope variation; a(t) is the parameter adjustment vector; m(t)
indicates the offset.

The trend item growth model should be selected according to the characteristics of
the predicted objects. In this paper, the piecewise linear growth model was selected as
trend items.

2.2.2. Seasonal Period Items

Vessel traffic flow time series often contain periodic changes such as day, week, and
year. Only by grasping these periodic changes and effectively combining these trends can
we obtain accurate prediction results. The function s(t) uses Fourier series to approximate
the seasonal periodicity of time series, with its expression as follows:

s(t) = ∑N
n=1 (an cos

2nπt
P

+ bn sin
2nπt

P
) (7)

where, an and bn are learning parameters, respectively; P is the period, P = 365 means that
the time series is estimated in years, and P = 7 means that the time series is estimated in
weeks; N is the order of fitting, and the bigger the value N, the better the fitting effect on
the periodic changes of the model, but it is easier to cause over-fitting.

It can be assumed as:
β = (a1, b1, . . . , aN , bN)

T (8)

X(t) = [cos(
2π(1)t

P
), sin(

2π(1)t
P

), . . . , cos(
2π(N)t

P
), sin(

2π(N)t
P

)] (9)

The seasonal periodic function s(t) can also be expressed as the product of two vectors:

s(t) = βX(t) (10)

In the formula, β obeys Normal(0, σ) distribution.

2.3. DWT–Prophet Combination Model

Researchers often build decomposing–predicting–integrating models for time series
prediction to improve prediction accuracy. The flow chart of the combined prediction model
of wavelet decomposition and Prophet constructed in this paper can be seen in Figure 3.
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When the combination model is used to predict the vessel traffic flow, the time series
of the vessel traffic flow can be decomposed into one low-frequency approximate part Aj
by wavelet decomposition, and several high-frequency detail parts D1, D2, . . . Dj. In this
way, the time–frequency information of the signal can effectively be captured. Secondly,
the Prophet framework is used to predict each component, and the final prediction result is
obtained by superimposing the predicted values of each component.

2.4. Model Evaluation Indicators

In order to verify the effectiveness of the DWT–Prophet model, the following four
indexes were used to measure the prediction effect of vessel traffic flow, and the expressions
are as follows:

(1) Mean absolute percentage error:

MAPE =
100%

n ∑n
t=1

∣∣∣∣yt − ŷt

yt

∣∣∣∣ (11)

(2) Mean absolute error:

MAE =
1
n∑n

t=1|yt − ŷt| (12)

(3) Root mean square error:
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RMSE =

√
1
n∑n

t=1|yt − ŷt|2 (13)

(4) Coefficient of determination:

R2= 1−∑n
t=1(yt − ŷt)

2

∑n
t=1(yt − y)2 (14)

where yt is the observed value at time t; ŷt is the predicted value at time t.
The smaller the MAPE, MAE, and RMSE, and the closer the coefficient of determina-

tion is to 1, the better the prediction effect of the model.

3. Experiment and Result Analysis
3.1. Data Preprocessing

In this paper, the hourly vessel traffic flow of the Wuhan Port Yangtze River Bridge in
January 2018 was selected as the research object. Figure 4 shows the distribution of vessel
traffic flow characteristics in this section. As shown in Figure 4, the main types of vessels
were cargo vessels, accounting for 88.06%, followed by container vessels, accounting for
6.57%; vessels between 50 and 90 m in length accounted for the most significant percentage,
reaching 69.00%, followed by 90 to 150 m in length, accounting for 21.83%; the vessels’
speeds were less than 10 kn, most of which were between 5 and 10 kn.

J. Mar. Sci. Eng. 2021, 9, 1231 8 of 17 
 

 

1

ˆ100% n t t

t
t

y y
MAPE

n y=

−
= 

 

(11) 

(2) Mean absolute error: 

1

1
ˆ

n

t tt
MAE y y

n =
= −

 
(12) 

(3) Root mean square error: 

2

1

1
ˆ

n

t tt
RMSE y y

n =
= −

 
(13) 

(4) Coefficient of determination: 

( )

( )

2

2 1

2

1

ˆ
=1-

n

t tt

n

tt

y y
R

y y

=

=

−

−



  

(14) 

where ty  is the observed value at time t ; 
ˆ

ty  is the predicted value at time t . 

The smaller the MAPE, MAE, and RMSE, and the closer the coefficient of determina-

tion is to 1, the better the prediction effect of the model. 

3. Experiment and Result Analysis 

3.1. Data Preprocessing 

In this paper, the hourly vessel traffic flow of the Wuhan Port Yangtze River Bridge 

in January 2018 was selected as the research object. Figure 4 shows the distribution of 

vessel traffic flow characteristics in this section. As shown in Figure 4, the main types of 

vessels were cargo vessels, accounting for 88.06%, followed by container vessels, account-

ing for 6.57%; vessels between 50 and 90 m in length accounted for the most significant 

percentage, reaching 69.00%, followed by 90 to 150 m in length, accounting for 21.83%; 

the vessels’ speeds were less than 10 kn, most of which were between 5 and 10 kn. 

  
(a) (b) 

J. Mar. Sci. Eng. 2021, 9, 1231 9 of 17 
 

 

 
(c) 

Figure 4. Distribution of vessel traffic flow characteristics: (a) distribution of vessel length; (b) distribution of vessel speed; 

(c) distribution of vessel style. 

There were 744 sets of data in total including 672 sets of training data from January 

1st to 28 January 2018, and 72 sets of test data from 29 January to 31 January. Due to the 

presence of various factors, the data on vessel traffic flow were noisy and often showed 

great volatility, and forecasting will directly lead to great errors. In order to avoid this 

situation, it was necessary to preprocess the original data on vessel traffic flow. Mean fil-

tering is a simple and efficient filtering method that can suppress signal noise and random 

error. Mean filtering refers to smoothing the data by calculating the arithmetic mean of 

the data at a certain time and before and after and taking it as the observed value at that 

time. Using Formula (15), we obtained the mean filtered value: 

t+1

2 +1

N

t ii t N
y x

N = −
=   (15) 

where ix  is the actual observed value of vessel traffic flow at time i ; 2N is the number 

of neighbors of tx  including N  neighbors, such as t Nx − , 1t Nx − + ... -1tx , and N  neigh-

bors such as 1tx + , 2tx + ... t Nx + ; ty  is the arithmetic mean of the 2 1N + samples. 

Formula (15) was adopted to smooth the vessel traffic flow data in this paper, where 

N  is 1. Figure 5 shows the comparison between the processed data and the original data. 

It can be seen that after smoothing, the vessel traffic flow data not only maintained the 

changing trend of the original data but also reduced the fluctuation between the data.  

  

(a) (b) 

Figure 5. Comparison of the data before and after processing: (a) original data; (b) processed data. 

Figure 4. Distribution of vessel traffic flow characteristics: (a) distribution of vessel length; (b) distribution of vessel speed;
(c) distribution of vessel style.



J. Mar. Sci. Eng. 2021, 9, 1231 9 of 16

There were 744 sets of data in total including 672 sets of training data from January
1st to 28 January 2018, and 72 sets of test data from 29 January to 31 January. Due to the
presence of various factors, the data on vessel traffic flow were noisy and often showed
great volatility, and forecasting will directly lead to great errors. In order to avoid this
situation, it was necessary to preprocess the original data on vessel traffic flow. Mean
filtering is a simple and efficient filtering method that can suppress signal noise and random
error. Mean filtering refers to smoothing the data by calculating the arithmetic mean of the
data at a certain time and before and after and taking it as the observed value at that time.
Using Formula (15), we obtained the mean filtered value:

yt =
1

2N + 1∑t+N
i=t−N xi (15)

where xi is the actual observed value of vessel traffic flow at time i; 2N is the number of
neighbors of xt including N neighbors, such as xt−N , xt−N+1. . .xt−1, and N neighbors such
as xt+1, xt+2. . .xt+N ; yt is the arithmetic mean of the 2N + 1 samples.

Formula (15) was adopted to smooth the vessel traffic flow data in this paper, where is
1. Figure 5 shows the comparison between the processed data and the original data. It can
be seen that after smoothing, the vessel traffic flow data not only maintained the changing
trend of the original data but also reduced the fluctuation between the data.
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3.2. Construction of the DWT–Prophet Model

When using discrete wavelet to decompose vessel traffic flow at multi-scale, it is neces-
sary to not only ensure that the approximate and detailed components after decomposition
are smooth but also to minimize signal loss. On this basis, the lower the complexity of the
model, the better it will be. According to previous research experience, it is better to choose
1–3 layers for decomposition, and the scale should not be too large, otherwise it will lead to
too much calculation and increase the complexity of the model, which will lead to too many
errors. After repeated experiments, it is optimal to use db3 wavelet basis to decompose
traffic flow signals into three layers, which not only keeps the trend of vessel traffic flow
but also separates high-frequency information. Figure 6 is a three-layer decomposition
effect diagram of db3.
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It can be seen from Figure 6 that S is the actual vessel traffic flow, A3 is the low-
frequency component after wavelet decomposition, which keeps the same trend as S, while
D1, D2 and D3 are the high-frequency components, which fluctuate violently.

The approximate component A3 and detailed components D1, D2, and D3 were
predicted by the Prophet framework. The Prophet framework can decompose time series
into trend items, seasonal periodic items, etc. When the Prophet framework is used
to predict time series, it is necessary to set and adjust the parameters of the model in
order to achieve the best prediction effect of the model. Table 2 shows the settings of the
Prophet’s parameters.

Table 2. Prophet parameter settings.

Parameter Name Value

Growth Linear
n_changepoints Auto

changepoint_prior_scale 0.5
changepoint_range 0.95
yearly_seasonality False
Weekly_seasonality True

daily_seasonality True

3.3. Analysis of Prediction Results

As shown in Figure 7, the training data and the parameters were inputted into the
Prophet framework, and the prediction result of vessel traffic flow was obtained.
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In Figure 7, the part of the shadow indicates the confidence interval of prediction.
From this figure, we know that the prediction framework fit A3, D2, and D3 well, and the
prediction confidence interval contained most of the real data, which indicates that the
prediction model can grasp well the trend of A3, D2 and D3. However, the model did not
fit to D1 well, that is because D1 contained too much noise. Figure 8 shows the trend term
change and periodic change in the four components, and the final prediction results were
the sum of the trend term and periodic term of these components.

The Prophet framework was used to predict the high- and low-frequency components
of the 72 sets of test data, and the prediction results are shown in Figure 9. Comparing
the predicted and actual values of each component, we know that the change trends in
predicted and actual values were basically consistent, and the Prophet framework could
better predict the subsequence of actual values after wavelet decomposition.

In order to verify the performance of the hybrid model based on DWT–Prophet
proposed in this paper, the Prophet framework, the LSTM, the RF, and the SVR model were
selected as the comparison models to predict the vessel traffic flow in the testing data set.
The comparison between the actual values and the predicted values of the five models are
shown in Figure 10.

It can be seen from Figure 10 that all five models were able to predict vessel traffic
flow. The combination model proposed in this paper had the best prediction performance,
followed by the Prophet, the random forest, and the SVR model, and the LSTM had the
worst prediction performance. The prediction curve of the DWT–Prophet model was
closer to the original vessel traffic flow curve, and the prediction accuracy of the hybrid
model was much higher in the time period with more noise influence when compared
with the comparison models, which indicates that the combination model can grasp the
changing trends in vessel traffic flow and mine the potential information on vessel traffic
flow data more effectively. Figure 11 reflects the relative errors of these models. As
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shown in Figure 11, the relative error of the hybrid model proposed in this paper was
smallest on the whole, which means that DWT–Prophet outperformed the comparison
models significantly.
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Figure 11. Comparison of the relative errors of the five models.

A Taylor diagram is an effective method to evaluate the prediction performance of
prediction models intuitively. As shown in Figure 12, the DWT–Prophet had the smallest
RMSE and the largest correlation coefficient; moreover, it can be easily seen that the DWT–
Prophet prediction value was closest to the observation value, which indicates that the
DWT–Prophet had the best prediction performance.
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The MAPE, MAE, RMSE, and the R2 are usually used to evaluate the prediction
performance of prediction models. The results of these four evaluation indexes are shown
in Figure 13. The MAPE, MAE, and RMSE of the DWT–Prophet combination model were
4.25%, 0.81%, and 0.88% lower than those of the comparison models and the R2 of the
DWT–Prophet was 0.94, higher than that of the comparison models, which means that
the prediction performance of the proposed hybrid model was better than the comparison
models. Therefore, it can be concluded that the proposed hybrid model can fit the nonlinear
trend of vessel traffic flow effectively and had a good forecast performance when employed
to predict vessel traffic flow in the future.
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4. Conclusions

Reliable vessel traffic flow prediction is significant for the improvement of vessel
navigation efficiency and maritime traffic safety. Aimed at the nonlinearity and uncertainty
in vessel traffic flow, this paper proposed a hybrid forecast model for vessel traffic flow
based on the discrete wavelet decomposition and Prophet framework fusion. Discrete
wavelet decomposition was employed to decompose the vessel traffic flow data into
one low-frequency component and three high-frequency components, and the Prophet
framework was introduced to the prediction for every component separately; in this way,
the final accurate prediction result was obtained by reconstructing the prediction result of
every component. In order to test the prediction performance of the proposed hybrid model,
we selected the Prophet framework, the LSTM, the random forest, and the SVR models
as the comparison models. The prediction results demonstrated that the hybrid model of
DWT–Prophet outperformed the comparison models and could effectively overcome the
limitations of a single model.

Although the DWT–Prophet had strong predictive capabilities, the model only digs
out the underlying laws from the data itself and cannot take the factors that affect vessel
traffic flow, such as weather, hydrology, and policies, as input variables to further improve
the accuracy of the prediction. In future research, models that can take influence factors as
input variables will be considered for combined use with wavelet transform and Prophet
to predict vessel traffic flow. At the same time, the amount of data will be increased to
reduce accidental results.
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