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Abstract: Coastal erosion, which is naturally present in many areas of the world, can be significantly 
increased by factors such as the reduced transport of sediments as a result of hydraulic works 
carried out to minimize flooding. Erosion has a significant impact on both marine ecosystems and 
human activities; for this reason, several international projects have been developed to study 
monitoring techniques and propose operational methodologies. The increasing number of available 
high-resolution satellite platforms (i.e., Copernicus Sentinel) and algorithms to treat them allows 
the study of original approaches for the monitoring of the land in general and for the study of the 
coastline in particular. The present project aims to define a methodology for identifying the 
instantaneous shoreline, through images acquired from the WorldView 2 satellite, on eight spectral 
bands, with a geometric resolution of 0.5 m for the panchromatic image and 1.8 m for the 
multispectral one. A pixel-based classification methodology is used to identify the various types of 
land cover and to make combinations between the eight available bands. The experiments were 
carried out on a coastal area with contrasting morphologies. The eight bands in which the images 
are taken produce good results both in the classification process and in the combination of the bands, 
through the algorithms of normalized difference vegetation index (NDVI), normalized difference 
water index (NDWI), spectral angle mapper (SAM), and matched filtering (MF), with regard to the 
identification of the various soil coverings and, in particular, the separation line between dry and 
wet sand. In addition, the real applicability of an algorithm that extracts bathymetry in shallow 
water using the “coastal blue” band was tested. These data refer to the instantaneous shoreline and 
could be corrected in the future with morphological and tidal data of the coastal areas under study. 
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1. Introduction 

The coastal environment is an extraordinary natural and economic resource that is subject to 
continuous transformation. The coastal area is a highly dynamic system where erosion and 
deposition are influenced by various factors, including meteorological, biological, geological, and 
anthropogenic factors. The theoretical definition of coastline is merely the transition between the sea 
and the land [1–3]. In theory, the concept is very simple and intuitive, but its application is actually a 
complex task because of the temporal variability of the coastline itself. This variability develops on 
scales profoundly different, from instantaneous to secular variations, and it depends on various 
factors including wave motion, tides, winds, erosion, and deposition. It has been noted that the most 
significant and potentially incorrect assumption in many shoreline investigations is that the 
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instantaneous shoreline represents “normal” or “average” conditions [3]. For this reason, what it is 
important to underline that what is obtained from survey in the field or remote sensing are generally 
indicators of the actual coastline [3–5]. According to some authors, there are three main subdivisions 
of coastline indicators: characteristics visible by an operator on an aerial or remote sensing image; 
intersection between a tidal datum and a digital terrain model or a coastal profile; and characteristics 
of multispectral images identified by automatic algorithms not necessarily visible to unaided 
operator [3]. In this work, we assess techniques associated with the third type by comparing them 
with each other and with those of the first type. The purpose of this work is to assess potentialities of 
automatic extraction of the coastline in a specific area particularly prone to erosion. In fact, the 
Abruzzo region (Italy) coastline has a length of 125 km, of which 26 km is high coasts and 75 km is 
sandy coasts; the latter, therefore, are 80% of the entire coastline, and more than 50% are under 
erosion effects. The study of this paper was conducted on the sandy coast of Ortona (Abruzzo 
Region), in which three erosion phenomena have been reported on the coast, four active landslides 
have effects on the coast, and three landslide crags occur on the sea [6]. For this reason, according to 
the guidelines for the defense of the coast against erosion and the effects of climate change [7], one of 
the fundamental elements of a coastal information system is the extraction of the shoreline. A specific 
assessment on these areas has not yet been carried out and its results will be very useful for the 
continuation of the research and for the applications that can be implemented. It is important to note 
that what is extracted are indicators of the coastline and not the coastline itself (Figure 1). 

 
Figure 1. Indicators of the coastline. 

In this work, after a brief illustration of the state of the art on the techniques of extraction of the 
coastline, we will introduce the materials and methods used for the experiments illustrated. 
Subsequently, the results obtained by them will be shown in the following specific paragraph, while 
the conclusions and possible future developments will be discussed together in the last paragraph of 
the paper. 

2. State of the Art of Instant Shoreline Survey 

From what has been said previously, it is easy to understand that the relief of the instantaneous 
shoreline is a complex feature due to the intrinsic dynamism of the shoreline itself. A wide variety of 
methodologies have been used [7–10] that can be summarized mainly in the following: 

1. Photogrammetry/videography from airplane or UAV: In the first case, this is a matter of using 
the well-known techniques of photogrammetry from single acquisitions of aerial images that 
are currently almost all digital images; digital cameras can easily acquire films that can be 
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treated with classical photogrammetric algorithms or with new approaches such as structure 
from motion (SFM) [11,12]. 

2. Terrestrial video systems: These are fixed camera systems which acquire at fixed time-
intervals and which are composed of several cameras distributed along the coast with 
acquisition angles of up to 180 degrees. This technique produces oblique images that must be 
orthorectified [13]. 

3. Earth and satellite geomatic surveys: These are the classic surveys with instruments such as 
GPS/GNSS and total stations, levels that have a remarkable accuracy but can detect a limited 
number of points at different times. 

4. Terrestrial and aerial lidar survey that can reconstruct both the surfaces of water and ground 
[12] or penetrate shallow water. 

5. Remote sensing from satellite: It should be noted that with the development of remote sensing, 
shoreline detection is mainly achieved by image processing [14]. The availability of 
multispectral satellite images at very high resolution (VHR) allows, in fact, acquisition in a 
short time and simultaneously of long stretches of coast. The geometric accuracies of 
submetric to decimetric order are absolutely compatible with the specific application and the 
availability of different bands allows semi-automatic or automatic approaches [15–17] such as 
those proposed in this paper. 

3. Materials and Methods 

3.1. The WorldView-2 Satellite 

The WorldView-2 satellite, launched in October 2009, added to the already existing constellation 
of commercial satellites DigitalGlobe [18], already formed at the time by the satellites WorldView-1 
(launched in 2007) and QuickBird (launched in 2001). Its planned mission duration was 7.25 years, 
but it has just turned 10 years old. WorldView-2 operates at an altitude of 770 km with an inclination 
of 97.2° for a maximum orbital period of 100 min. It is equipped with instrumentation that allows it 
to collect high-resolution multispectral images and stereoscopic images. 

The maximum ground resolution of WorldView-2 in the panchromatic band is 46 cm, while in 
the multispectral band it is 1.8 m, however the distribution and use of images with a resolution 
greater than 50 cm in the panchromatic band and 2 meters in the multispectral band is subject to 
approval by the US government. The high spatial resolution allows discrimination of details, such as 
vehicles, shallows, and individual trees in an orchard, while the high spectral resolution provides 
detailed information on different areas, such as road surface quality, sea depth, and plant health. The 
images are taken in eight spectral bands. In addition to the four standard bands (blue, green, red, and 
near infrared), WorldView-2 includes four new bands at 1.8 m resolution: coastal blue, yellow, red 
edge, and near infrared-2 (Figure 2). 

 
Figure 2. WorldView-2 spectral bands. 
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3.2. Test Site 

The images used in this project are multispectral WorldView-2 images representing a part of the 
coast of the city of Ortona (Italy) (Figure 3). For this specific project, the tests were performed on a 
bundle of panchromatic and multispectral images acquired simultaneously in June. To be sure that 
the variability of the results depended only on the algorithm used in the various tests performed and 
not on factors due to different inclination of the image or the sun, the tests were all repeated on the 
same bundle of images. The images were processed entirely on the whole scene, but the results were 
highlighted on a single profile that was considered significant and representative of the tests on the 
whole scene. Ortona is a seaside town overlooking the Mediterranean Sea, more specifically, the 
Adriatic Sea (Figure 4); the coast is high and rocky in the southern part while it is low and sandy in 
the central northern part. The inner part of the city of Ortona is partly flat and partly hilly. 

In order to evaluate the possibilities of automatic extraction of the coastline (understood as an 
instantaneous shoreline as visible on satellite images), different combinations of algorithms on 
different spectra of the available images were tested and are illustrated below. The tests were 
developed in the ENVI 5.5 environment [19]. 

 
Figure 3. The test site area on the Adriatic coast (red circle). 
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Figure 4. Test site area: the yellow box is the area shown in the following figures. 

4. Experimentation and Results 

4.1. Analysis of Individual Bands and Band Combinations 

The first step in such an analysis is almost always pansharpening [20]; this operation creates a 
single multilayer image combining the panchromatic image of higher spatial resolution (in this case 
50 cm) with the various multispectral levels (Figure 5) that have more thematic information but lower 
geometric resolution (in this case 1.8 m). Several algorithms have been developed to optimize 
pansharpening, and the comparison between them is at the center of a scientific debate [21–23]. 
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Figure 5. Some band combinations: (a) NIR1-G-B; (b) NIR1-Rededge-R; (c) R-G-B; (d) Rededge-R-Y. 

In this experiment, Graham Smith’s algorithm [24] was used because it has demonstrated to be 
the most reliable and accurate in previous studies [21,23]. This algorithm first calculates the weights 
of the single bands with the following equations: 

𝐵𝐵𝑤𝑤𝑤𝑤 = � 𝑂𝑂𝑂𝑂𝐵𝐵(𝜆𝜆) ∗ 𝑆𝑆𝑆𝑆𝐵𝐵(𝜆𝜆)
0.5

0.4
∗  𝑆𝑆𝑆𝑆𝑃𝑃(𝜆𝜆) (1) 

𝐺𝐺𝑤𝑤𝑤𝑤 = � 𝑂𝑂𝑂𝑂𝐺𝐺(𝜆𝜆) ∗ 𝑆𝑆𝑆𝑆𝐺𝐺(𝜆𝜆)
0.6

0.5
∗  𝑆𝑆𝑆𝑆𝑃𝑃(𝜆𝜆) (2) 

𝑅𝑅𝑤𝑤𝑤𝑤 = � 𝑂𝑂𝑂𝑂𝑅𝑅(𝜆𝜆) ∗ 𝑆𝑆𝑆𝑆𝑅𝑅(𝜆𝜆)
0.7

0.6
∗  𝑆𝑆𝑆𝑆𝑃𝑃(𝜆𝜆) (3) 

𝑁𝑁𝑁𝑁𝑁𝑁𝑤𝑤𝑤𝑤 = � 𝑂𝑂𝑂𝑂𝑁𝑁𝑁𝑁𝑁𝑁(𝜆𝜆) ∗ 𝑆𝑆𝑆𝑆𝑁𝑁𝑁𝑁𝑁𝑁(𝜆𝜆)
0.9

0.7
∗  𝑆𝑆𝑆𝑆𝑃𝑃(𝜆𝜆) (4) 

where OT is optical transmittance and SR is the spectral response of the various bands with their 
wavelengths. Once the specific weights have been calculated, the simulated band is created using the 
following equation: 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = (𝐵𝐵 ∗ 𝐵𝐵𝑤𝑤𝑤𝑤) + (𝐺𝐺 ∗ 𝐺𝐺𝑤𝑤𝑤𝑤) + (𝑅𝑅 ∗ 𝑅𝑅𝑤𝑤𝑤𝑤) + (𝑁𝑁𝑁𝑁𝑁𝑁 ∗ 𝑁𝑁𝑁𝑁𝑁𝑁𝑤𝑤𝑤𝑤) (5) 

Once the pansharpening has been undertaken (Figure 6), it is possible to start to perform 
operations on the single bands or on combinations of them. 
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(a) (b) (c) 

Figure 6. The pansharpening process: (a) MultiSpectral; (b) Panchromatic; (c) PanSharpened. 

Among the most used indices in the combination of the bands there is undoubtedly the 
vegetation index (NDVI) and the normalized difference water index (NDWI). Both these indices have 
been tested because they automatically highlight the instantaneous shoreline, showing a remarkable 
discontinuity approaching it. The NDVI is a well-known index used to study vegetation, exploiting 
the different response between the near-infrared band and the red band: 

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁 − 𝑅𝑅
𝑁𝑁𝑁𝑁𝑁𝑁 + 𝑅𝑅

 (6) 

In vegetation studies, it is widely used because it allows to distinguish the plants that correctly 
perform the chlorophyll synthesis from those that do not. In vegetation applications it provides a 
dimensionless value between −1 and 1 but can also be usefully used for the coastline studies because 
the proximity of the shoreline assumes values between –0.5 and −0.1. 

The second index, the NDWI, has been studied just to distinguish the areas covered by water 
from those that are not; it is actually very similar to the NDVI but uses the green band instead of the 
red one, and its formulation is in fact the following: 

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁 − 𝐺𝐺
𝑁𝑁𝑁𝑁𝑁𝑁 + 𝐺𝐺

 (7) 

Using the NDWI, the areas covered by water are characterized by positive values of the index 
while vegetation and bare soil usually show negative values. Dry sand, because of its high reflectance 
in the green band, usually shows positive values that are close to zero (Figure 7). 

 
(a) (b) 

Figure 7. (a) Normalized difference vegetation index (NDVI) and (b) normalized difference water 
index (NDWI) processed images in gray scale. 
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4.2. Automatization of Water and Vegetation Detection 

Below, we will analyze the results that can be obtained with the various algorithms available by 
comparing them on a specific profile that showed the characteristic aspects of a high coast and a 
sandy coast. On the panchromatic image, the sea/beach limits have been vectorized on the screen by 
an expert photo-interpreter. The purpose of this research is in fact to verify how efficient and accurate 
the automatic algorithms can be compared to the manual vectorization that is currently used to 
extract the instantaneous shoreline from satellite images. The ground surveys, already tested in 
previous researches [14], are certainly more accurate than those obtained from satellite images, but 
on sandy shores they cannot acquire the entire line of the instantaneous shoreline at the same time as 
it is visible on a satellite image and, therefore, are not directly comparable with them. The beach/sea 
and sea/detached-breakwater limits vectorized by the operator on the profile have been considered 
as reference for all the algorithms tested and are highlighted by the dashed lines in Figure 13. 
Considering that the pixel size in panchromatic is about 50 cm, the differences between the beach/sea 
limits vectorized by the operator with those extracted automatically equal to or less than 50 cm were 
not considered significant. 

In this way, it will be possible to estimate the accuracy of the various algorithms, both in absolute 
and relative terms. What was important to observe was the possible discontinuity in the digital 
numbers of the images after the processing with the various algorithms; in fact, the edge-detector 
algorithms can easily trace border vector lines in the presence of sharp discontinuities. 

The profile executed on the image processed with the NDVI algorithm shows a strong variation 
in slope at the boundaries of sea/beach and sea/detached-breakwater (Figure 8). 

 
(a) (b) (c) 

Figure 8. NE to SW NDVI profile path on (a) RGB and (b) NDVI processed images; (c) NE to SW 
NDVI profile. The profile trend shows sharp discontinuities at sea/land limits. 

The spectral angle mapper (SAM) and matched filtering (MF) algorithms are very similar to 
NDVI but use all four bands (R, G, B, IR). SAM determines the spectral similarity between two spectra 
by calculating the angle between the spectra and treating them as vectors in a space with 
dimensionality equal to the number of bands. This technique, when used on calibrated reflectance 
data, is relatively insensitive to illumination and albedo effects [25]. MF, instead, maximizes the 
response of the known endmember and suppresses the response of the composite unknown 
background, thus matching the known signature [26] (Figure 9). 
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(a) (b) (c) 

Figure 9. NE to SW matched filtering (MF) muddy profile path on (a) RGB and (b) MF muddy 
processed images; (c) NE to SW MF muddy profile. The profile trend does not show sharp 
discontinuities at sea/land limits. 

The MF/SAM ratio has the characteristic of highlighting the transition from wet to dry sand that 
is revealed by a rapid change in the slope of the curve that represents it (Figure 10) 

. 

(a) (b) (c) 

Figure 10. NE to SW MF/spectral angle mapper (SAM) profile path on (a) RGB and (b) MF/SAM 
processed images; (c) NE to SW MF/SAM profile. The profile trend shows visible discontinuities at 
sea/land limits. 

The availability of the coastal blue band allowed us to exploit the algorithm called relative depth, 
developed by Stumpf and Holderied [27]. Using combinations of all bands provided a value of water 
depth up to about 14 m deep. 

As the name of the algorithm says, the depth is relative, and in fact the values vary between 0 
and 1; for bathymetric studies, therefore, control points measured to calibrate the model are required 
(Figures 11 & 12). 
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(a) (b) 

Figure 11. Relative depth algorithm results represented in (a) gray and (b) pseudocolor scales. 

 
(a) (b) (c) 

Figure 12. NE to SW relative depth profile path on (a) RGB and (b) relative depth processed images; 
(c) NE to SW relative depth profile. The profile trend shows almost vertical discontinuities at sea/land 
limits. 

Comparing the various algorithms (Figure 13), it can be observed that they all show a marked 
discontinuity near the actual line of contact between sea and land; it is important to note that values 
in the y direction are reported for every specific algorithm so are not directly comparable, but what 
is important to observe is the discontinuity in the different trends. Among them, the most efficient 
and accurate algorithm seems to be the relative depth, because the discontinuity shown at the passage 
between water and land is the deepest, showing an almost vertical trend; on the other hand, it can be 
noted that, at the pier, the deepness algorithm shows more than one discontinuity, making it more 
difficult to identify the two actual sea/detached-breakwater crossings. For this reason it was decided 
to deepen the study of this algorithm using the coastal blue band. 
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Figure 13. Comparison of the different algorithms on the same profile, black dashed lines are the 
actual water/ground limits (distances in the x direction are in meters along the profile, values in the y 
direction are reported for every specific algorithm so are not directly comparable). 

4.3. The Coastal Blue Band and the Relative Depth Algorithm 

The results obtained using the relative depth algorithm have suggested that it could be further 
enhanced to deepen the study by using the coastal blue band, although this is not present on all 
satellite platforms. One can get useful information not only on the coast but also on the first meters 
of the seabed thanks to its ability to penetrate clear water. For the study of the coastline, we have 
observed how the algorithm assumes a value of zero in the presence of land emersion (Figure 14) 
while reconstructing the profile of the seabed moving to the sea. 

 
(a) (b) 

Figure 14. Detail of relative depth algorithm results using coastal blue band; on (a) the profile trac, on 
(b) the resulting profile were open water is on the right. 

However, the depth is relative, and therefore some known depths are necessary to transform the 
relative depths into absolute values. The only official data on the depths in this area are those released 
by the Military Geographic Institute (IGMI), collected with various techniques and accuracy. The 
correct calibration of the results of the algorithms would require more accurate measurements taken 
at the same time as the acquisition of the image. The data provided by the IGM only allow us to make 
a rough evaluation of the trends of the algorithm itself. In this way, we obtained the absolute depth 
profile (Figure 15). 
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Figure 15. “Absolute depth” profile: along the y direction is the absolute depth and along the x 
direction is the progressive distance; all distances are in meters and open water is on the right. 

The general trend is very similar to the expected one (Figure 16), also highlighting the differences 
in altitude near the detached breakwater. Despite the use of a median filter, some circular bathymetric 
curves are observed that might not respond to real morphologies. This could be due to the high detail 
of the information or to some bias of the algorithm; to be able to evaluate with certainty the 
performance of the algorithm, it would also be necessary to have a survey with greater accuracy (for 
example, side scan sonar) performed at the same time as the acquisition of the image. 

 
Figure 16. “Absolute depth” bathymetric lines; open water is on the right. 

4.4. Supervised Multispectral Classification. 

To complete the framework of the experiments, a supervised multispectral classification was 
also performed using the maximum likelihood algorithm; for this purpose, several regions of interest 
(ROI) were defined, including four building classes and three vegetation classes (Figure 17). 
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(a) (b) 

Figure 17. Detail of a vegetated area on RGB image on (a) and corresponding classification classes on 
(b). 

The result obtained from such a classification was a new raster file in which, in each pixel, the 
digital number corresponding to the class of land cover to which the pixel itself has been associated 
is reported (Figure 18). This classification works equally well in the division of the various types of 
buildings and vegetation as well as with the separation of dry sand and wet sand. We compared the 
instantaneous shoreline thus obtained with the only official one available, that is the one reported in 
the regional map scale 1:5000, aware of the shifts due to different period, time, and phase of the 
waves, however, finding a good agreement that can only confirm that the coastline in this area has 
not undergone major changes. 

 
(a) (b) (c) 

Figure 18. (a) Pansharpened image; (b) classified image; (c) classes legend. 

5. Conclusions and Further Developments 

The purpose of this project was to identify the most efficient procedure for automatically 
extracting the instantaneous shoreline in sandy coasts of the Abruzzo region that are affected by 
severe erosion problems. What was important to observe were the possible discontinuities in the 
digital numbers of the images after treatment with the various algorithms; in fact, once any 
discontinuities have been identified, the edge-detector functions are able to easily draw border vector 
lines on the same discontinuities. Therefore, different algorithms have been tested and their trends 
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on the sea/beach passage have been examined, comparing them with the limits identified on the same 
image by an experienced photogrammetric operator. 

The algorithm that showed a trend with more sharp discontinuities and coinciding with those 
identified by the operator was the relative depth. However, this algorithm showed more 
discontinuities than those observable on the image at the pier. For this reason, it was subsequently 
experimented with to see if it was possible to improve the results using the coastal blue band. It has 
been verified that the costal blue with the relative depth eliminates the problem of the multiple 
detections. It can be deduced that the most accurate results for this specific application are obtained 
with the relative depth algorithm using the coastal blue band of the WorldView 2 satellite. 

As far as the use of the same algorithm for the evaluation of bathymetry is concerned, it is 
necessary to have precise, punctual measurements to calibrate it and measurements such as side scan 
sonar to verify it; both should be carried out at the same time as the acquisition of the image to be 
significant. 
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