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Abstract: In maritime logistics, accurately predicting the Estimated Time of Arrival (ETA) of vessels
is pivotal for optimizing port operations and the global supply chain. This study proposes a machine
learning method for predicting ETA, drawing on historical Automatic Identification System (AIS)
data spanning 2018 to 2020. The proposed framework includes a preprocessing module for extracting,
transforming, and applying feature engineering to raw AIS data, alongside a modeling module that
employs an XGBoost model to accurately estimate vessel travel times. The framework’s efficacy
was validated using AIS data from the Port of Houston, and the results indicate that the model can
estimate travel times with a Mean Absolute Percentage Error (MAPE) of just 5%. Moreover, the
model retains consistent accuracy in a simplified form, pointing towards the potential for reduced
complexity and increased generalizability in maritime ETA predictions.

Keywords: travel time; ETA prediction; AIS data; XGBoost

1. Introduction

Shipping plays a pivotal role in the intricate web of global trade, serving as the
lifeblood of international commerce. It facilitates the movement of goods across vast oceans
as well as connecting markets and economies in a seamless exchange of products and
resources. With over 80% of the world’s trade volume being carried by ships, the maritime
industry is a cornerstone of the global economy [1]. Consequently, the efficiency of the
shipping system, particularly in ports, yields a profound influence on global trade and
supply chains. Port congestion, which is attributed to 93.6% of delays, primarily stems
from congestion issues, and it underscores the critical need for effective port operational
planning [2]. For ports to function smoothly, ships must adhere to arrival schedules.
Research indicates that shipping delays significantly impact port operations. Consequently,
the estimated time of arrival (ETA) assumes a pivotal role in port operational planning and
management. ETA represents the anticipated date and time of a shipment’s arrival at a
specified destination. An uncertain ETA hampers the ability of ports to formulate efficient
logistics plans, emphasizing the crucial role of accurate arrival time predictions.

In maritime terms, a “narrow waterway” designates a constricted waterway charac-
terized by limited breadth and depth, posing navigational challenges. Contrasted with
the ample maneuvering space in open seas or larger water bodies, these confined areas
demand precise navigation. Skillful handling and often the aid of local pilots are essential
for navigating these constrained spaces [3]. Challenges include a restricted turning radius
where big vessels have to sail extra miles to make a U-turn [4], possible strong currents or
tides, and close quarters with other vessels or the boundaries of the waterway itself [5].
Deep-draft vessel navigation in main waterways is managed by channel pilots, tasked
with ensuring safe, orderly bidirectional traffic. The process begins as arriving deep-draft
vessels request pilotage. A pilot is assigned to a vessel when two key criteria are met: the
availability of the intended dock and the accessibility of the channel. Channel unavailability
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can arise from various factors, such as fog or the transit of large vessels. Since halting
in the main channel’s centerline is prohibited, vessels await at sea buoys or designated
anchorages until these conditions are fulfilled [3].

The Estimated Time of Arrival (ETA) in narrow waterways is crucial and significantly
impacts maritime operations. When a vessel completes its ocean journey and enters
shallow waterways, terminal operations need to be meticulously managed. This involves
guiding vessels through the waterway to their destination terminal for loading/unloading.
Predicting the ETA to the destination greatly affects terminal efficiency. The ETA is vital for
various operational decisions, such as scheduling at the terminal, assigning pilots to vessels,
controlling traffic at waterway–highway intersections such as bascule bridges, and decision-
making regarding dredging and temporary channel closures to manage maritime traffic
in channels and narrow waterways. This study focused on the critical role of travel time
estimation in narrow waterways for its significant implications for maritime transportation.

While the estimation of travel time on highways and roadways has been extensively
explored in the literature, there is a noticeable gap in research concerning the Estimated
Time of Arrival (ETA) for shipping systems. Traditional traffic estimation methods typically
rely on aggregated data such as traffic flow, average speed, and congestion distribution.
Additionally, statistical modeling of travel time has been applied in city planning. More
recently, machine learning techniques have gained prominence in studying vehicle travel
times within urban routes. These methods encompass established approaches like ran-
dom forest and decision trees, as well as sophisticated deep learning architectures. In
contemporary city planning, diverse deep learning structures, including Recurrent Neural
Networks (RNN) with Long-Short Term Memory (LSTM) [6] and even Graph Neural Net-
works (GNN) [7], are employed for travel time estimation. However, the majority of studies
focus on travel time estimation within city routes. This research uniquely employs a ma-
chine learning approach to estimating the time of arrival for ship movement in waterways,
extending from a specific origin to their destined locations.

To tackle the challenge of estimating travel time, this study introduces a machine
learning framework that leverages AIS data for predicting arrival times between two
points along sea routes. This framework is designed to not only process AIS data but also
incorporate additional spatial information about vessel trajectories, such as path weight
and segment features, as supplementary data inputs. The proposed framework involves the
initial preprocessing of AIS data, followed by inputting the prepared data into an XGBoost
(v 2.0.1) model and determining the optimal parameters for the model. Subsequently, the
trained model undergoes testing using historical AIS data to assess its performance. The
experimentation in this study is conducted on historical AIS data of Houston Ports in the
United States. The results demonstrate the efficacy of the model, evaluated through five
different metrics, namely, mean absolute error (MAE), root mean square error (RMSE),
R squared, mean absolute percentage error (MAPE), and root mean square logarithmic
error (RMSLE).

The subsequent sections of this paper are structured as follows: Section 2 provides a
review of related work in the field of estimating time of arrival. Section 3 outlines the AIS
data, defines the problem, and extracts important information from the dataset. Section 4
details the proposed model framework and its constituent modules. Finally, Section 5
presents our conclusions and outlines potential future research.

2. Related Works

Considerable research has been conducted on the precise and timely prediction of
Estimated Time of Arrival (ETA) to enhance decision-making across diverse application
domains. ETA prediction plays a vital role in air traffic control, impacting arrival sequenc-
ing, scheduling, methods for assigning airport gates, and flight arrival time [8–13]. In
the realm of road transportation, studies have been undertaken to forecast vehicle man-
agement [14], as well as the ETAs of buses [15,16], emergency ambulance services [17,18],
and cargo. The current literature lacks studies on estimating vessel arrival times in ports
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using historical tracking data. Vessel ETA from AIS messages are often unreliable due to
manual input. Despite the requirement for a 72 h advance notice, accurate predictions
are challenging, as authorities must verify notifications, the lead time is sometimes too
long, and there is a need for insight into approaching vessel volumes for optimal port
operations. Therefore, investigating the theoretical foundations and practical applications
of machine learning in a business context, research has delved into the performance of
various algorithms, including Random Forests, Neural Network architectures, and Linear
Regression, on different datasets related to maritime transportation [19]. These machine
learning algorithms are applied to provide a qualitative estimation of vessel ETA, aiming
to alleviate the consequences of inconsistent arrivals at ports [20].

2.1. Path Finding/Other Methods

In recent years, the Dijkstra algorithm [21], which is often used to find the shortest
path in problems, and its derivative, the A* algorithm [22], have been used in studies
to calculate routes considering weather conditions. Alessandrini et al. [23] discussed a
novel data-driven method for estimating vessel arrival times in port areas, leveraging the
abundant data available from ship reporting systems like (AIS) and Long-Range Identifica-
tion and Tracking (LRIT). The approach utilizes historical maritime traffic data from these
systems, focusing on a specific area of interest. It employs an optimized data-driven path-
finding algorithm to process these data. Chen et al. employed maritime image sequences
for predicting the trajectories of ships [24]. Park et al. [2] presented an ETA prediction
system based on a path-finding algorithm. With increasing container volumes and vessel
sizes, efficient port operations are crucial. The proposed methodology utilizes AIS data-
driven techniques, including data mining and reinforcement learning, to identify possible
vessel trajectories. Additionally, the Markov Chain property and Bayesian Sampling are
introduced to estimate the vessel’s speed over ground (SOG). Wu et al. [25] introduced an
AIS-data-based model for the precise estimation and distribution of vessels’ travel time and
trip numbers in narrow channels, crucial for efficient traffic control. The model involves
identifying a vessel’s destination dock, arrival/departure times, and estimating travel time
between specific points. Additionally, the model addresses the separation of a vessel’s trips,
contributing to a comprehensive understanding of its journey. Applied to the Houston Ship
Channel, the model reveals that travel times are lognormally distributed and influenced
by vessel characteristics. Interestingly, trip numbers and travel times exhibit a correlation,
providing valuable insights for channel management.

Wu et al. [26,27] examined the transit patterns of tankers and cargos through the
Sabine–Neches Waterway (SNWW). Unlike highway traffic, vessel travel time at the SNWW
and the entrance of Galveston Ship Channel showed independence from traffic density [28].
Kang et al. [29] studied 15 legs in the Singapore Strait, observing a correlation between
vessel travel time and traffic density. The disparity in findings may be attributed to
differing vessel volumes, with the Singapore Strait experiencing higher traffic than SNWW
and Galveston Ship Channel.

2.2. Machine Learning

Artificial intelligence is about building systems capable of understanding and solving
real-world problems by acquiring knowledge from experience. Machine learning is a
subfield of artificial intelligence that refers to the ability of extracting insights from data.
Machine learning models include deep learning, which is an advanced class of machine
learning, inspired by the human brain function and based on Artificial Neural Networks
(ANN) and representation learning. Deep learning has networks with the capability to
learn complicated concepts even with unstructured data.

2.2.1. Road Application

Several studies have used machine learning (ML) approaches to predict travel times
based on GPS traces from vehicles [30,31] or the so-called live Automatic Vehicle Locations
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(AVL) data [32,33]. Larsen et al. [34] employed an NN to predict the travel times of buses
using open real-time data derived from the Sao Paulo City bus fleet location, real-time
traffic data, and traffic forecast from Google Maps. Alam et al. [35] used a Recurrent
NN (RNN) architecture to predict the ETA irregularities by exploring live AVL data from
buses, provided by the Toronto Transit Commission, along with schedules retrieved from
GTFS and weather data. Chondrodima et al. [36] addressed the challenge of predicting
public transport ETA using General Transit Feed Specification (GTFS) data. The proposed
approach employs a novel combination of Particle Swarm Optimization (PSO) and Radial
Basis Function (RBF) neural networks, incorporating a modified PSO-NSFM algorithm
for training. A unique pre-processing pipeline, CR-GTFS, is introduced for cleansing and
reconstructing GTFS data.

2.2.2. Waterway Application

ANNs have been applied to solve some issues in shipping, for instance, container
flow forecasting [37], container dwell time [38], navigational behavior prediction [39], and
detecting navigable area for autonomous navigation [40]. To minimize the unpredictability
of ship arrivals, recent studies have turned to data mining methods for arrival prediction.
In [41], for instance, the author utilized a Neural Network (NN) model to forecast the time
intervals between ship arrivals. Subsequently, the predicted interval times are integrated
into a model that optimizes the allocation of human resources, leading to successful
outcomes that offer valuable support to planners. Pani et al. [42,43] utilized both k-means
and Ward’s method to cluster daily records from the Cagliari International Container
Terminal. This clustering aims to categorize arrival delays into three levels. Subsequently,
Classification and Regression Trees (CART), Random Forest (RF), and Naive Bayes (NB)
were employed to estimate the delay level. Notably, RF demonstrated superior predictive
performance, boasting a relative absolute error of 29% when compared to CART and NB. In
a different approach. Pallotta et al. [44] introduced the unsupervised method Traffic Route
Extraction and Anomaly Detection (TREAD) to learn a statistical model from AIS data for
maritime traffic at the Cagliari International Container Terminal. Pani et al. [20] employed
Logistic Regression (LR), CART, and RF to estimate arrival ship deviations at both the
Cagliari International Container Terminal and the PSA-Antwerp terminal. Additionally,
Parolas et al. [45] applied Support Vector Machines (SVM) and NN to predict ETA for
container ships arriving at the Port of Rotterdam. The results showed that both SVM and
NN outperformed ETA predictions based on ship agent estimations, with SVM models
surpassing NN in Mean Absolute Error. Collectively, these studies hold significance and
provide valuable references for the application of data mining in predicting ship arrival
times at specific ports. Noman et al. [46] investigated the use of Gradient Boosting Decision
Trees (GBDT), Multi-Layer Perceptron Neural Networks (MLP), and Gated Recurrent Unit
Neural Networks (GRU) for predicting vessel ETA in inland waterways. It used historical
AIS data for training and compared the accuracy of these methods. The GRU algorithm
outperformed the others. Yu et al. [47] focused on ship arrival prediction and its impact on
the daily operations of Gangji (Yining) Container Terminal (GYCT) in China. Utilizing data
mining methods such as Back-Propagation network (BP), CART, and RF, the study aims to
enhance the accuracy of predicting ship arrival delays or advances. The results indicate
that RF outperforms BP and CART, with ETA month and ship length identified as crucial
factors influencing arrivals at GYCT.

3. Problem Definition
AIS Data

The Automatic Identification System (AIS), first introduced in 1990, is used in maritime
traffic to record the historical trajectory of vessels. Its main objectives are to enhance mar-
itime safety, improve situational awareness, and facilitate efficient maritime operations. In
2004, the International Maritime Organization (IMO) required all ships exceeding 300 gross
tonnages to record and broadcast AIS data [48].
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The frequency of AIS message transmission from vessels varies from 2 to 30 s, depend-
ing on their speed. The range at which these messages can be received is influenced by
various factors such as signal propagation conditions, sea state, and the height and strength
of the transmitting and receiving antennas. Reception ranges can vary from 20 nautical
miles to up to 350 nautical miles under optimal conditions. Typically, an AIS receiver
network is expected to achieve an average reception radius of around 40 nautical miles.

AIS operates by acquiring position and movement data from the vessel’s GPS system
or an internal sensor within the AIS unit. These data, along with other programmable
information from the AIS unit (such as Maritime Mobile Service Identity (MMSI) number,
vessel name, destination, and cargo type), are periodically transmitted. The system not
only sends out information but also receives data from other vessels’ AIS systems.

Each AIS message contains both static and dynamic information. Static information
includes vessel attributes, while dynamic information covers the spatial-temporal data
of the vessel [3]. The MarineCadastre website provides access to AIS data [49]. Table 1
displays the static and dynamic information contained in AIS data.

Table 1. Static and dynamic information in AIS data.

Static Information Dynamic Information

MMSI Number Ship’s Position with Accuracy indication

IMO Number Position timestamp (in UTC)

Name and Call Sign Course Over Ground (COG)

Length and Beam

Type of Ship

Location of Position

The first challenge in ETA analysis is to transform raw AIS messages into useful
data required in ETA prediction. As shown in Table 1, AIS data do not include trip
information such as trip number, trip origin, destination, start time, and end time. To get
such information, we apply a trip separation algorithm to raw AIS data. The algorithm
works based on comparing each vessel’s AIS message and the previous one. It uses a hash
table to capture the last AIS record of each vessel. Then, it calculates the time and length
difference between the current and the last records. The calculated time difference and
spatial distance help us to filter redundancies and noises. As the next step, it assumes a
vessel’s direction is “Stopped” if its speed is less than two knots (~1.151 miles per hour).
Defining one stop to the next one as a vessel trip, the algorithm assigns trip numbers to
the processed AIS data. Finally, the processed data are stored in a local database. This
paper does not discuss the algorithm but rather uses its output to predict ETA for vessels.
For an in-depth exploration of the methodology, we recommend reviewing our previous
works [50,51].

In this study, we applied our trip separation method to extract trip data from raw AIS
data. To estimate the time of arrival for vessels, this information has to be transformed into
the form of a complete trip for each vessel. A complete trip dataset includes longitude and
latitude coordinates from the origin to the destination, the time taken for each trip, and a
sequence of segments representing the vessel’s path. The methodology section provides a
comprehensive explanation of the algorithm.

4. Methodology

The model proposed in this study consists of three modules. In the first module, AIS
data undergo preprocessing, and new features are incorporated into the dataset. The second
module utilizes the preprocessed data to train an XGBoost (v 2.0.1) model, incorporating
hyperparameter optimization and defining a validation strategy. The final module is
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dedicated to applying the trained model to a test dataset and comparing the results with
the actual travel time. The three modules are illustrated in Figure 1.
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Subsequent sections provide a more detailed explanation of each module.

4.1. Module 1: Preprocessing

The model module cannot directly use raw AIS data; hence, preprocessing is essential
before feeding the data into the model. This preprocessing module encompasses various
steps, such as addressing missing values, feature engineering, and implementing Principal
Component Analysis for dimensionality reduction. The subsequent sections elaborate on
each of these steps in greater detail.

4.1.1. Segmentation of Area of Interest

The vessel’s journey from its origin to its destination involves traversing a predefined
route. To facilitate the tracking of the vessel’s path, a network of segments is established
using a Geographical Information System (GIS) layer, which maps all waterways within the
designated Area of Interest (AoI). For this study, the AoI is the Gulf Intracoastal Waterway
(GIWW). To segment the waterway, a function in QGIS (v 3.32.3) named “split line to
maximum length” is utilized, dividing the channel’s centerline into segments of 2 miles
each. As the vessel moves through these segments, the IDs of the segments it passes are
captured and stored as features in the database. A schematic representation of this network
of segments is depicted in Figure 2.
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4.1.2. Extracting Features from Raw AIS Data

AIS data encompass details such as a vessel’s location, speed, date, and time. In
this section, the primary features are initially extracted from the raw data utilizing the
Sedaghat [50,51] algorithm. Their approach enables the retrieval of information related to a
vessel’s route, velocity, direction, and trip number.

In the next step, the extracted information is processed to compute a complete trip for
each vessel. A complete trip normally starts from the ocean and ends at a terminal and
vice versa. A trip is deemed complete when there is a change in the vessel’s trip number.
Consequently, the data processed in the previous step are organized by trip number for each
vessel, considering the latitude and longitude of the origin and destination. Subsequently,
the travel time for the entire trip is computed. A visual representation of a complete trip is
depicted in Figure 3.
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As illustrated in Figure 3, when there is a change in the vessel’s trip number, it signifies
the completion of the previous trip. Consequently, the AIS information of the origin and
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destination, along with the corresponding travel time, can be computed. For example, in
Figure 3, a complete trip can be calculated using Equation (1)

ODtrip = Pi+2(LONi+2, LATi+2, ti+2, TNi+1)− Pi(LONi, LATi, ti, TNi) (1)

where LONi, LATi, ti, and TNi represent the longitude, latitude, time, and trip number at
location i, respectively.

4.1.3. Principal Component Analysis

Principal Component Analysis (PCA) is a powerful statistical technique used to re-
duce the dimensionality of data while preserving as much information as possible. This
is achieved by identifying a set of orthogonal (uncorrelated) directions called principal
components (PCs) that capture the greatest variance in the data. By projecting the data
onto these PCs, we can obtain a lower-dimensional representation that is often sufficient
for many tasks, including visualization, data analysis, and machine learning [52]. Principal
components can be calculated by using singular value decomposition (SVD) of the dataset
matrix. The SVD of the matrix X can be expressed as Equation (2)

X = UΣVT (2)

where:

• U is an N × N orthogonal matrix containing the left singular vectors.
• Σ is an N × D diagonal matrix containing the singular values on the diagonal.
• V is a D × D orthogonal matrix containing the right singular vectors.

To compute the principal components (PCs) of the X dataset, the singular value
decomposition of the dataset must be calculated initially. Subsequently, by selecting the
top K right singular vectors (VK) and their corresponding singular values (ΣK), where
K represents the desired dimensionality of the reduced data, the projected X in the new
dimension can be calculated using Equation (3):

Xnew = XVKΣ(−1/2)
K (3)

where Σ(−1/2)
K is a diagonal matrix containing the reciprocal square root of the top K

singular values.
PCA method also can be used as a method to reduce noise in the dataset by mapping

data to a new space without reducing the dimensionality of the dataset. In this study PCA
algorithm is applied to the latitude and longitude of the origin and destination feature to
map the data to a new space with lower noise.

4.1.4. Feature Engineering

In machine learning, feature engineering involves extracting and manipulating data
to transform them into a format suitable for training and improving the performance
of machine learning models. This process allows the model to better understand the
underlying patterns and relationships within the data, leading to more accurate and
generalizable predictions. In this study, season, hour, minutes, and day of the week of trip
beginning are extracted from raw AIS data and added to the dataset to improve model
accuracy. Also, two new features are introduced including vessel segments path and path
weight. These new features are explained in more detail in the following sections.

Vessel Segments Path

In the AIS data provided for ETA prediction, the trajectory of vessels that pass through
different segments is introduced. In this study, all segments for every vessel are incorpo-
rated into the dataset as a one-hot-encoded vector appended to the original dataset. While
this approach introduces additional sparsity to the dataset, it enriches the dataset with
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more information about vessel paths from origin to destination, thereby aiding the model
in achieving more accurate travel time estimations. The encoded representation of each
segment is defined by Equation (4):

esegment =

{
1 if vessel path through segment

0 otherwise
(4)

Path Weight

The trajectory each vessel follows plays a crucial role in determining its arrival time,
with vessels navigating through busier routes expected to experience longer travel dura-
tions. Consequently, it is reasonable to infer that each path taken during shipment holds
distinct weights that significantly influence arrival times. In this research, we propose a new
feature termed “path weight”, which serves as an indicator of the congestion level along a
vessel’s route. Given that our dataset represents vessel paths through discrete segments,
we define the segment weight based on the frequency of vessel passages through these
segments. As the number of vessels traversing a segment increases, the corresponding
segment weight is proportionally amplified. The mathematical representation of segment
weight is denoted as Equation (5):

wsegment =
1
N

N

∑
i=1

esegment (5)

where N is the total number of samples, and esegment represents one hot encode of the
segment, as defined by Equation (4).

Path weight is the total sum of segments if the vessel path is through the segment and
is defined by Equation (6):

Wpath,i =
j=L

∑
j=0

Wsegments ∗ Ii,j
′ (6)

where L is the total number of segments, and Wsegments, II,j is defined by Equation (7).

Wsegments = [w0, w1, w2, . . . ..wL]
Ii,j = [e0, e1, e2, . . . ..eL]

(7)

The concept of path weight essentially represents the significance of a vessel’s trajectory
during each trip. As the path weight increases, it signifies a longer travel time for the vessel,
indicating that the trajectory traverses through busier segments.

4.2. Module 2: Modeling

Once the raw data have been thoroughly preprocessed, they are fed into the modeling
module for further analysis. This module encompasses the training of the model and the
identification of optimal hyperparameters, accomplished through a predefined validation
strategy. The subsequent paragraphs delve into a more comprehensive explanation of each
of these steps.

In this research, the XGBoost (v 2.0.1) algorithm serves as the modeling module for
Estimated Time of Arrival (ETA) prediction. XGBoost, a prominent member of the ensemble
learning family, is chosen for its potency and widespread application in machine learning.
XGBoost combines the strengths of both bagging and boosting techniques, creating a robust
and highly accurate model. The algorithm works by iteratively training weak learners,
typically decision trees, and boosting their performance by focusing on the mistakes made
in previous iterations. It employs a unique regularization term in its objective function,
which helps prevent overfitting and enhances generalization [53].
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Based on gradient boosting method, XGBoost uses the k additive function to predict
the output as expressed by Equation (8).

ŷi =
K

∑
k=1

fk(Xi), fk ∈ F (8)

where fk is an independent Classification and Regression Tree (CART) at each k step that
maps input variable Xi to output variable yi. And F is space of all possible CARTs. The
XGBoost algorithm tries to minimize the regularized objective function which is defined in
Equation (9):

Obj = ∑
i

l(ŷi, yi) + ∑
k

Ω(fk)

Ω = γT + 1
2λ∥w∥2

(9)

where T is number of leaves in the tree, w is the score in corresponding leaves, and
γ, λ are regularization coefficients. The regularized objective function comprises two
parts. Training loss function l and regularization term Ω. The training loss l indicates
the difference between the predicted (ŷ i) and actual (y i) value. The regularization term
shows the complexity of models, which helps the model to avoid overfitting to the dataset.

XGBoost incorporates two key techniques: shrinkage and column subsampling.
Shrinkage reduces the impact of each tree by scaling down the weights added in each
boosting step, which helps in mitigating overfitting. On the other hand, column subsam-
pling enhances the training speed by selecting a random subset of input features for the
construction of each tree.

XGBoost exhibits high sensitivity to its hyperparameters, with an increase in the
tree size potentially leading to overfitting issues. Consequently, identifying appropriate
hyperparameters is crucial for achieving a well-generalized model. This study attained op-
timal hyperparameters for the model by assessing its performance on a validation dataset.
Employing the stratified cross-validation method, the model’s hyperparameters were deter-
mined based on its performance in the validation dataset. The dataset is divided into 5 folds,
ensuring consistency in the frequency of the day-of-the-week feature across all partitions.
Consequently, the model’s hyperparameters are estimated to minimize a predefined metric
(Root Mean Square Logarithmic Error or RMSLE) on the validation dataset.

Metrics

In this study, five distinct metrics were employed to assess the model’s performance.
These metrics encompass R2, Root Mean Square Error (RMSE), Mean Absolute Error
(MAE), Mean Absolute Percentage Error (MAPE), and Root Mean Square Logarithmic
Error (RMSLE). The mathematical definitions of each of these metrics are provided in
Equation (10).

R2 = 1 − ∑N
i=1(y(i)−ŷ(i))2

∑N
i=1(y(i)−y(i))2

RMSE =

√
∑N

i=1∥y(i)−ŷ(i)∥2

N

MAE = 1
N

N
∑

i=1
|y(i)− ŷ(i)|

MAPE = 100
N

N
∑

i=1

∣∣∣ y(i)−ŷ(i)
y(i)

∣∣∣
RMSLE =

√
1
N

N
∑

i=1

(
log 1+ŷ(i)

1+y(i)

)2

(10)

where y(i) is the actual target value, and ŷ(i) is the predicted target value for all evaluation
metrics. Note that RMSLE is used as a metric to estimate the best hyperparameters of
the model.
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4.3. Module 3: Apply Model

In this module, the trained model with optimized hyperparameters is applied to the
test dataset, and its performance is evaluated using the metrics defined in the Metric section.
Additionally, this module includes visualizations to illustrate the efficiency of the model.

5. Experimental Study

The proposed methodology to estimate the time of arrival of vessel was evaluated by
considering port of Houston in the United States. Port of Houston was ranked the second
busiest seaport in the United States by total tonnage in 2013. The Houston Ship Channel
(HSC), spanning 52 miles, is home to approximately 200 private and public industrial
terminals. Annually, the HSC facilitates the transportation of over 247 million tons of cargo
through the passage of more than 8200 vessels and 215,000 barges [2]. This vital waterway
is integral to the support of Texas’ energy and petrochemical sectors. The detailed use of
the AIS data is summarized in Table 2.

Table 2. Summarized AIS data.

Variable Description

Data AIS data of 4330 Cargo and Tankers

Historical Period January 2018 to April 2020

Features MMSI, Vessel type, Date, Latitude, Longitude

In this study, data from 2018 were used for model training, and data from 2019 and
2020 were used in testing the model performance. These raw data were first fed to the
preprocessing module to extract proper features for model training.

5.1. Preprocessing Module

Within this module, feature extraction, identification of missing values, feature engi-
neering, and the division of data into training and testing sets were carried out. Following
the approach suggested by Sedaghat et al. [50,51], the initial features were extracted from
the raw data in the first step. Table 3 displays the list of features extracted from the raw data.

Table 3. Extracted initial features from raw AIS data.

Features

MMSI Vessel Type Trip Number

Direction Date Location

Segment id

To apply AIS data to the ETA problem, the initial features need to be transformed
into the structure of a complete trip, encompassing a specific origin, destination, and
corresponding travel time.

The resulting dataset, formatted with origin and destination information, is subse-
quently input into the dimension reduction and feature engineering section. This process is
undertaken to compute the path weight and the path of vessel segments.

The path weight distribution of the training and test data is shown in Figure 4. As
Figure 4 shows, the majority of shipment trips passed through lower-traffic routes. How-
ever, there are cases where vessels follow busier routes, leading to increased travel time and,
consequently, elevating the significance of the corresponding segments in the estimation of
travel time.
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5.2. Modeling Module
5.2.1. Hyperparameter Optimization

As previously mentioned, XGBoost’s performance heavily relies on its hyperparame-
ters. Therefore, selecting the right hyperparameters is crucial for enhancing the model’s
generalization abilities. In this research, the model’s optimal hyperparameters were de-
termined based on its validation dataset performance. To identify a suitable validation
dataset, a stratified cross-validation approach was employed, dividing the training dataset
into five distinct segments. Additionally, to ensure a balanced distribution of trips across
all segments, the day of the week was used as the stratification feature. Furthermore, the
Root Mean Square Logarithmic Error (RMSLE) was adopted as the metric for optimal
parameter identification. Table 4 displays the optimal hyperparameters and their ranges.
Our experiments achieved an overall validation score of RMSLE = 0.07.

Table 4. Optimal hyperparameters and their corresponding range.

Hyperparameter Range Increment Method Optimal Value

λ (1 × 10−3, 10) Loguniform 0.009

α (1 × 10−3,10) Loguniform 1.03

Colsample by tree (0.3, 1.0) 0.1 0.7

Sub sample (0.4, 1.0) 0.1 0.4

Learning rate (0.008, 0.02) 0.001 0.014

Max depth (10, 80) 10 40

Min child weight (1, 300) uniform 5

5.2.2. Model Training

This section is divided into two distinct parts. The first part involves applying a tuned
model to the training dataset with all predefined features, followed by an evaluation of its
performance using the defined metrics in the Metrics section. In the second part, the effect
of reducing the size of the feature is investigated, and the model is reassessed on metrics.

The performance of the tuned model is illustrated in Figure 5. Figure 5 demonstrates
that the difference between the training and validation data is sufficiently minimal, indicat-
ing that the model is not overfitted to the training data across all folds.
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Figure 6 illustrates the Cumulative Density Function of feature importance. The
visualization in Figure 6 reveals that the number of features essential for model accuracy is
considerably fewer than the total number of features. Our analysis indicates that merely
28% of features, encompassing all the segments traversed by ships, account for 99% of
the model’s feature importance. Critical among these are path weight, the latitude and
longitude of both origin and destination and the busiest segments, which significantly
influence the model’s performance. Notably, our findings suggest that the date and time of
the trip do not significantly impact the accuracy of the model.
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Table 5 presents a comparison of the performance metrics for both the tuned model and
the simplified model. This comparison highlights that removing less significant features
has a negligible impact on the overall performance of the model. However, it significantly
simplifies the model by reducing the sparsity of the dataset.

Table 5. Tuned full and simplified model accuracies.

Metric Tuned Full Model Reduced Model

R2 0.99 0.98

MAE [min] 6.35 6.81

MSE [min] 95.01 105.21

MAPE 0.05 0.05



J. Mar. Sci. Eng. 2024, 12, 215 14 of 17

5.3. Apply Model

This module assesses the performance of the trained model using a test dataset, which
comprises historical AIS data from trips taken during 2019 and 2020. The corresponding
performance evaluation is depicted in Figure 7. To construct Figure 7, the travel times of
vessels are segmented into 30 min intervals. Within each interval, the average travel time
is compared with the distribution of the model’s estimated travel times. As indicated by
Figure 7, the model’s estimated time distribution aligns closely with the average travel time
for each interval. Notably, the model exhibits greater accuracy for shorter travel durations.
However, for longer trips (longer than 180 min), the figure shows that the travel time
estimates are more dispersed around the average, indicating reduced accuracy for these
longer journeys.
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Table 6 displays the performance of the model on the test dataset. It demonstrates that
both the trained model and the trained simplified model maintain consistent performance
across all metrics on the test dataset, comparable to their performance on the training data.

Table 6. Model accuracy on test data.

Metric Tuned Full Model Reduced Model

R2 0.98 0.98

MAE [min] 6.49 6.41

MSE [min] 136.01 127.61

MAPE 0.05 0.05

6. Conclusions

This research presents a comprehensive study on estimated time of arrival (ETA)
for vessels in channels and narrow waterways. Using historical Automatic Identification
System (AIS) data from 2018 to 2020, this study introduces a machine learning framework
to transform raw data, perform feature engineering and preprocessing, and, finally, predict
vessel arrival time in channels. The proposed XGBoost model shows high performance
across all metrics. The model can predict travel time with only 5% mean absolute error
and with 98% R2. Moreover, the experimental results show that the model can maintain
consistent accuracy even using a simplified structure. The less complex model not only
preserves accuracy but also offers computational efficiency by addressing the sparsity in
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the dataset. The model also shows varying accuracy across different trip durations. While
it shows higher precision for shorter trips, its predictions for longer trips (over 180 min)
display a wider dispersion around the average values. It should be noted that our study
focuses on ETA prediction for vessels from anchorage areas in the ocean to their destination
terminals and vice versa. Therefore, a small portion of trips are longer than 180 min. The
other area for future research would be model production in real-time and integrating our
model results with port and channel operations.
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