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Abstract: This paper proposes a new method for compensating current measurement errors in
shipboard permanent magnet propulsion motors. The method utilizes cascade decoupling second-
order generalized integrators (SOGIs) and adaptive linear neurons (ADALINEs) as the current
harmonic extractor and the compensator, respectively. It can compensate for the dq-axes offset and
scaling errors simultaneously, improving phase current distortion while reducing the ripples of
motor speed and torque. Compared to the traditional motor model-based compensation strategies,
the proposed method is robust against the changes in motor parameters with the online adaptive
capability of the ADALINE algorithm. Furthermore, due to the good real-time performance of
SOGIs and ADALINEs, the proposed compensation strategy can effectively operate in both the
steady state and transient state of the motor. Finally, the effectiveness of the proposed method is
verified through the physical and hardware-in-the-loop (HIL) experiments. After compensating for
the current measurement errors of a 1 kW test motor with the propeller-characteristics load, the
torque ripple and speed ripple are reduced by more than 65% and 80%, respectively. At the same
time, the DC component and the second-order and third-order harmonics in the phase currents are
also significantly reduced. Similar test results can be also obtained on the HIL platform with a 100 kW
permanent magnet motor.

Keywords: small-sized surface vehicle propulsion motor; permanent magnet synchronous
motor (PMSM); second-order generalized integrator (SOGI); current measurement errors; current
harmonics compensation

1. Introduction

Ships and marine equipment are becoming increasingly electrified and intelligent,
which requires efficient, reliable energy sources and smart integrated solutions [1]. At
present, electric propulsion systems have been widely used in ships [2], underactuated
surface vessels (USVs) [3], autonomous surface vehicles (ASVs) [4], and other fields.
Among them, PMSMs are frequently employed as propulsion motors due to their su-
perior power density and efficiency [5,6]. The permanent magnet propulsion motor
and its variable frequency drive system are the heart of the ship, and their control
performance directly determines the safety and energy-saving capacity of the ship’s
navigation. In PMSM drive systems, accurate current measurements are essential for
achieving high control performance, especially for motors that use the position sensor-
less control strategy [2], because the essence of vector control is actually the current
control. However, in the drive control system of a ship motor, the sensors function
within a challenging marine environment characterized by prolonged exposure to high
temperatures, elevated humidity, and high levels of salt, which could cause aging, noise,
thermal drift, and other problems in current sensors and related circuits, further affecting
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current measurement accuracy [7,8]. Consequently, errors are inevitably introduced into
the measurements of the sampling current.

Current measurement errors can be categorized as offset errors and scaling errors. In
the vector control system of PMSMs, real-time sampling of the stator currents is essential
for the operation of the closed-loop control system. As shown in Figure 1, stator currents
are converted into voltage signals by current sensors. Then, the amplitude is adjusted
by a differential amplifier and a low-pass filter, and finally converted into a digital signal
through an A/D converter for calculation in DSP [9]. In this process, offset error is intro-
duced into the sampling currents of the PMSM due to the residual current of the current
sensor, the thermal drift of the conditioning circuit, and the deviation of the operational
amplifier. Furthermore, scaling error is primarily caused by the nonlinearity of the current
sensor, nonideal factors in operational amplifiers, and the quantization error of an A/D
converter [8].
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The errors of the abc-axes measurement currents are transformed into measurement
errors of the dq-axes currents through coordinate transformation. Then, there are pulsation
components in the dq-axes currents, which subsequently results in ripples in speed [9]. The
offset and scaling error can generate the first- and second-order pulsating components in
the speed. The speed ripples can further cause motor vibration and noise, especially at low
speeds, which affect the comfort of the ship and are unacceptable. In addition, the speed
ripples result in a decrease in reliability under fault conditions [10].

In addition, current measurement errors can indirectly cause adverse effects. For
position sensorless control systems, phase currents play a crucial role in the estimation of
the rotor position. Hence, current measurement errors can increase the estimation error of
the rotor position and impact the control performance [11]. For an inverter nonlinear com-
pensation algorithm, current measurement errors can result in an inaccurate determination
of the time at which the phase current zero-crossing point occurs, thereby compromising
the accuracy of the dead-zone compensation [12,13]. Therefore, current measurement errors
need to be well compensated for to achieve higher performance.

Various compensation methods have been proposed to eliminate current measure-
ment errors which can be divided into manual calibration and online compensation. The
manual calibration methods compensate for current measurement errors by conducting
offline calibrations during the initial system adjustment or periodically during produc-
tive operation [14]. However, this method relies on high-precision calibration devices
and must be repeated as the equipment parts age. This process is both expensive and
time-consuming [15].

Therefore, many researchers have conducted various studies on online compensation
algorithms. The proposed compensation strategies can be classified into two categories.
One solution is to address the issue of limited gain of the PI controller at disturbance fre-
quency. Resonance controllers [16,17], repetitive controllers [18–20], and iterative learning
control [21,22] are used to mitigate the ripples in speed by elevating the gain of the speed
loop at the disturbance frequency. However, these strategies complicate the development
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of the outer loop regulator. In addition, measurement errors in the d-axis current are not
suppressed and still exist.

Another option is to compensate for these errors. In Ref. [7], by comparing the
predicted currents with the measured currents, the offset error is directly estimated and
then deducted from the measured currents. However, an accurate machine model is
required to calculate the offset error. In Ref. [9], the torque ripple and speed ripple caused
by current measurement errors can be mitigated by compensating for the q-axis current
error. However, this strategy is an open-loop compensating method and relies on precise
mechanical parameters. As a result, the performance is degraded due to uncertainties in
these parameters. A current offset error compensation scheme is proposed in Ref. [23].
However, the performance is influenced by the saturation of the current regulator, and
only the offset error is considered. The scaling error is estimated and compensated for
in Ref. [24] by the method of high-frequency injections. However, only scaling error is
considered, and additional high-frequency torque ripples and iron loss may be introduced.
Ref. [25] utilizes the output signal of the integrator from the d-axis PI current regulator to
compensate for current measurement errors. However, the proposed algorithm requires an
accurate rotor position for piecewise integration. As a result, the accuracy will decrease in
the high-speed range due to the reduced resolution. Ref. [26] proposed a compensating
strategy by exploiting voltage errors. However, this method also depends on accurate
parameter determination, and it assumes that the time derivative of d- and q-axis currents is
small enough to be neglected, which limits its applicability. Additionally, several integrators
are used to avoid the steady-state error, and the selection of the proper gain is difficult due
to unknown motor parameters. Thus, the gains are always determined through empirical
methods, and the compensation exhibits a minor delay in phase.

The initial application of the second-order generalized integrator (SOGI) involves the
generation of orthogonal voltage within a grid-connected inverter system [27]. Then, it is
widely used in power grid systems and PMSM control systems due to its simple structure,
low computational burden, and high filtering capability [28–35]. Ref. [28] designed a har-
monic decoupling network composed of multiple SOGIs and proposed a new method for
grid-connected power converters to achieve adaptive synchronization of multi-resonant
frequencies. This technique allows for the precise identification of the positive and negative
sequence components of the fundamental frequency of the grid voltage, as well as their
associated harmonics, even in complex grid environments. Ref. [29] proposes a series
structure using SOGI as a prefilter to effectively solve the issues with sub-harmonic and
direct current (DC) offset voltages in the output voltage of a three-phase photovoltaic
system. In Ref. [30], the decoupling SOGI network is used in the sensorless method of
motor control to reduce the 6k-order harmonic error in the estimated position and improve
the accuracy of the motor position observer. In Ref. [31], SOGI serves as a bandpass filter
in conjunction with a PI controller in the d-axis current regulator. In the q-axis current
regulator, SOGI functions as a band-stop filter and is linked in a series configuration with
a proportional–integral controller. This configuration greatly enhances the stability and
position estimation accuracy of PMSMs. Ref. [32] designed a second-order generalized
integral flux observer (SOIFO) for estimating the rotor flux of PMSMs. Based on the SOGI
structure, SOIFO limits the DC component to a specific range and completely eliminates
the fifth- and seventh-order harmonic components. Ref. [35] proposes a frequency-adaptive
flux observer that combines the static reference frame integrator with the rotor reference
frame integrator, which improves the accuracy of the flux observer. It can be seen that
SOGI is mainly used for flux linkage observation in sensorless motor control, but is rarely
used for current measurement error suppression in PMSMs. In our previous work, cascade
decoupling SOGIs are applied to the extraction of the speed pulsation component, and the
equation group that can solve the current measurement errors is constructed by multiple in-
jection errors [36]. However, this method can only be applied under steady-state conditions.
Ref. [37] investigates the quantization error of current sensors caused by analog-to-digital
converters. This paper proposes the use of dithering techniques in combination with a
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Kalman filter to suppress quantization effects. This approach aims to both minimize the
quantization error and decrease the overall level of measurement noise. However, it is
essential to acknowledge that this paper assumes that the current measurement system
is well calibrated, disregarding any current scaling and offset errors. Additionally, this
method requires accurate model parameters and voltage measurements.

This article proposes a novel dq-axes current measurement error compensation method
for ship permanent magnet propulsion motors for the first time, which includes a current
harmonic extractor based on cascade decoupling SOGIs and an error compensator based
on ADALINEs. Table 1 summarizes and compares the compensation method proposed in
this article and existing solutions. The main contributions of this article are as follows:

Table 1. Summary and comparison of current measurement error suppression methods.

Method Motor Operating
Conditions

Error
Compensated

Dependence on
Motor

Parameters

Highly Dynamic
(✓Yes/×No)

Speed/Torque
Improved

(✓Yes/×No)

Phase Current
Distortion
Improved

In [7] Low–high speed Offset Dependent ✓ ✓ Medium
In [8] Low speed Offset and scaling Dependent - ✓ -
In [9] Low speed Offset and scaling Dependent - ✓ -

In [15,17] Low speed Offset and scaling Independent ✓ ✓ Low
In [18,20] Low speed Offset and scaling Independent ✓ ✓ Low
In [21,22] Low speed Offset and scaling Independent ✓ ✓ Low

In [23] Low–high speed Offset Independent ✓ ✓ -
In [24] Low speed Scaling Independent × - Medium
In [25] Low speed Offset and scaling Independent - ✓ -
In [26] Low–high speed Offset and scaling Dependent × ✓ -
In [36] Steady state Offset and scaling Independent × ✓ High

Proposed
Method Low–high speed Offset and scaling Independent ✓ ✓ High

(1) This compensation method does not require the use of motor parameters and can
simultaneously compensate for the offset and scaling errors of the dq-axes. Therefore, while
reducing the speed and torque ripple of the permanent magnet propulsion motor, it can
also improve phase current imbalance and reduce harmonic distortion.

(2) The designed current harmonic extractor can decouple the interaction between
harmonics and accurately extract the first- and second-order pulsating components caused
by current measurement errors. This harmonic extraction method has good real-time
performance, allowing the compensation strategy to operate effectively in both steady-state
and transient conditions of the motor.

(3) The parameter design criteria of the compensation method are given so that it
can improve the steady-state performance of the permanent magnet propulsion motor
under ship propeller load conditions while still maintaining the same excellent dynamic
performance as traditional vector control.

The rest of the paper is organized as follows: Section 2 provides a detailed analysis
of the current measurement errors and their impact on the PMSM. Section 3 proposes an
improved dq-axes current harmonic compensation strategy and analyzes the frequency
domain characteristics of the cascade decoupling SOGI extractor and the ADALINE com-
pensator. Furthermore, the equivalent relationship between the amplitude response of
SOGIs and that of the critically damped second-order system is clarified, and the basis for
parameter selection is provided. Section 4 conducts experiments from four perspectives: pa-
rameter tuning, steady-state performance, dynamic performance, and comparison with the
method in Ref. [15]. The effectiveness of this method has been verified through experiments
on an actual 1 kW PMSM propulsion system and testing of a 100 kW propulsion motor
system in a hardware-in-the-loop platform. Finally, the main conclusions are presented in
Section 5.
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2. Analysis of Current Measurement Errors
2.1. Offset Error

For cost-saving considerations, usually only two current sensors are employed to
acquire the phase current values. Thus, three phase measurement currents with offset error
are as follows:

iA_meas1 = iA + ∆iA_offset
iB_meas1 = iB + ∆iB_offset

iC_meas1 = −iA_meas1 − iB_meas1

(1)

where iA and iB are the real phase currents, and ∆iA_offset and ∆iB_offset are the offset errors.
Then, the dq-axes currents, which are calculated from the phase currents through coor-

dinate transformation, can be expressed by Equation (2), and the errors are also preserved.

id_meas1 = id + ∆id_offset
iq_meas1 = iq + ∆iq_offset

(2)

where id and iq are real dq-axes currents and, ∆id_offset and ∆iq_offset are caused by the offset
error and expressed as follows:

[
∆id_offset
∆iq_offset

]
= T3s/2r

 ∆iA_offset
∆iB_offset

−∆iA_offset − ∆iB_offset

 (3)

where T3s/2r is the transformation matrix (from the ABC to the dq reference frame). Equation (3)
can be expressed as follows: {

∆id_offset = Ioffset sin(ωet + α)
∆iq_offset = Ioffset cos(ωet + α)

(4)

where ωe is the rotational speed in the electrical angle, and the following is obtained:

Ioffset =
2√
3

√
∆i2A_offset + ∆iA_offset∆iB_offset + ∆i2B_offset

α = tan−1(
√

3∆iA_offset
∆iA_offset+2∆iB_offset

)
(5)

When using the vector control method with id = 0, the torque equation can be
expressed as:

Te =
3
2

Pλriq_meas1 =
3
2

Pλriq +
3
2

Pλr∆iq_offset = Te_ref + ∆Te (6)

where P is the pole pairs of the motor, and λr is the rotor flux. It can be seen that Equation (6)
consists of the real value and error value of the torque.

By substituting Equation (4) into Equation (6), ∆Te can be expressed as follows:

∆Te =
3
2

Pλr Ioffset cos(ωet + α) (7)

Ignoring the influence of the damping factor, the motion equation of the PMSM is
as follows:

Te − TL = J
dωm

dt
(8)

where TL is the load torque, J is the moment of inertia, and ωm represents the motor speed.
Substituting Equation (7) into Equation (8), speed error is determined as follows:

∆ωm =
3Pλr

2Jωe
Ioffset sin(ωet + α) (9)
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It can be seen from Equations (4), (7), and (9) that when there are measurement offset
errors in phase currents, there are current ripples with a fundamental frequency in dq-axes
currents, which further leads to the presence of the first-order harmonic component in
torque and speed.

2.2. Scaling Error

A- and B-phase measurement currents containing scaling errors can be calculated by
the following:

iA_meas2 = KA I sin θe
iB_meas2 = KB I sin(θe − 2

3 π)
(10)

where KA and KB are scaling gains, and I and θe denote current amplitude and stator
position, respectively.

Then, dq-axes measurement currents can be calculated from Equation (10) by coordi-
nate transformation. The currents are given by the following:

id_meas2 = KA−KB√
3

I sin(2θe − 1
6 π) + KA−KB

2
√

3
I

iq_meas2 = KA−KB√
3

I sin(2θe +
1
3 π) + KA+KB

2 I
(11)

If there are no differential scaling errors, that is, if KA = KB, id and iq are 0, and KA+KB
2 I,

respectively, then it is easy to see that a second-order harmonic pulsating component is
introduced into the dq-axes current due to the scaling error. Based on the previous analysis
of Equations (6)–(9), a second-order harmonic component is also introduced into the
motor’s torque and speed.

3. Proposed Strategy for Compensating Current Measurement Errors

Figure 2 shows that the current measurement errors are located in the current loop feed-
back channel and affect the dq-axes current. According to the analysis of Equations (1)–(11),
errors can also cause fluctuations in motor torque and speed. Therefore, it is necessary to
propose a strategy with an excellent performance to eliminate the fluctuations. However,
the current controller cannot suppress the disturbance in the feedback channel, so Ref. [15]
designed a proportional resonance controller in the speed loop to minimize the impact of
errors in current measurements. However, the harmonics of the d-axis current still affects
the motor. Hence, this study presents a method to compensate for the errors in dq-axes
feedback channels simultaneously.
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The 1st- and 2nd-order current harmonics analyzed in Section 2 should be compen-
sated to 0 for the improvement in PMSM control performance. Hence, it is better to have
knowledge about the existing current harmonics information to easily determine the com-
pensation values. In this paper, accurate extraction of the 1st- and 2nd-order dq-axes current
harmonics is achieved using the cascade decoupling SOGIs. Next, the compensation values
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for these harmonics are generated by a feedback compensator based on the ADALINE
algorithm. A diagram with the proposed compensation strategy is depicted in Figure 2.

3.1. Cascade Decoupling SOGIs

The SOGI in Figure 3 can be used as a filter to select or eliminate the components
at a specific frequency. In Figure 3, ωr represents the resonance frequency of the SOGI.
The output v′ is the component at the frequency of ωr extracted from the input signal v.
The output qv′ has the same frequency and amplitude as v′; however, their phases are
orthogonal. SOGI’s transfer function can be expressed as follows:

D(s) =
v′

v
(s) =

kωrs
s2 + kωrs + ω2

r
(12)
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SOGI is a bandpass filter. The bandwidth is determined by the gain k and is inde-
pendent of the resonance frequency ωr. The smaller the value of k set, the narrower the
bandwidth becomes.

Compared with the Fourier-based harmonic detection method, the SOGI requires
less DSP computation power and is able to provide more precise results under transient
conditions [38]. However, the harmonics in the motor are too closely spaced when operating
at low speed, resulting in significant distortion in the harmonic components extracted by
the SOGI. In addition, the currents may also contain other order harmonics, such as 6th-
order harmonics ripples, due to inverter nonlinearity. The accuracy of the extraction may
also be affected. The performance may be improved by taking a narrower bandwidth.
However, too small a gain k results in a slow response to signal extraction [29]. To reduce
the effects of various harmonics and ensure the dynamic performance simultaneously, a
cascade decoupling SOGI structure is proposed in Figure 4.
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According to Equations (13) and (14), the transfer functions of the structure in Figure 
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Figure 4. Structure diagram of cascade decoupling SOGI.

A cross-feedback decoupling network is used in this structure, which effectively
isolates the influence of various harmonics. The resonance frequency for each branch is
given by nωr, where ωr is equal to ωe and n is the harmonic order. In each branch, a SOGI2
(two SOGIs in series) is used. The first SOGI is used as a bandpass prefilter, which can
overcome the limitations of the single SOGI without affecting the system response [28]. The
second one is utilized for extracting the harmonic current at the fundamental frequency.
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For the series connection of two SOGI structures (SOGI2) with the same fundamental
frequencies, the transfer function is as follows:

Gn(s) = D2
n(s) =

(
k(nωr)s

s2 + k(nωr)s + (nωr)
2

)2

(13)

Then, the outputs vn of each branch can be expressed as follows:

v1 = G1(s)(v − v2 − v6)
v2 = G2(s)(v − v1 − v6)
v6 = G6(s)(v − v1 − v2)

(14)

According to Equations (13) and (14), the transfer functions of the structure in Figure 4
are given by Equations (15) and (16):

v1

v
(s) = G1

1 − G2 − G6 + G2G6

1 − G1G2 − G2G6 − G1G6 + G1G2G6
(15)

v2

v
(s) = G2

1 − G1 − G6 + G1G6

1 − G1G2 − G2G6 − G1G6 + G1G2G6
(16)

Equations (12) and (13) are the transfer functions of the SOGI and the SOGI2, respec-
tively, and Equations (15) and (16) are the transfer functions of the cascade decoupling
SOGIs. Equation (12) shows that the SOGI transfer function becomes 1 at the resonant
frequency ωr, indicating that the SOGI has an amplitude–frequency response of 1 and a
phase–frequency response of 0. In the same way, the SOGI2 and cascade decoupling SOGIs
also possess these features.

Figure 5 shows the Bode diagrams of the three SOGI structures.
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It can be seen from Figure 5 that the cascade decoupling SOGIs not only exhibit
amplitude–frequency characteristics of 1 and phase–frequency characteristics of 0 at the
resonant frequency ωr, but also effectively attenuate DC offset and other harmonic signals
in different frequency bands. It exhibits notch characteristics at the other two harmonic
frequencies and can accurately extract the required harmonic signals. These signals can then
be used in the ADALINE compensator to effectively compensate for current harmonics.
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In addition, this paper also provides the simulation and comparison of the 1st-, 2nd-,
and 6th-order harmonic extraction waveforms of a single SOGI, the SOGI2, and the cascade
decoupling SOGIs, as shown in Figure 6. The simulation input of both structures is a
sum of sinusoidal signals with fundamental frequencies of 30 Hz, 60 Hz, and 180 Hz, and
amplitudes of 10, 8, and 5, respectively, with k = 1.414 and the fundamental frequency
references of the SOGI(s) being 30 Hz, 60 Hz, and 180 Hz, respectively.
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Figure 6. Extracted harmonic comparison of single SOGI, SOGI2, and cascade decoupling SOGIs.
(a) 30 Hz. (b) 60 Hz. (c) 180 Hz.

Figure 6 shows the simulation results and Table 2 records the analysis results of
Figure 6 using the Fourier analysis method. The results indicate that the signal extracted by
cascade decoupling SOGIs is almost pure, with no other harmonics present. However, the
output of the single SOGI and the SOGI2 is clearly distorted. Hence, the extraction accuracy
of the cascade decoupling SOGIs is better.

Table 2. Analysis results of Figure 6 using Fourier analysis method.

Harmonic
Content ωr=30 Hz ωr=60 Hz ωr=180 Hz

SOGI SOGI2 SOGIs SOGI SOGI2 SOGIs SOGI SOGI2 SOGIs

30 Hz 10 10 10 6.86 5.74 0 2.89 0.75 0
60 Hz 5.49 3.76 0 8 8 8 4.75 1.77 0

180 Hz 1.18 0.28 0 2.34 1.06 0 5 5 5

To better clarify the impact of parameters on the extractor. Ref. [39] shows that the
amplitude response of the SOGI is equivalent to the first-order system k1

s+k1
.
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The transfer function of the SOGI block depicted in Figure 3 can be replaced with
the generalized integrator (GI) in [39]. The resulting equivalent structure is illustrated
in Figure 7b, with k2 being set to kωr/2. The GI in Figure 7b can perform amplitude
integration when a sinusoidal signal is input [39]. Therefore, the amplitude response
shown in Figure 7b will be similar to the amplitude response of an ideal integrator when a
DC signal is input [39].
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Figure 7. Transfer function diagrams. (a) Standard first-order system (FOS). (b) Structures of SOGI
drawn with generalized integrator (GI) transfer function.

Similarly, the SOGI2 (two SOGIs in series) of the manuscript can be equivalent to two
first-order systems in series; that is, the equivalent transfer function is as follows:

G(s) =
k1

s + k1

k1

s + k1
=

k1
2

s2 + 2k1s + k1
2 (17)

The above equation shows that if the gain coefficients of the front and rear SOGI
are equal, the amplitude response of the SOGI2 to the AC signal can be equivalent to the
amplitude response of the critically damped second-order system to the DC signal. To
illustrate this point, a sinusoidal signal v(t) = sin (200πt) is fed to the input of the SOGI2;
its output response with k1 = k2 = 1.414 × 200 × π/2 and ωr = 200π rad/s (or k = 1.414) is
shown in Figure 8, together with the step response of the second-order system (SOS) (G(s)
in Equation (17).
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Next, the amplitude response of the cascaded decoupled SOGIs is analyzed. From
Equation (17), it can be seen that when k1 is larger (the larger k is), the response speed of
the system is faster. However, excessively large parameters will deteriorate the frequency
selection performance of the SOGI and cause other interference harmonics to be introduced
into the system (such as the 6th harmonic). For SOGIs, parameters that are too large will
also cause fluctuations in the extracted signal (see the figure below). Therefore, the speed
and accuracy of the harmonic extractor need to be considered comprehensively. To clarify
this point, the amplitude response simulation results of three structures with different
gain coefficients are shown in Figure 9. In addition, the SOGI parameters selected in
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Refs. [29,32,39] range from 0.3 to 3.11. Combined with the above analysis, we conducted a
set of comparative experiments under different parameters.
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Finally, the structure and parameters of the SOGI extractor in the motor system
are determined.

3.2. Compensation Based on ADALINEs

Figure 10 illustrates the structure of the compensators for the dq-axes current ADA-
LINE network. It consists of multiple inputs, a single output, and a single layer linear neural
network. The neural network weights can be trained online by updating the algorithm
according to the error between the current harmonics and the expected zero value. There-
fore, it is widely used as a filter in the fields of motor control [40,41]. In actual industrial
control situations, processor performance is often severely limited and can only execute
simpler algorithms. Therefore, adaptive linear neural networks with low computational
requirements have greater applicability. This paper utilizes the resonance characteristics
of the ADALINE algorithm to design a harmonic compensator that can simultaneously
compensate for the 1st- and 2nd-order harmonics of the dq-axes current. To compensate for
the current harmonics caused by measurement errors, two current compensators are used
on the dq-axes, respectively. The d-axis current decomposition is analyzed comprehensively,
and the findings can be extrapolated to the q-axis. According to the previous analysis,
id_meas can be expressed by Equation (18):

id_meas = a0 + a1 sin(ωet + α) + b1 cos(ωet + α)
+a2 sin(2ωet + α) + b2 cos(2ωet + α)

(18)
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where a0 is a DC component which is 0 for id and a constant for iq. a1, b1, a2, and b2
represent the magnitudes of the other terms in the Fourier expansion formula. ωet
represents the electrical angle of the PMSM, which can be obtained from an encoder
during experimental testing.
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To eliminate the harmonics, the compensating current id_com is as follows:

id_com = WdXT
d

= ωd1 sin(ωet + α) + ωd2 cos(ωet + α)
+ωd3 sin(2ωet + α) + ωd4 cos(2ωet + α)

(19)

where Xd = [sin(ωet+ α)cos(ωet+ α)sin(2ωet+ α)cos(2ωet+ α)] and Wd= [ωd1ωd2ωd3ωd4]
and they are the input vector and the weight vector of the d-axis current compensator, respectively.

The weights are computed utilizing the least mean square (LMS) algorithm, a widely em-
ployed method in adaptive control owing to its straightforward design and robustness [40,42].
The updated rule is given by Equation (20).

Wd(k + 1) = Wd(k) + ηεdXd (20)

where η represents the learning rate of the compensator, which determines the convergence
speed and stability of ADALINEs. The larger the learning rate, the wider the bandwidth
and the greater the impact on system stability. With a smaller learning rate, the system
robustness to disturbance decreases and the convergence speed slows down.

The learning rate in this paper is set to 0.001. εd is the feedback error that is given by
the following:

εd = 0 − id_error (21)

where id_error is the summation of the 1st- and 2nd-order current harmonics extracted by
the SOGIs. The compensating current for the q-axis is determined using a similar approach.

The transfer function of ADALINEs is as follows [41]:

GA(z) = η

(
z cos(ωeT)− 1

z2 − 2z cos(ωeT) + 1
+

z cos(2ωeT)− 1
z2 − 2z cos(2ωeT) + 1

)
(22)

The amplitude–frequency characteristics of the ADALINE compensator with different
learning rates are shown in Figure 11. The ADALINE network has infinite gain at the
relevant frequency, which means that it can perfectly track/suppress periodic signals (ac-
cording to the internal model principle). Therefore, the compensator based on ADALINE
can fully compensate for the current harmonics of the dq-axes caused by current measure-
ment errors. Therefore, the overall control block diagram of the proposed compensation
structure is shown in Figure 12. As depicted in the figure, this structure only needs to
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operate within the current loop and is suitable for control systems without a speed outer
loop, such as the motor torque control mode of electric vehicles.
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In summary, the proposed method utilizes cascade decoupling SOGIs to accu-
rately extract the 1st-order and 2nd-order harmonics of the dq-axes current. Subtract
the pulsating component from 0, and use the resulting difference εd as the input
reference signal for the ADALINE compensator. As shown in Figure 10, the ADA-
LINE compensator uses the LMS algorithm to update the weight of the input vec-
tor Xd = [sin(ωet + α)cos(ωet + α)sin (2 ωet + α)cos(2 ωet + α)], thereby continuously
changing the output vector until the input reference deviation εd reaches 0. After
multiple iterations, the dq-axes current compensation value idq_com outputted by the
ADALINE compensator tends to stabilize; the dq-axes current ripples have also been
effectively suppressed.

4. Experimental Results

A motorized towing platform is commonly used to assess the effectiveness of new
motion system control strategies. Ref. [43] verified the effectiveness of the proposed power
compensation strategy for a shipboard propulsion system using a small experimental
platform with two doubly fed induction machines. Ref. [44] verified the stability of a
low-power electronics-integrated electric shipboard propulsion system by conducting tests
on a small induction motor platform in the laboratory.

To assess the efficacy of the proposed method, experiments were carried out on a
PMSM platform. As shown in Figure 13, two PMSMs are used as the driving motor and
the load motor, respectively. And their parameters are specified in Table 3. The motors are
controlled by two TMDSCNCD28379D control cards (Texas Instruments Semiconductor
Technologies Co., Ltd., Dallas, TX, USA), and two IDDK v2.2 boards are used as voltage
source inverters. The motor’s position and speed are determined by a 2500-wire incremental
encoder. Both the switching frequency and the sampling frequency are configured at
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10 kHz. The control board communicates with the host computer in real time through
the serial port. The software algorithms are automatically generated using the rapid
control prototyping development method of model-based design (MBD). It is developed
using MATLAB (2022b)/Simulink and is capable of automatically generating C code. It
achieves dual closed-loop real-time control of motor current and speed. Additionally, it
features a computer monitoring interface that allows for the online adjustment of control
parameters and the storage of collected data. The current measurement errors are described
by Equation (23).

∆iA_offset = 0.1A KA = 1.1
∆iB_offset = −0.15A KB= 0.9

(23)
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Table 3. Parameters of the PMSM in Figure 13.

Parameters Value

Pole pairs 5
Stator resistance (Ω) 1.616

d-axis stator inductance (mH) 11.47
q-axis stator inductance (mH) 11.47

Flux linkage (Wb) 0.231
Rated current (A) 5

Supply voltage (V) 300
Moment of inertia (kg·m2) 0.00235

Rated power (W) 1000
Rated torque (N·m) 9.55
Rated speed (rpm) 1000

4.1. Parameter Determination

The primary parameters to be identified for the method outlined in this paper are
the gain k of the SOGI and the learning rate η of the ADALINE compensator. Figure 14a
depicts the speed waveform with the k-value when the compensation method is applied
at 8 s. The results indicate that the speed waveform converges slowly when the k-value is
small. When the k-value is high, the speed fluctuates when using the compensation method.
When k = 1.414, the speed can smoothly and rapidly converge to the stable range. After
careful consideration, the k-value of the cascade decoupling SOGIs parameter has been
determined to be 1.414.
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A comparative experiment with different learning rates has been conducted. The
experimental results in Figure 14b indicate that the system’s convergence rate is slow
when the learning rate is small. Increasing the learning rate can speed up the system’s
convergence. However, the system becomes unstable when the learning rate is excessively
high. The results also demonstrate that the system is capable of achieving satisfactory
stability and convergence when the learning rate of the ADALINE network varies within a
specific range. The proposed method is insensitive to the learning rate of the ADALINE
network, which is also one of its advantages. Therefore, a learning rate of 0.001 has been
set for the subsequent experiments.

4.2. Steady-State Performance

Figure 15 depicts the experimental results obtained at 360 rpm, with the current
measurement errors introduced at 16 s. Figure 15a shows the speed, idq and idq_error,
extracted by the cascade decoupling SOGIs without compensation. When measurement
errors are injected and no compensating strategy is applied, both the speed ripple and
current ripple increase. The harmonic contents of the first- and second-order harmonics
in the q-axis current are 8.24% and 2.72%, respectively. Figure 15b shows the results of
the speed, the dq-axes currents, and the compensating currents idq_com generated by the
ADALINE network when the compensating strategy is used. After a brief fluctuation,
the speed and currents quickly converge and remain stable as the compensation currents
increase to match the harmonic currents. The harmonic contents decrease to 3.28% and
1.63%, which demonstrates the effectiveness of the proposed compensating strategy at a
steady state.

J. Mar. Sci. Eng. 2024, 12, x FOR PEER REVIEW 16 of 31 
 

 

and convergence when the learning rate of the ADALINE network varies within a specific 
range. The proposed method is insensitive to the learning rate of the ADALINE network, 
which is also one of its advantages. Therefore, a learning rate of 0.001 has been set for the 
subsequent experiments. 

  
(a) (b) 

Figure 14. Experimental results with different k and different η. (a) Different k. (b) Different η. 

4.2. Steady-State Performance 
Figure 15 depicts the experimental results obtained at 360 rpm, with the current 

measurement errors introduced at 16 s. Figure 15a shows the speed, idq and idq_error, ex-
tracted by the cascade decoupling SOGIs without compensation. When measurement er-
rors are injected and no compensating strategy is applied, both the speed ripple and cur-
rent ripple increase. The harmonic contents of the first- and second-order harmonics in 
the q-axis current are 8.24% and 2.72%, respectively. Figure 15b shows the results of the 
speed, the dq-axes currents, and the compensating currents idq_com generated by the ADA-
LINE network when the compensating strategy is used. After a brief fluctuation, the speed 
and currents quickly converge and remain stable as the compensation currents increase 
to match the harmonic currents. The harmonic contents decrease to 3.28% and 1.63%, 
which demonstrates the effectiveness of the proposed compensating strategy at a steady 
state. 

  
(a) (b) 

Figure 15. Experimental results at 360 rpm. (a) Without compensation. (b) With compensation. 
Figure 15. Experimental results at 360 rpm. (a) Without compensation. (b) With compensation.



J. Mar. Sci. Eng. 2024, 12, 154 16 of 29

To illustrate the effect of the proposed approach in mitigating phase current distortion
and speed/torque ripple, comparative tests are conducted before and after compensation.
The findings are depicted in Figure 16, and the corresponding FFT analysis is presented
in Table 4. In the experiment, the proposed method is introduced at 8 s. According to
Figure 16, after compensation, the current imbalance between phase A and phase B has
been significantly improved, leading to a substantial reduction in the motor’s speed and
torque ripples. The results in Table 4 show that the imbalance degree of the phase current
decreases from 9.8% to 1.7% after compensation.
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Table 4. FFT analysis results of Figure 16.

Harmonic
Content A-Phase (A) B-Phase (A) Speed (rpm) Torque

(N·m)

Before
compensation

dc 0.0799 0.0836 449.91 2.7828
1st 1.7475 1.5987 1.2106 0.3035
2nd 0.0089 0.0047 0.9895 0.3171

THD 4.81% 3.68% 0.44% 16.12%

After
compensation

dc 0.0064 0.0076 449.92 2.7750
1st 1.7250 1.7580 0.1676 0.1341
2nd 0.0038 0.0018 0.1338 0.0634

THD 1.89% 1.72% 0.18% 5.63%

4.3. Dynamic Performance

To verify the dynamic performance, torque step and speed step experiments are per-
formed. Figure 17 shows the comparison of experimental results with a torque step at different
operating speeds. Figure 17a depicts the speed, the d-axes currents, and the torque at 600 rpm,
while Figure 17b shows those at 360 rpm. It can be observed that the speed decreases due
to the sudden load and then returns to the reference speed within 0.5 s. The torque rapidly
increases by 1.2 N·m following the given value. The compensating strategy remains effective
as torque increases.

Figure 18 shows the comparison results of the speed rising from 360 rpm to 600 rpm. With
the proposed compensating strategy, the speed ripple and the torque ripple are effectively
suppressed after a speed step. The speed can reach the desired speed in 0.5 s, which is
essentially the same as the situation without compensation. Figures 17 and 18 demonstrate that
the proposed compensating strategy is always effective during the transient state. Moreover,
the proposed compensation method has no impact on the dynamic performance of the motor.
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To validate the efficacy of the proposed method, suppression effects of a single SOGI,
the SOGI2 (two SOGIs in series), and the cascade decoupling SOGIs on speed and q-axis
current pulsations are experimentally compared. The results are shown in Figure 19, which
demonstrate that the cascade decoupling SOGIs have the fastest convergence speed and
the smallest fluctuations in motor speed and current utilizing the compensation method.
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4.4. Comparison with Resonant Control in Ref. [15]

Resonant control, as mentioned in the introduction, has the capability to mitigate
speed ripple by amplifying the gain of the speed loop at the disturbance frequency [15].
However, this method only improves the performance of the speed and the q-axis current
and cannot compensate for the d-axis current. So, the phase currents still distort due to the
incomplete compensation for the dq-axes current.

The first figure in Figure 20 shows the waveform for suppressing speed harmonics
using the method described in Ref. [15]; the second figure shows the phase current of the
motor without the compensation method, which exhibits obvious imbalance. The third and
fourth figures depict the phase current waveforms after implementing the literature method
and the proposed method, respectively. It can be seen that resonant control effectively
suppresses speed ripple when measurement errors are introduced. The phase current
harmonics are reduced slightly compared to those without compensation. By applying
Fourier analysis, the total harmonic distortion decreases from 4.87% to 2.52%. However,
the phase currents still exhibit significant imbalance. The last picture depicts the phase
current using the proposed method. The total harmonic distortion is 1.68%, and there is
essentially no phase current asymmetry. The reason is that the literature method cannot
compensate for the harmonic component in the d-axis current, while the proposed method
can simultaneously compensate for the harmonics in the dq-axes. Therefore, the method
described in this paper effectively solves the problem of current measurement errors.
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4.5. Experiments under Ship Propeller Load

Ref. [45] proposes a programmable dynamometer for simulating rotating loads that can
accurately track the required torque–speed. Thus, the electrical load simulator (ELS) [46]
is widely utilized for simulating the load torque of mechanical equipment and testing
its performance indicators. It plays a key role in various fields, including aerospace [47],
wind energy systems [48,49], ship electric propulsion systems [6,50–52], etc. Compared
to traditional loading methods such as magnetic powder brakes and electro-hydraulic
passive torque servo systems [53], this method offers shorter loading delays and higher
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torque accuracy, and is less affected by factors such as temperature changes. Consequently,
this study employs an ELS to simulate propeller torque. In the experimental setup of this
paper, both the power motor and the load motor are of the same motor. The power motor
functions in speed control mode, while the load motor functions in torque control mode.

According to Refs. [6,54], the mathematical model for ship propeller load is depicted
in Figure 21. Table 5 lists the parameters of the ship propeller model. The propeller load
model can then be established in MATLAB/Simulink. Subsequently, the propeller torque
can be calculated to control the load motor. The servo motor has a smaller loading delay and
higher loading accuracy, which allows for better simulation of propeller load characteristics.
Therefore, this paper utilizes the experimental platform to validate the efficacy of the suggested
method in extracting and compensating for current measurement errors.
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Figure 21. Ship propeller load mathematical model.

Table 5. Parameters of the propeller load model.

Parameters Value

Hull mass Ms/kg 14
Mass of the attached water ∆m/kg 1

Propeller diameter D/m 0.15
Thrust deduction coefficient t 0.08

Wake coefficient w 0.15

In Figure 21, L represents the propeller advance ratio, vp represents the velocity
of the propeller relative to water, measured in m/s, n represents the propeller rotation
speed, measured in r/s, and D represents the diameter of the propeller measured in
meters. Kp represents the dimensionless coefficient of propeller thrust, while KT denotes
the dimensionless coefficient of drag torque. These coefficients are dependent on the
advance ratio L (Equation (24)). TP represents the propeller torque, measured in N·m, Pe
represents the thrust generated by rotation of the propeller, measured in N, t represents the
thrust derating coefficient, and ρ is seawater density, typically 1025 kg/m3. m is the hull
mass, and ∆m represents the mass of attached water, typically estimated to be 5–15% of the
hull’s mass. Rs is the ship’s total resistance, measured in N·m, which is a function of ship
speed vs [54] (Equation (25)). w is the measure of wake effects.{

Kp= 4.789 − 2.342L − 1.501L2

KT= 1.897 − 0.541L − 0.268L2 (24)

Rs = 0.2951vs + 0.5634vs|vs| (25)

This paper primarily focuses on designing the harmonic extractor and compensator to
address the problem of current sensor measurement errors in shipboard propulsion motors.
The proposed method aims to suppress the first-order and second-order harmonics in the
currents and rotational speed, thereby reducing the motor torque and rotational speed
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pulsations. This, in turn, reduces motor vibration and noise, ultimately improving the
efficiency of the motor. The results are depicted in Figures 22–24.
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In Figure 22, the speed references are 200 rpm at t = 0 s, 400 rpm at t = 15 s, and
600 rpm at t = 25 s. As shown in Figure 22a, when there are current measurement errors, the
amplitude of electromagnetic torque fluctuation is 0.78 N·m before compensation. However,
it is reduced to 0.26 N·m after compensation. Correspondingly, the speed fluctuation before
compensation is 12 rpm in Figure 22b, while it is 3.5 rpm after compensation. The speed
pulsation rate is reduced from ±6% to ±0.875%, which complies with China’s national
standard GB/T 35701-2017 [55].

The results of the FFT analysis of the waveforms depicted in Figure 22 are presented
in Table 6, which shows that after compensation, the THD of the electromagnetic torque
and speed are reduced by 71.9% and 80.5%, respectively. The experimental results show
that there are significant reductions in the first-order and second-order harmonic content of
torque and speed, and the total harmonic distortions of them are also greatly improved,
which confirms that the compensation method can effectively enhance the quality of motor
torque and reduce speed pulsation.

Table 6. FFT analysis results of Figure 22.

Harmonic Content Torque (N·m) Speed (rpm)

Before
compensation

dc 1.4311 199.9
1st 0.3063 5.42
2nd 0.1622 1.12

THD 24.13% 2.78%

After
compensation

dc 1.4410 199.9
1st 0.0947 1.02
2nd 0.0330 0.28

THD 6.78% 0.54%

According to Figure 23 and Equation (24), variations in motor speed result in fluctu-
ations in propeller torque, which subsequently leads to fluctuations in ship speed (with
less impact). In Figure 23a, the propeller torque ripples are reduced by approximately 70%,
from 0.22 N·m to 0.03 N·m. In Figure 23b, the results show that the compensation method
has no impact on the ship’s acceleration performance. Additionally, it reduces propeller
torque and ship speed pulsations.

Figure 24 shows the comparison of the phase current experimental results before and
after compensation, and the corresponding FFT analysis results are shown in Table 7. It can
be clearly seen that the phase current imbalance and harmonic distortion caused by current
measurement errors have been significantly improved. In conclusion, the experimental
results demonstrate that this algorithm is capable of effectively reducing the current and
speed ripples of the propulsion motor and has a satisfactory control performance in both
steady and transient states, which is suitable for complex marine environments.

Table 7. FFT analysis results of Figure 24.

Harmonic Content Phase Current A (%) Phase Current B (%)

Before
compensation

dc 10.1 10.7
2nd 3.5 3.6
3rd 1.3 2.3

After
compensation

dc 1.1 2.3
2nd 0.1 0.3
3rd 0.3 0.4

4.6. HIL Test Result

To demonstrate the effectiveness of the proposed method in the application of a higher
power shipboard permanent magnet propulsion motor variable frequency drive system,
the motor parameters of a different electric propulsion vessel, as presented in Table 8, are
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employed for hardware-in-the-loop (HIL) verification. The vessel measures 21.1 m in total
length, has an empty weight of 29 metric tons, and is fitted with an AC propulsion motor
rated at 100 kilowatts. The current measurement errors are described by Equation (26), and
the examination pertains to the parameters of the electric propulsion vessel as delineated
in Table 8.

∆iA_offset = 0.5A KA = 0.9
∆iB_offset = −0.6A KB = 1.1

(26){
Kp = 0.348 − 0.276L − 0.168L2

KT = 0.0742 − 0.048L − 0.0431L2 (27)

Rs = 312.7vs|vs| (28)

Table 8. Parameters of the electrical propulsion system in simulation.

Parameters Value

Pole pairs 12
Stator resistance (Ω) 0.011
Stator inductor (H) 3.074 × 10−5

Flux (Wb) 0.3051
Moment of inertia (kg·m2) 0.8051

Rated power (kW) 100
Hull mass Ms/kg 31,000

Mass of the attached water ∆m/kg 2000
Propeller diameter D/m 0.9

Thrust deduction coefficient t 0.13
Wake coefficient w 0.15

This article uses the high-performance product NIPXIE-1071 (Modeling Tech En-
ergy Technology Co., Ltd., Shanghai, China) for hardware-in-the-loop testing. HIL
testing uses simulation and modeling technology to verify advanced algorithms for ship
trajectory tracking control [56], ship medium-voltage DC systems [57], and ship electric
propulsion systems [58] to reduce testing duration and enhance coverage, particularly
for test cases that are challenging to replicate consistently in a physical laboratory.

The HIL control structure is shown in Figure 25. The core components include a
real-time hardware emulator based on the FPGA and a rapid control prototype (RCP)
algorithm controller. RCP uses an Intel i7 quad-core processor, which is mainly re-
sponsible for controlling the implementation of algorithms, including the reception of
feedback signals and the output of control signals. The real-time simulator is mainly
responsible for the real-time simulation of crucial components, such as motor, encoder,
capacitance, and switching devices, controlled by the RCP controller. It can output
feedback variables to the RCP and interface panel for controller signal collection and
oscilloscope observation. Computers can directly communicate with the HIL through
Ethernet communication, download emulators, and observe real-time state variables.

Figures 26 and 27 are test results sampled using Yokogawa’s DLM3024 (Yokogawa
Co., Ltd., Tokyo, Japan). Figure 26a shows the measured speed of the propulsion motor
at different given speeds. The speed fluctuation measured using the HIL platform is
about 5 rpm. This is mainly caused by the inverter dead-zone effect and high-frequency
noise of power electronic devices. Figure 26b shows the q-axis current at different
speeds when the proposed method is not used. And it shows that as the motor speed
increases to 600 rpm, the pulsation value of the q-axis current exceeds 10 A. Figure 26c
shows the q-axis current at different speeds after using the proposed method. And it
shows that the q-axis current ripple value drops to about 2.6 A at different speeds.
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Figure 27a shows the phase current waveforms at different speeds before eliminating
the current measurement errors with the proposed method. It can be seen from the
amplified current waveform that the phase currents are obviously unbalanced at this time,
and the peak-to-peak value of the two-phase current differs by about 8 A. Figure 27b shows
that after using the proposed method to eliminate the current measurement errors, the
phase current peak-to-peak error is reduced to about 1 A. The results obtained from the HIL
platform comprehensively demonstrate that the proposed method is effective in variable
drive systems for high-power motors.

5. Conclusions

A new strategy is proposed in this paper to simultaneously compensate for the har-
monics in the dq-axes current in the vector control system of a ship’s propulsion motor.
The current harmonics are accurately extracted by the cascade decoupling SOGIs and
compensated by ADALINE compensators. Hence, the method effectively suppresses speed
and electromagnetic torque ripples and also improves the distortion of phase currents.
This method requires no additional hardware and is not reliant on motor parameters.
Furthermore, the compensatory parameters are self-tuning, utilizing the advantages of the
ADALINE network. The verifications of this method are as follows.

(1) Experiments are conducted on the PMSM drive system, and the results demonstrate
that the control strategy exhibits excellent steady-state and transient-state performance.
Additionally, the first-order and second-order ripple components of the motor’s electro-
magnetic torque are reduced from 0.3035 N·m to 0.1341 N·m and from 0.3171 N·m to
0.0634 N·m, respectively. When used as a ship propulsion motor, the electromagnetic
torque’s first-order and second-order harmonic components are decreased from 0.3063 N·m
to 0.0947 N·m and from 0.1623 N·m to 0.033 N·m, respectively. Meanwhile, the harmonic
components of the speed are reduced from 5.42 rpm to 1.02 rpm and from 1.02 rpm to
0.28 rpm, respectively. Additionally, the A-phase current’s dc and second-order harmonic
components are reduced from 10.1% to 1.1% and from 3.5% to 0.1%, respectively.

(2) The supplementary hardware-in-the-Loop (HIL) test on the 100 kW propulsion
motor validates the effectiveness of this method in mitigating the impact of current mea-
surement errors. This is demonstrated by the decrease in the q-axis current ripple from
10.5 A to 2.6 A at 600 rpm, as well as an 85% reduction in phase current imbalance.

Future research will focus on reducing the algorithm’s complexity, simplifying the
compensation structure, and validating the efficacy of the proposed algorithm for sensorless
control of propulsion motors. These adjustments will make the algorithm suitable for a
wider range of control situations.
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Nomenclature

The Ship
Pe Propeller thrust.
Tp Propeller torque.
ρ Seawater density.
D Propeller diameter.
vp Propeller velocity (relative to water).
n Propeller rotation speed.
Kp Propeller thrust dimensionless coefficient.
KT Drag torque dimensionless coefficient.
L The ratio of advance.
hp The distance covered by the propeller with each revolution.
t Thrust deduction coefficient.
vs Ship speed.
w Wake coefficient.
Rs Total resistance of the ship.
m Mass of the hull.
∆m Mass of the attached water.
The PMSM
iA, iB Real phase currents.
∆iA_offset, ∆iB_offset Offset errors.
id, iq d-axis and q-axis current.
∆id_offset, ∆iq_offset dq-axes current errors caused by offset errors.
T3s/2r Transformation matrix from ABC reference frame to dq reference frame.
ωe Rotational speed in electrical angle.
P Pole pairs of the motor.
λr Magnetic flux of the permanent magnet.
Te Electromagnetic torque.
∆Te Electromagnetic torque changes caused by offset errors.
TL Load torque.
J Moment of inertia.
ωm Mechanical angular speed.
KA, KB Scaling gains.
I Current amplitude.
θe Stator position.
Proposed control structure
SOGI Second-order generalized integrator.
SOGI2 Series connection of two SOGI structures.
SOGIs Cascade decoupling SOGI structures in Figure 3.
ωr Resonance frequency of the SOGI, equal to ωe.
k Gain value of the SOGI structures.
v1, v2, v6 One, two, and six harmonic extraction components of the SOGI extractor.
n Harmonic order.
ADALINE Adaptive linear neuron.
a0 dc component in dq-axes current.
a1, b1, a2, b2 Magnitudes of the other terms in Fourier expansion formula.
ωet Rotor position angle of the PMSM.
idq_com dq-axes compensation current.
Xdq, Wdq Input vector and the weight vector of the ADALINE compensator.
µ Learning rate of the ADALINE compensator.
εd Feedback error.
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