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Abstract: The accurate estimation of the spatial and temporal distribution of chlorophyll-a (Chl-a)
concentrations in the South China Sea (SCS) is crucial for understanding marine ecosystem dynamics
and water quality assessment. However, the challenge of missing values in satellite-derived Chl-a
data has hindered obtaining complete spatiotemporal information. Traditional methods for deriving
Chl-a are based on the modeling of measured sensor data and in situ measurements. Spatiotemporal
imputation of Chl-a is difficult due to the inaccessibility of the measured Chl-a. In this study, we
introduce an innovative approach that incorporates an ocean dynamics dataset and utilizes the
random forest algorithm for predicting the Chl-a concentration in the SCS. The method combines
the spatiotemporal feature pattern of Chl-a and the main influencing factors, and it introduces ocean
dynamics data, which has a high correlation with the spatiotemporal distribution of Chl-a, as the
input data through feature engineering. Also, we compared Random Forest (RF) with other Machine
Learning (ML) methods. The results show that (1) ocean dynamics datasets can provide important
data support for Chl-a imputation by capturing the impact of dynamical processes on ecological roles
in the South China Sea. (2) The RF method is the superior imputation method for the reconstruction of
Chl-a in the South China Sea, with better model performance and smaller errors. This study provides
valuable insight for researchers and practitioners in choosing suitable machine learning methods
for the imputation of the Chl-a concentration in the SCS, facilitating a better understanding of the
region’s marine ecosystems and supporting effective environmental management.

Keywords: South China Sea; chlorophyll-a; imputation; ocean dynamics data; machine learning

1. Introduction

Phytoplankton plays an important role in the marine ecosystem and influences sea-air
carbon dioxide exchange through photosynthesis. One of the key indicators used to assess
the biomass of algae and phytoplankton in the oceans is the measurement of chlorophyll-a
(Chl-a), which provides insight into the health of marine ecosystems [1-3]. The accurate
estimation and monitoring of the spatial and temporal variability of Chl-a is, therefore,
essential for understanding marine ecosystems, assessing ecological risks, and taking
environmental protection measures [4-8].

The utilization of satellite-derived ocean color data has significantly enhanced our
ability to study the spatial and temporal distribution of Chl-a on a large scale [9,10]. This
approach has gained prominence because of its capability to overcome the limitations of
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traditional techniques, such as in situ field sampling, moored instruments, and drifting
instruments, which are associated with spatial and temporal constraints and high oper-
ational costs [11-13]. Despite the important advantages of using remote sensing data
for monitoring marine Chl-a concentrations, several factors can affect the accuracy and
integrity of such data. These include sensor resolution, atmospheric disturbances, tides and
waves, reflectance absorption, and so on [14,15]. Researchers have noted that because of
the complexity of the marine environment and the inherent limitations of remote sensing
techniques, there may be incomplete and sporadic data on Chl-a concentrations, both in
terms of spatial and temporal coverage [16,17]. This issue poses a significant challenge for
accurately assessing the state of Chl-a in marine ecosystems [18,19]. Hence, the adoption of
imputation techniques becomes crucial for bridging data gaps and acquiring a continuous
dataset [1].

Recent research demonstrates the efficacy of Machine Learning (ML) methodologies
as viable alternatives to traditional statistical approaches in the realm of spatiotemporal
imputation [14-16,20,21]. He Qian compared the interpolation of Chinese temperature data
based on three machine learning methods (random forest, support vector machine, and
Gaussian process regression) and three traditional interpolation methods (inverse distance
weighting, ordinary kriging, and ANUSPLIN), and found that the machine learning algo-
rithms performed better at interpolating temperature prediction compared to the traditional
algorithms [22]. Poloczek conducted a study in which four interpolation methods (LOCE,
linear interpolation, multivariate linear regression, and KNN regression) were employed to
interpolate the NREL western wind dataset with a uniform distribution of missing data.
The results indicated that KNN regression was the optimal interpolation method in terms
of performance [23]. Mohebzadeh used four machine learning algorithms (KNN, Support
Vector Regression (SVR), Random Forest Regression (RFR), and Artificial Neural Networks
(ANNSs)) and a traditional method (Data Interpolation Empirical Orthogonal Function
(DINEOF)) for the imputation of missing spatiotemporal MODIS Chl-a concentration data
in the southern Caspian Sea, and the results show that the majority of the ML models
outperformed the DINEOF method [14]. These ML techniques have proven effective at
addressing missing data imputation by adeptly capturing intricate nonlinear spatiotempo-
ral associations, thus enhancing the precision of gap-filling procedures [24]. The utilities
used by the ML model to address missing data span diverse domains, including but not
limited to marine ecology and physical oceanography [4,8,25]. In spite of the extensive
endeavors directed toward addressing the challenge of missing data imputation in ocean
color remote sensing through the utilization of machine learning methodologies, a com-
prehensive review of the available literature reveals a notable scarcity in the exploration
of the performance of ML algorithms concerning the imputation of missing observations
within ocean color remote sensing data. This paucity of research is particularly evident in
the context of estimating essential parameters such as Chl-a [14].

Within our current understanding, the adaptability of machine learning applications
for Chl-a concentration prediction in different research regions shows considerable varia-
tion [4,11,16,25,26]. Therefore, judicious selection of appropriate machine learning models
is imperative. Building upon the existing research landscape, this paper focuses on investi-
gating the Chl-a concentration within the South China Sea (SCS). The primary objective
is to assess the efficacy of several widely employed machine learning algorithms in the
task of reconstructing Chl-a concentration patterns specific to this region. The machine
learning algorithms employed in this study include Multilayer Perceptron (MLP) [4,27,28],
Random Forest (RF) [5,16,25,29,30], Gradient Boosted Decision Tree (GBDT) [28,29], and
K-Nearest Neighbor (KNN) [14,18,23,27,31]. Our model differs from previous studies in
that it utilizes easily accessible data on ocean dynamical processes as explanatory variables.
These variables play a crucial role in influencing the spatial and temporal distribution of
Chl-a concentrations. The optimal model selection was accomplished through two distinct
imputation methodologies: prediction approach based on the month and prediction ap-
proach based on the missing ratio, both of which are subjected to a rigorous leave-one-out



J. Mar. Sci. Eng. 2024, 12,13

30f22

cross-validation process. The comparative analysis yields an enhanced strategy for Chl-a
concentration reconstruction in the SCS. Furthermore, these findings serve as a practical
reference point for imputation investigations across diverse geographical areas.

2. Materials and Methods
2.1. Study Area and Data

The South China Sea (SCS), our focal study region, represents the largest tropical shelf-
edge sea situated in the western Pacific Ocean. It encompasses a vast expanse, covering
approximately 3.56 million square kilometers. Geographically, it spans longitudinally from
0 to 23.5 degrees north and latitudinally from 99 to 122.5 degrees east.

The Chl-a concentration monthly synthetic product data, utilized as a predictor vari-
able in this investigation (Table 1), denoted as level 3 (version 5.0), were sourced from
the Ocean Color Climate Change Initiative (OC-CCI), established by the European Space
Agency (ESA) (https://www.oceancolour.org/ (accessed on 5 June 2022)). The temporal
resolutions of the datasets encompassed daily, 8-day, and monthly intervals. Because of
cloud cover, the high-temporal resolution datasets (daily and 8-day) had a significant
amount of missing data. Moreover, in order to maintain temporal consistency between the
explanatory and predictor variables, we opted to directly download and utilize the monthly
Chl-a datasets for our study. The study period spanned from January 1999 to December
2018. These data combined measurements from five sensors including the Sea-Viewing
Wide Field of View Sensor (SeaWiFS), the Moderate-Resolution Imaging Spectroradiometer
(MODIS), the Medium-Resolution Imaging Spectroradiometer (MERIS), the Ocean and
Land Colour Instrument (OLCI) sensor on the Sentinel-3A, and the Visible Infrared Imaging
Radiometer (VIIRS). The selected Chl-a dataset covers the SCS from 0° N-23.5° N and
99° E-122.5° E, and its spatial coverage grid number is 557 x 600. The spatial resolution of
these data is 0.04° x 0.04°, and the atmospheric correction algorithm used by the OC-CCI
for the multisensor data fusion shows good adaptation to thin clouds and aerosols [32].

Table 1. Description of the datasets used in the study. Chl-a, chlorophyll-a concentration; Lon,
longitude; Lat, latitude; Dep, depth; WSP, wind speed; WSC, wind stress curl; SST, sea-surface
temperature; TP, total precipitation; SLHF, sea-surface latent heat flux; SSHF, sea-surface sensible heat
flux; LWREF, longwave radiation flux; SWREF, shortwave radiation flux; SLP, sea-level pressure.

Dataset Unit Min Max Spatial Resolution  Grid Size (Pixel)
Chl-a mg/m3 0 26.6 0.04° x 0.04° 557 x 600 x 240
Lon ° 99 122.5 0.25° x 0.25° 101 x 109
Lat ° 0 23.5 0.25° x 0.25° 101 x 109
Dep m —5008 -1 0.016° x0.016° 1410 x 1409
WSP m-s~! 1.4 15.4 0.25° x 0.25° 101 x 109 x 240
WSC N-m~3 —2x1077  25x1077 0.25° x 0.25° 101 x 109 x 240
SST K 285.6 304.8 0.25° x 0.25° 101 x 109 x 240
TP m 0 0.04 0.25° x 0.25° 101 x 109 x 240
SLHF J-m—2 —3.7 x 107 1.2 x 10° 0.25° x 0.25° 101 x 109 x 240
SSHF J-m—2 —9.8 x 100 1.4 x 10° 0.25° x 0.25° 101 x 109 x 240
LWRF W-m—2 —100.8 —15.4 0.25° x 0.25° 101 x 109 x 240
SWRF W-m—2 57.7 293.2 0.25° x 0.25° 101 x 109 x 240
SLP Pa 1.00 x 10° 1.02 x 10° 0.25° x 0.25° 101 x 109 x 240

This study employed a range of ocean dynamics data (Table 1), all of which were
gridded data, including monthly mean sea-surface temperature data, monthly mean sea-
surface 10 m wind speed, monthly mean sea-surface 10 m wind stress curl, sea-surface
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heat flux data (comprising monthly mean surface net longwave radiation flux, monthly
mean surface net shortwave radiation flux, monthly mean sensible heat flux, and monthly
mean latent heat flux), total precipitation, and mean sea-level pressure. These explanatory
variables in our model were obtained directly from the European Centre for Medium-
Range Weather Forecasts (ECMWF) ERA-Interim dataset (http://apps.ecmwf.int/datasets/
(accessed on 5 Jun 2022)). In a study by Dee [33], it was demonstrated that ECMWF
reanalysis data offered the benefit of exhibiting a closer alignment with observed data,
particularly in the context of decadal scale variations. The reanalysis data utilized in
this study cover the range 0° N-23.5° N, 99° E-122.5° E, with a spatial grid number of
101 x 109, as well as a spatial resolution of 0.25° x 0.25°; the time period of the study
is from January 1999 to December 2018. In addition, we also used SCS depth-gridded
data from the ETOPOL1 global terrain model data, developed by the National Geophysical
Data Center (NGDC) (https:/ /www.ncei.noaa.gov/products/etopo-global-relief-model
(accessed on 5 June 2022)), with a spatial resolution of 0.016 © x 0.016°, and the number of
spatial grids is 1410 x 1409. To ensure a consistent data resolution, we resampled the SCS
depth data to a uniform grid size of 101 x 109 using cubic convolution. The datasets used
in this study are shown in detail in Table 1 above.

2.2. Methodology

In Figure 1, the research flow of this paper is outlined. All of our work was centered
around the imputation of Chl-a data. In the first step, we obtained some variables, which
contained ocean dynamics data of the SCS from January 1999 to December 2017, depth data
of the SCS, and latitude and longitude data of the SCS. We then applied feature engineering
to these variables to extract and select the most relevant features as explanatory variables,
which were used as input data for the models. Concurrently, similar to the approach used
for the depth data, the Chl-a data for the SCS, spanning from January 1999 to December
2017, underwent resampling. Employing the cubic convolution method, we resampled the
Chl-a data to align with the latitude and longitude grid points of the ocean dynamics data.
This resampling was conducted at a resolution of 0.25° x 0.25°, ensuring compatibility
and coherence between the two datasets. In the process of resampling the Chl-a data
from high resolution to low resolution, each pixel point now represented a larger area,
potentially resulting in the loss of detailed data. However, it is important to note that the
spatial distribution of the Chl-a remained unchanged, and there was no alteration in the
proportion of the missing data. Despite the potential loss of fine-scaled details, the overall
spatial pattern and integrity of the data were preserved. Subsequently, we normalized the
selected explanatory variables and the Chl-a data. This normalization process allowed for
us to obtain normalized explanatory and predictor variables, facilitating a consistent and
comparable framework for further analysis.

In Step 2, we recognized the substantial monthly variations in the spatiotemporal
distribution of Chl-a. Simultaneously, we acknowledged that varying levels of missing
data can impact the information’s completeness, influencing the efficacy of the constructed
prediction models. To address these considerations, we employed classification indicators
based on the month (BM) and based on the missing ratio (BMR) for the data categoriza-
tion. For the BM classification, we divided the explanatory and predictor variables into
12 segments based on the corresponding month. Four machine learning methods (RF,
KNN, GBDT, and MLP) were individually trained on these segmented datasets, and the
optimal parameters of their models were derived using leave-one-out cross-validation. We
then evaluated the models by computing performance metrics. This process yielded four
sets (48 models in total), from which the optimal training model for each month was se-
lected through a comparative analysis. Similarly, in the BMR classification, the explanatory
and predictor variables were categorized into three segments based on the missing ratio.
Four machine learning methods were trained on these segmented datasets, resulting in
four sets (12 models in total). The optimal training model for each missing ratio scenario
was then chosen through a comparative evaluation.
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Figure 1. Flowchart of the machine learning approach to reconstructing SCS Chl-a concentrations.

In Step 3, we used two approaches to predict and impute the Chl-a for 2018. First,
the 12 optimal models obtained using the BM data classification approach were combined
with the normalized explanatory variables for 2018 to predict Chl-a for each month of
2018 separately. We used the Chl-a raw data from 2018 as observations to compute the
prediction evaluation metrics. Second, we counted the missing rate information for each
month of 2018, and we used the normalized explanatory variables of 2018 as input data
for the three optimal models obtained based on the BMR data classification approach to
predict each month of 2018 separately according to different missing ratio. The Chl-a raw
data of 2018 was also used as observations to compute the prediction evaluation metrics.
Finally, a set of superior predictive models for Chl-a in SCS was obtained by comparing the
performance metrics. The metrics and methods used in the study are shown below.

2.2.1. Methods for Predicting Chl-a
Multilayer Perceptron

The multilayer perceptron (MLP) stands as a variant of the feedforward neural network
architecture, characterized by the inclusion of multiple hidden layers, each replete with a
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multitude of interconnected neurons [27,28]. Leveraging its capacity for profound nonlinear
modeling, the MLP emerges as a potent tool for capturing intricate associations entwining
ocean Chl-a concentration and a myriad of input features. Accomplishing this through
the adept utilization of a backpropagation algorithm, the MLP optimizes the weights and
biases underpinning its architecture, engendering a learning process that yields an optimal
mapping that maximizes the contextual significance between the input features and the
target: Chl-a concentration [4].

Random Forests

The random forest (RF) approach constitutes a methodology rooted in the realm of en-
semble learning, wherein predictions are rendered through the amalgamation of numerous
decision trees [34]. Each constituent decision tree is trained on a subset of randomly chosen
samples, thereby introducing an element of stochasticity into the construction process. This
deliberate injection of randomness serves to mitigate the model’s susceptibility to variance
and bolsters the stability of its predictive outputs [14,18].

Gradient Boosted Decision Trees

Gradient Boosted Decision Trees (GBDTs) represent an iterative ensemble learning
methodology, orchestrating the sequential construction of an array of decision trees, each
poised to incrementally enhance predictive efficacy [29]. At every iteration, the nascent
decision tree is engineered with the specific objective of rectifying the residuals stemming
from the antecedent model iteration. Nevertheless, it is imperative to exercise judicious
caution when navigating the domain of hyperparameter tuning during the model training
process, owing to GBDT’s pronounced sensitivity to hyperparameters [28,29].

K-Nearest Neighbor

The k-nearest neighbor (KNN) method makes predictions by sample similarity. When
confronted with a novel input datum, this method endeavors to identify the k most akin
samples within the training corpus, subsequently extrapolating a prediction predicated
upon the labels associated with this subset of samples. In the context of prognosticating
oceanic Chl-a concentrations, the KNN approach emerges as particularly fitting, given its
inherent capacity to account for spatial correlations [23]. This propensity stems from the
inherent possibility that proximate regions within the marine milieu might exhibit akin
Chl-a concentration profiles.

In this study, several distinct ML algorithms were employed to forecast Chl-a con-
centrations in the SCS. During the predictive process, each machine learning algorithm
customizes the model’s configuration to align with the research objective, accomplished
through a set of hyperparameters. Consequently, adjusting the hyperparameters of various
machine learning algorithms is typically necessary during the model training phase. To
acquire the most optimal prediction model, we established a range of alternative values
for the hyperparameters through empirical methods. We then systematically conducted
iterative assessments of the model’s predictive performance by testing it with diverse
hyperparameter combinations, aiming to maximize accuracy based on R2. Table 2 provides
a comprehensive overview of all hyperparameters and their respective alternative values
utilized in this study. The selection of optimal hyperparameters was determined through
rigorous leave-one-out cross validation evaluations.

Table 2. Hyperparameters and alternative values for ML algorithms.

ML Algorithm Hyperparameter Alternative Values
hidden_layer_sizes (100 x 1), (50 x 2), (20 x 3)
MLP activation I’relu’,,’t:anh’,
solver adam’, "sgd

alpha 0.0001, 0.001, 0.01
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Table 2. Cont.
ML Algorithm Hyperparameter Alternative Values

n_estimators 50, 100, 150

RE max_depth 10, 20, 30, 40
min_samples_split 2,5,10
min_samples_leaf 1,2,4

n_estimators 100, 200, 300

learning_rate 0.01,0.1,0.5
GBDT max_depth 3,5,7
min_samples_split 2,5,10
min_samples_leaf 1,2,4

KNN k_values 3,5,7,9,11

2.2.2. Regression Model Accuracy Metrics

Three evaluation metrics—Root Mean Square Error (RMSE), Mean Absolute Error
(MAE), and Coefficient of Determination (R?)—were employed to assess the performance
of the regression models (Table 3). The RMSE reflects the model’s sensitivity to outliers and
extreme data points within the sample, while the MAE provides a measure of the potential
range of errors in the estimates, offering a quantitative assessment of error.

Table 3. Three performance metrics along with their formula.

Metrics Formula
1 ¢ 2
RMSE i Azl(Ri - P)
i=
1 n
MAE g,Zl(IRi—PiD
1=
n 2
R2 1- Zi:1(Ri*fi>
Y (Ri*Ri)z

In the provided equation, where R; represents the actual observed value of the ith
pixel’s Chl-a concentration, P; stands for the predicted estimate of the ith pixel, and n
represents the total number of pixel grids involved in the validation process. Additionally,
R; denotes the mean or average of the actual observations. R? falls within the range of
0 to 1, with higher values signifying greater accuracy. The RMSE and MAE always yield
non-negative values, and values closer to zero denote a higher model accuracy. Chicco [35]
contends that, when evaluating a regression model’s explanatory power, the R? is a more
informative indicator than the RMSE and MAE. Consequently, in subsequent training
phases, we employed R? to assess the model’s performance, while the RMSE and MAE
were utilized to gauge the magnitude of the prediction errors associated with the model.

2.2.3. Determination of Explanatory Variables

Although multiple factors including monsoons, river runoff, ocean circulation, eddy,
upwelling, stratification, mixing, and fronts interact to drive the spatial and temporal
patterns of Chl-a [36-41], the wind and temperature have been suggested to more strongly
link with the spatial and temporal variability of Chl-a in the SCS [41-44]. In addition,
the spatial distribution of Chl-a in the SCS has a similar spatial consistency with the
topography, presenting the characteristics of high near-shore concentration and low off-
shore concentration.

Therefore, our set of influencing variables is grounded in previous research and encom-
passes the following components: monthly mean sea-surface temperature; monthly mean
sea-surface 10 m wind speed; monthly mean sea-surface 10 m wind stress curl; monthly
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mean sea-surface heat flux data (including sea-surface monthly mean net longwave radi-
ation flux, sea-surface monthly mean net shortwave radiation flux, sea-surface monthly
mean sensible heat flux, and sea-surface monthly mean latent heat flux); total precipitation;
mean sea-level pressure; and depth, latitude, and longitude. The spatial grid size for all of
the data is 101 x 109, with a spatial resolution of 0.25° for each pixel.

Subsequently, we calculated the Pearson’s coefficients for the Chl-a data in the SCS
from 1999 to 2017 with these variables. This analysis resulted in the construction of a
correlation matrix plot (Figure 2). The Pearson’s correlation coefficient is a measure of the
strength and direction of the linear relationship between two continuous variables, taking
values between —1 and 1. A coefficient close to 1 signifies a robust positive correlation,
while a value near —1 indicates a strong negative correlation. Conversely, a coefficient near
0 suggests no linear correlation.

o QLA ¢ K & &
NS P REE S RS FEE S P

1.00
Chl-a B RN 0.31 EGh) -0.76 -0.74 EUNI
Lon —0.25 OXIVRROVZARGEE 051 0.18

0.75

-029 0.01 003 002 000 -0.02 000 0.01 003 -0.02

Lat

0.31 Sl 020 -0.13 -0.15 -0.26 051

O 0.24 EONGK] —0483 -0.77 EINE]

WSC 031 025 003 006 024 KK 066 -0.50 -0.46 Mkys 025

PR 0.02 EXYS —0463 1.00 060 gl 0.58 0.60

-0.00
0.62 |eXee) -0.40 066 060 1.00 . 4
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WSP

SLHF il WGEE -0.02 -0.20 EURKEEIROE 0.29 100 083 Uil 084 -0.66
--0.25
SSHF 051 000 -0.13 EUNFEEE OGS -0.04 NUCKEERNIE 0.28
LWRF -0.16 018 001 -0.15 -0.13 0.37 SUCHENONEE 0.06 0.28 pully —0.71 ~0.50
SWRF 044 | 0.03 -0.26 QUNEENVGEN 0.38 ﬁ 0.84 0.83 vy 0.40
-0.75

SLP s gl -0.02 | 0. 052 BULLY 086 -0.62 =08

Figure 2. Correlation analysis of the explanatory and predictor variables: Pearson’s correlation
matrix plot. Chl-a, chlorophyll-a concentration; Lon, longitude; Lat, latitude; Dep, topography;
WSP, wind speed; WSC, wind stress curl; SST, sea-surface temperature; TP, total precipitation; SLHF,
sea-surface latent heat flux; SSHF, sea-surface sensible heat flux; LWRF, longwave radiation flux;
SWRE, shortwave radiation flux; SLP, sea-level pressure.

For our study, we established a threshold at 0.7. Variables with Pearson’s coefficients
greater than 0.7 or less than —0.7 were retained as explanatory variables (Table 4). Ulti-
mately, we identified five explanatory variables as input data for model training: depth,
wind speed, monthly mean sea-surface net shortwave radiation flux, monthly mean sea-
surface sensible heat flux, and monthly mean sea-surface latent heat flux. The frequency
histograms of the explanatory and predictor variables are shown in Figure 3. We can
observe that the depth data and Chl-a data do not follow a normal distribution. Hence,
it is not appropriate to apply the z-score normalization method directly during the nor-
malization process. To address this, we employed the min-max normalization method to
normalize the depth data and used logarithmic transformation to handle the Chl-a data
before applying the z-score normalization method.
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Frequency
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o

-

o
3}

Table 4. The introduction of the explanatory and predictor variables in the machine learning models,
with data size expressed as the amount of real data used for training.

Variables Data Data Size (Pixels)
depth 26,886
wind speed 6,130,008

monthly mean sea-surface net

Expl iabl
xplanatory variables shortwave radiation flux 6,130,008
monthly mean sea-surface sensible heat flux 6,130,008
monthly mean sea-surface latent heat flux 6,130,008
Predictor variables Chl-a 6,130,008
2500 27 10*
(b) - (c)
2000
15
8 1500 &
S S 4
g g
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Figure 3. Frequency histograms of the explanatory and predictor variables: (a) log;o(Chl-a); (b) depth;
(c) monthly mean sea-surface latent heat flux; (d) monthly mean sea-surface sensible heat flux;
(e) monthly mean sea-surface net shortwave radiation flux; (f) wind speed.

2.2.4. Cross-Validation and Parameter Tuning

We employed two imputation techniques to estimate the Chl-a concentrations in
the SCS: BM imputation and BMR imputation. Additionally, we fine-tuned the model
parameters through leave-one-out cross-validation. For the training and parameter tuning,
we exclusively utilized data from the period spanning 1999 to 2017. Data from the year
2018 was reserved for conducting comparative tests on the final model.

During the BM imputation process, we conducted model tuning in sequential batches,
each corresponding to a specific month. To illustrate, when refining the model parameters
for the month of January, we gathered the Chl-a concentration data for 19 instances of
January, treating each month’s data as an individual data point. Within this dataset, one
data point was designated as the validation set, while the remaining data served as the
training set. This procedure was repeated 19 times, with each repetition selecting a different
data point as the validation set. The overall performance and stability of the model were
assessed by computing the mean of the leave-one-out cross-validation performance metrics.

Moorthy’s perspective [45] suggests that missing value ratios in the range of 0-5% are
generally considered inconsequential in real-world datasets and can be managed easily.
However, when the missing value ratios fall within the range of 5-15%, it necessitates the
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use of sophisticated methods for handling and imputing missing data. Moreover, when
missing value ratios exceed 15%, they can significantly impede the accuracy of predictions
and inferences drawn from the data. Consequently, we categorized the data into three
distinct missing value ranges based on the aforementioned criteria when employing the
BMR imputation approach. In the training dataset utilized for this study, the missing ratio
was as follows: 124 months falling within the 0-5% range, 74 months within the 5-15%
range, and 30 months with missing values exceeding 15%. For each of these missing value
ranges, we conducted parameter tuning using a leave-one-out cross-validation strategy.
The detailed procedure is illustrated in Figure 4.

| Training Set |

|:| Train |:| Test

15t iteration L| | | | | || | | | :> E; 3
204 jteration | L| | | | || | | | :> E,

N
3rd jteration | | L| | | | | | | | :> E3 s Eou =%ZEi
i=1

Nt jteration | | | | | | || | L| :> E, J

Leave-One-Out Cross-Validation
Figure 4. Schematic diagram of the leave-one-out cross-validation method.

3. Results
3.1. Estimation of the Total Missing in the Chl-a Data across the SCS

In this investigation, we utilized the monthly average data from the OC-CCI dataset,
a composite product derived from remote sensing information gathered from multiple
sources. The Chl-a dataset, following resampling, comprises a total of 11,009 grid points.
This dataset exhibits temporal continuity, with individual images demonstrating a maxi-
mum grid point missing ratio of less than 40%. Notably, the winter months of each year
display a relatively higher proportion of missing data in the time series. However, when
assessing the data from 2002 to 2010 (Figure 5), the overall missing data ratio remain
below 15%.

Percentage of time series data missing/%

SRR AL\ 8 jae | tlog . !
0 1 1 | &S " 700w Tt aR” &0 | &P | ! I 1
1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018
Year

Figure 5. Time series of Chl-a concentration missing ratios in the SCS.
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Geospatially, there were significant spatial differences in the missing regions of the
data. Specifically, the southern region of the SCS experiences a higher incidence of missing
data compared to the northern counterpart. The primary areas with substantial data gaps
include the northern coast of the SCS and the Sunda shelf region within the southern part
of the SCS (Figure 6).

100°E 105°E 110°E 115°E 120°E 100°E 105°E 110°E 115°E 120°E

Figure 6. Spatial variations in the Chl-a concentration missing ratios across seasons in the SCS: (a)
spring; (b) summer; (c) autumn; (d) winter.

3.2. Accuracy Evaluation of Imputation Based on Month

Each month, we employed various machine learning methods to predict the Chl-a
concentration in the SCS. The evaluation metrics, including MAE, RMSE, and R2, were
used to assess the performance of these models against the raw Chl-a concentration val-
ues (Figure 7). The monthly mean rankings for the MAE across the four methods were,
consistently, as follows: RF < GBDT < KNN < MLP. Their respective MAE values were
0.08 mg/m?,0.09 mg/m?, 0.11 mg/m?3, and 0.16 mg/m?>. Regarding the RMSE, the monthly
mean rankings mirrored the MAE rankings: RF < GBDT < KNN < MLP, with values of
0.24 mg/m3, 0.26 mg/m?, 0.37 mg/m?, and 0.41 mg/m?3, respectively. Lastly, for the R?, the
monthly average rankings were as follows: RF > GBDT > KNN > MLP, with corresponding
values of 0.81, 0.76, 0.54, and 0.44. These consistent rankings across all three evaluation
metrics highlight that the RF exhibited the lowest error and the highest prediction accuracy
among the models utilized. Conversely, the MLP displayed the largest error and the lowest
prediction accuracy.

To gain a more intuitive understanding of the error distributions in the imputation
results from the different methods, we analyzed the prediction errors of the models by
plotting the residual distributions (Figure 8). Specifically, we chose the representative
months of January and July in the SCS region of 2017 in the test set for comparison. Overall,
the residuals from all methods exhibited a normal distribution centered around a zero mean.
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Figure 7. Validation of the spatial imputation results for the monthly mean Chl-a concentration in the
SCS: (a) R%; (b) RMSE; (c) MAE.
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Figure 8. Frequency distributions of the residual Chl-a concentration in the SCS region interpolated
based on the month for the four machine learning methods: (a) KNN in January; (b) KNN in July;
(c) MLP in January; (d) MLP in July; (e) RF in January; (f) RF in July; (g) GBDT in January; (h) GBDT
in July. p, mean; o, standard deviation.

During summer, the prediction errors were observed to be more tightly concentrated
within a smaller range compared to winter. The MLP prediction method displayed a rela-
tively wider range of error distribution, primarily falling between [—0.2, 0.2]. Conversely,
the errors of the other three machine learning methods concentrated within the range of
[-0.1,0.1].

Figure 8 illustrates that, both in winter and summer, the RF method demonstrated a
narrower range of error distribution and exhibited a smaller root mean square error of the
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residuals. This indicates that the RF method is more stable compared to the other three
machine learning methods, affording it distinct advantages.

3.3. Accuracy Evaluation of Imputation Based on Missing Ratio

To investigate the performance of the various machine learning algorithms in pre-
dicting the Chl-a concentration in the SCS under different scenarios of missing data, we
categorized the time series data into three levels based on the missing ratios. Our aim
was to evaluate the accuracy of the predictive models (Table 5). Overall, all four machine
learning methods demonstrated the capability to predict Chl-a concentration in the SCS.
The MAE values, both for models based on missing ratios and those based on months,
followed a consistent pattern. Specifically, the predicted models exhibited the following
order of the mean MAE values, RF < GBDT < KNN < MLP, corresponding to respective
values of 0.12 mg/m?, 0.14 mg/m?, 0.15 mg/m3, and 0.16 mg/m3. Similarly, the RMSE
analysis also showed the following order, GBDT < RF < MLP < KNN, with corresponding
values of 0.27 mg/m3, 0.29 mg/m3, 0.32 mg/m3, and 0.43 mg/m3. The ordering of the
mean R? values for the prediction models was RF < GBDT < MLP < KNN, with respective
values of 0.66, 0.58, 0.40, and 0.31.

Table 5. Performance of the four machine learning models under the three missing data ratio scenarios.

Missing Ratio (%) Evaluation Metrics MLP RF GBDT KNN
RMSE 0.26 0.28 0.25 0.35
(0~5) R? 0.65 0.71 0.68 0.56
MAE 0.12 0.10 0.11 0.11
RMSE 0.34 0.29 0.28 0.45
(5~15) R2 0.29 0.62 0.51 0.16
MAE 0.16 0.12 0.14 0.15
RMSE 0.35 0.30 0.29 0.48
(15~) R? 0.27 0.66 0.54 0.23
MAE 0.21 0.14 0.16 0.18

On the basis of the MAE and RMSE indicators, it was evident that the KNN and MLP
methods exhibited larger prediction errors, while the GBDT and RF demonstrated similar
prediction accuracies. At lower missing data ratios (0-5%), all four machine learning
models performed comparably in terms of prediction accuracy. However, for missing
ratios between 5% and 15%, as well as beyond 15%, the MLP and KNN methods exhibited
inadequate predictive abilities, as their R? values hovered around 0.3. On the other hand,
both the GBDT and RF methods demonstrated comparable predictions at missing ratios of
5-15% and above, with the R? values exceeding 0.5, indicating some degree of predictive
capability for the Chl-a concentration in the SCS.

In contrast to the predictions of the Chl-a concentration using the BM method, we
conducted an analysis to juxtapose the distribution of residuals for the winter (January) and
summer (July) in the year 2017 within our test dataset (Figure 9). The residuals predicted
with the various machine learning methods consistently demonstrated smaller magnitudes
during the summer months when compared to the winter months. To be specific, during
the winter season, the residual means followed the order RF < KNN < GBDT < MLP, while
in the summer season, the order was RF < GBDT < KNN < MLP.

However, when considering the residuals predicted using these four machine learning
methods while accounting for the missing ratio, we unearthed an additional compelling
aspect of our analysis. While the residuals in this scenario also adhered to a normal
distribution with an average value approximately centered around zero, they exhibited
a broader dispersion compared to the residuals obtained through the BM imputation
approach. Evidently, the variance of these residuals displayed a higher magnitude, and
their overall stability appeared to be somewhat weaker than the imputation method when
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Figure 9. Frequency distributions of the Chl-a concentration residuals in the SCS region interpolated
based on the missing ratio for the four machine learning methods: (a) KNN in January; (b) KNN
in July; (¢) MLP in January; (d) MLP in July; (e) RF in January; (f) RF in July; (g) GBDT in January;
(h) GBDT in July. u, mean; o, standard deviation.

This analysis not only highlights the seasonal disparities but also underscores the
influence of missing data on the predictive efficacy of our models in the context of Chl-a
concentration forecasting. It emphasizes the significance of comprehending not only the
mean behavior but also the distribution and stability of residuals within our research.

3.4. Comparison of Spatial Imputation Based on Month and Based on Missing Ratio

When it comes to the prediction of the Chl-a concentration in the SCS, whether we
approach it on a monthly basis or consider the missing ratio, it becomes evident that the
RF model outperforms and exhibits greater robustness when compared to other combined
machine learning models. With this in mind, we elected to make forecasts for all months
of 2018 based on the month and based on the missing ratio using the RF model. Our
goal was to provide a comprehensive comparison of the merits and drawbacks of these
two approaches, as summarized in Table 6.

In our evaluation, we computed the R? values for the RF model in the prediction of the
Chl-a concentration, using both the BM and BMR. Notably, we observed that the R? values,
whether predicted based on the month or based on the missing ratio, demonstrated better
performance during the latter half of 2018, while they underperformed in the initial months
of the year, such as January and March. Furthermore, it is worth noting that the mean R?
value for predictions made based on the month across all months was 0.80, which exceeded
the mean R? value of 0.66 obtained for predictions made based on the missing ratio. This
outcome underscores the superior prediction accuracy achieved by the RF model when
predictions are made on a monthly basis compared to predictions based on the missing
ratio. Our analysis suggests that the RF predictions made on a monthly basis offer a higher
level of prediction accuracy and are, thus, preferable to predictions made by considering
the missing ratio.

We employed the RF model with both the BM imputation and BMR imputation
methods to analyze and compare their spatial prediction performances for the month
with the highest missing Chl-a concentration data (January) and the month with the least
missing Chl-a concentration data (May) in 2018. The aim was to discern the differences in
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their ability to capture the spatial distribution patterns of the Chl-a concentration in the
SCS, as depicted in Figure 10.

Table 6. The R? for random forests predicted based on the month and predicted based on the missing
ratio. RF_BM, prediction based on the month; RF_BMR, prediction based on the missing ratio; MR
missing data ratio.

Month RF_BM RF_BMR MR
January 0.617166 0.778624 39.87%
February 0.802298 0.692879 17.12%
March 0.587013 —0.03889 16.80%

April 0.864126 0.45351 9.8%
May 0.851278 0.739405 2.29%
June 0.863903 0.73687 15.04%
July 0.835558 0.670975 25.7%
August 0.851366 0.733656 32.59%
September 0.827067 0.76705 15.88%
October 0.744168 0.716628 10.89%
November 0.882253 0.874455 16.07%
December 0.860779 0.82279 28.13%
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Figure 10. Spatial distribution of the RF model predictions of the Chl-a concentration in the South
China Sea based on the month method and based on the missing ratio method: (a) Chl-a raw data of
January 2018; (b) prediction results of RF based on the month in January 2018; (c) prediction results of
RF based on the missing ratio in January 2018; (d) Chl-a raw data of May 2018; (e) prediction results
of RF based on the month in May 2018; (f) prediction results of RF based on the missing ratio in
May 2018.

In both January and May, both imputation methods—BM and BMR—displayed the
capacity to reasonably depict the spatial distribution trends in the Chl-a concentration in the
SCS. This entailed higher Chl-a concentrations near the shoreline and lower concentrations
in the deeper basin areas, aligning closely with observations [46]. However, a more detailed
examination revealed that the performance of the missing ratio-based prediction method
was not as precise as that of the BM imputation. Specifically, the Chl-a concentration
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predicted based on the missing ratio method did not exhibit as strong a correlation with
raw Chl-a data in the coastal regions compared to the BM prediction.

In winter (January), there were more obvious differences between the month-based
prediction and the missing ratio prediction methods of the RF in the northern shelf of the
SCS, Gulf of Tonkin, and eastern Vietnam Basin. Comparing only the northern shelf of the
SCS and the Gulf of Tonkin region, the BM-imputed results were closer to the raw Chl-a;
in the late spring and early summer (May), the BM predictions and the BMR predictions
had a similar tendency in the sea basins region, but in the SCS coast, especially near the
Gulf of Tonkin, it can be seen that the BM predictions were more closely related to the raw
Chl-a data.

We generated scatter plots depicting the predictions for January and May using both
the month-based and missing-ratio-based approaches, and we compared these predictions
against the raw remote sensing data (Figure 11). It becomes apparent that the accuracy of
the Chl-a concentration predictions in January within the SCS is notably lower than that in
May, and this discrepancy is closely linked to the missing ratio of the data. Furthermore,
a clear distinction arises when comparing the accuracy of the predictions based on the
month versus those based on the missing ratio. The BM predictions exhibited significantly
superior accuracy in both January and May.
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Figure 11. Scatter plots of the monthly mean Chl-a concentrations from satellite data versus monthly
mean Chl-a concentrations RF model predicted based on the month and based on the missing ratio in
January and May 2018: (a) January based on the month; (b) May based on the month; (c) January
based on the missing ratio; (d) May based on the missing ratio.

Upon closer inspection of the scatterplot, we find that the Chl-a data are concentrated
in the 0-2 mg/m3 range and that the results are biased. Figure 11a,c, with a low bias,
indicate that the predictions are small, whereas Figure 11b,d, with a high bias, indicate that
the predicted values are large. This is most likely related to the missing ratio of the data,
where the model is biased to small predictions in the months with a large missing ratio of
data, while the model is biased to large predictions in the months with a small missing
ratio of data. In addition, we observed a more dispersed distribution of high data values
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for some Chl-a. Notably, these points were mainly concentrated in the coastal areas of the
South China Sea. These coastal areas are geographically unique and distinctive, and the
spatial distribution of Chl-a is not only governed by natural dynamical processes within the
South China Sea, but it is also influenced by anthropogenic activities in the coastal areas.

Furthermore, we constructed frequency distribution plots illustrating the residuals
obtained from both the month-based prediction method and the missing ratio prediction
method of the RF for the spatially interpolating Chl-a concentration in the SCS (Figure 12).
In January, it becomes evident that the residuals from both the month-based prediction
method and the missing ratio prediction method exhibit a more discrete and wide-ranging
distribution. In contrast, the distribution of the residuals in May appears to be relatively
more concentrated. This observation suggests that predictions made with fewer missing
data tend to yield smaller errors. Additionally, it is worth noting that the variance of the
Chl-a concentration predicted using the month-based method is smaller than that predicted
with the missing ratio method in both January and May. This implies that the results
obtained using the RF method for the month-based predictions are more convergent and
exhibit a higher degree of consistency. Our research outcomes underscore the distinct
advantages of employing the RF month-based approach, particularly when addressing the
challenges associated with high ratios of missing data, as it leads to more focused and less
dispersed predictions.
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Figure 12. Frequency distributions of the residuals from the RF methods for the spatial imputation of
the Chl-a concentrations in the SCS: (a,b) predicted based on the month; (c,d) predicted based on the

missing ratio. y, mean; o, standard deviation.

4. Discussion

In comparison to prior research endeavors, this study represents a novel approach
in the realm of predicting Chl-a concentration. Previous efforts have predominantly fo-
cused on constructing models that utilize satellite data in conjunction with in situ Chl-a
data [11-13]. In contrast, our investigation explores the potential of machine learning
models to predict Chl-a using ocean dynamics data. A comparative analysis reveals that
certain machine learning models exhibit a commendable capability in predicting Chl-a.
Among the four forecasting models examined in this study, the RF model demonstrates
the highest forecasting accuracy, exhibiting a lower MAE and RMSE. Notably, this model
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exhibits stable performance. Following the RF model in terms of performance are the GBDT
model and the KNN model. The MLP model, conversely, yields the least favorable results.

Moreover, when considering predictions based on missing data ratios, the accuracy
ranking of the models remains consistent, with RF surpassing GBDT, followed by MLP and
KNN. The noteworthy performance of both the RF and GBDT models can be attributed
to their utilization of ensemble learning methods. These methods leverage multiple de-
cision tree models to generate predictions, resulting in a model characterized by stable
performance and superior predictive capabilities [29].

Both the RF model and GBDT model consistently outperformed the other models,
whether predictions were conducted on a monthly basis or based on certainty ratios. This
superior performance can be attributed to the fact that both the RF and GBDT are ensemble
learning methods. These methods make predictions by amalgamating multiple decision
tree models, thereby creating a model with enhanced stability and improved predictive
capabilities. This approach mitigates the overfitting tendencies commonly associated with
individual decision tree models, ultimately, enhancing model generalization and prediction
accuracy [17]. Furthermore, during the model execution process, a leave-one-out cross-
validation technique is employed on the data. This step serves to alleviate the risk of
overfitting in a single model and enhances the model’s ability to generalize from the data.
The RF and GBDT models exhibit strong generalization capabilities, demand less data, and
are less prone to overfitting issues [16,25,28,29]. However, it is essential to note that both of
these models are sensitive to parameter settings. In this study, we utilized grid search and
leave-one-out cross-validation to identify the optimal model parameters.

In the prediction method based on a monthly approach, the KNN model stands out
because of its simplicity, minimal parameter requirements, low computational overhead,
and relatively balanced results with low error variance [23]. Nevertheless, its R?is relatively
small, suggesting that the model’s predictive performance exhibits some instability. On the
other hand, the MLP model is sensitive to both data volume and sample distribution [28].
When the data volume is insufficient or the sample distribution is imbalanced, the MLP
model may struggle to generalize effectively to new data. In the context of monthly
predictions, the spatial modal distributions for all months appear similar, featuring limited
data points with high Chl-a concentration values and a preponderance of data points
with low Chl-a concentration values. Consequently, this results in a suboptimal overall
performance and diminished generalization. Conversely, when predicting based on the
missing ratio approach, the inherent imbalance in the distribution of the Chl-a concentration
data values in the SCS is mitigated. This leads to an improvement in the prediction accuracy
for the MLP model. Thus, the performance of the MLP model is enhanced when utilizing
the missing ratio method for prediction. Generally speaking, while the KNN model offers
simplicity and efficiency, its monthly predictions exhibit some instability. In contrast,
the MLP model’s performance is closely tied to the data volume and distribution, and
its efficacy improves when predicting according to the missing ratio approach, which
helps balance the distribution of the missing Chl-a data in the SCS. When we constructed
models based on missing ratios, because each pixel is relatively independent, the main
difference between images with high missing ratios and those with fewer missing ratios is
the number of samples trained. More pixels will be lost in the SCS during the rainy season
(because of cloud cover) than during the dry season, so it is reasonable to believe that the
ratios of missing pixels may be an index of climate. Therefore, in future studies of Chl-a
imputation in the SCS, the inclusion of a climate factor may be an important contribution
to model improvement.

In addition to the above prediction methods, deep learning is also known to perform
well in the prediction of Chl-a [47], and it is able to find abstract and nonlinear relationships
in the research object. The large number of explanatory variables used in this study may
also have good potential if deep learning methods are used. However, deep learning
usually requires more computational resources, including GPUs, and machine learning
algorithms may perform better with relatively low computational resources. Therefore, the
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advantages and disadvantages of these two approaches for Chl-a prediction in the South
China Sea are yet to be investigated in our further comparative study.

In this research paper, we investigated the application of four distinct machine learn-
ing methods for interpolating Chl-a concentration data spanning from 1999 to 2018. Our
analysis reveals that the RF model offers a more convenient and accurate means of obtain-
ing long-term spatial distribution data for Chl-a concentrations. This capability proves
invaluable for comprehending the spatiotemporal patterns of Chl-a concentration changes.
It is imperative to acknowledge that numerous factors contribute to the spatial and tem-
poral variations in Chl-a concentrations. These factors encompass spatial positioning,
seasonal fluctuations, physicochemical properties of seawater, and biological factors, as
well as natural elements like meteorological conditions, hydrology, ocean currents, and
atmospheric patterns. Additionally, anthropogenic factors such as maritime zoning, land-
based discharges, and coastal infrastructure also play a significant role [48]. Given the
accessibility of data and the suitability of our methodology, we exclusively utilized ocean
dynamics data as indicator variables in this study. In future investigations, we intend
to incorporate a broader spectrum of data sources to assess the predictive capabilities of
different models comprehensively. Furthermore, we plan to delve into a detailed examina-
tion of the uncertainty associated with machine learning imputation methods. This will
enhance our understanding of the robustness and limitations of these techniques for Chl-a
concentration imputation.

5. Conclusions

In this study, we used an innovative approach that combines ocean dynamics datasets
with multiple machine learning algorithms to predict Chl-a in the South China Sea. The
study was centered around four distinct predictive models: RF, GBDT, KNN, and MLP.
These models were trained using monthly temporal resolution data, employing two dis-
tinct training approaches: prediction based on the month and prediction based on the
missing data ratio. The optimal model parameters were determined through grid search
and validated using leave-one-out cross-validation, with test data utilized for validation
purposes. The evaluation of the model performance was based on key metrics including
R?, RMSE, and MAE. The study’s findings are summarized as follows:

(1) Among the models employing the monthly prediction approach, the RF model consis-
tently demonstrated the highest prediction accuracy, followed by GBDT and KNN,
with the MLP performing the least favorably. The RF model excels in both prediction
accuracy and the distribution of model residuals when compared to the other models.

(2) In the case of models employing the missing ratio approach, the RF model again
emerged as the most accurate, followed by GBDT and MLP, while KNN lagged
behind with a comparatively poorer combined performance. It is important to note
that the overall prediction accuracy decreased as the data’s missing ratio increased.

(8) Irrespective of the prediction approach, the RF model consistently delivered a superior
performance. When comparing the two prediction methods within the RF model
using 2018 data, it became apparent that increasing the missing data ratios negatively
impacted the accuracy of the monthly prediction approach. In general, the results
obtained through the monthly prediction approach exhibited a better overall accuracy,
more stable residual variances, and superior generalization capabilities compared to
the missing ratio prediction approach.

Therefore, based on these findings, we recommend the utilization of the RF model for
future Chl-a concentration forecasting in the SCS. This model consistently demonstrates
robust performance, making it a reliable choice for accurate and stable predictions in
this context.
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