
Citation: Xu, D.; Li, Z.; Xin, P.; Zhou,

X. The Non-Singular Terminal Sliding

Mode Control of Underactuated

Unmanned Surface Vessels Using

Biologically Inspired Neural Network.

J. Mar. Sci. Eng. 2024, 12, 112.

https://doi.org/10.3390/

jmse12010112

Academic Editor: Sergei Chernyi

Received: 22 November 2023

Revised: 21 December 2023

Accepted: 25 December 2023

Published: 7 January 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Journal of

Marine Science 
and Engineering

Article

The Non-Singular Terminal Sliding Mode Control of
Underactuated Unmanned Surface Vessels Using Biologically
Inspired Neural Network
Donghao Xu 1,2, Zelin Li 1, Ping Xin 2,3,4 and Xueqian Zhou 2,3,4,*

1 College of Automation, Harbin University of Science and Technology, Harbin 150080, China;
xudonghao@hrbust.edu.cn (D.X.); 2120510097@stu.hrbust.edu.cn (Z.L.)

2 College of Shipbuilding Engineering, Harbin Engineering University, Harbin 150001, China;
xinpingheu2019@hrbeu.edu.cn

3 International Joint Laboratory of Naval Architecture and Offshore Technology between Harbin Engineering
University and University of Lisbon, Harbin 150001, China

4 Qingdao Key Laboratory of Marine Structure Environmental Adaptability, Qingdao 266400, China
* Correspondence: xueqian.zhou@hrbeu.edu.cn; Tel.: +86-451-8251-9902

Abstract: Underactuated Unmanned Surface Vessels (USVs) are widely used in civil and military
fields due to their small size and high flexibility, and trajectory tracking control is a critical research
area for underactuated USVs. This paper proposes a trajectory tracking control strategy using the
Biologically Inspired Neural Network (BINN) for USVs to improve tracking speed and accuracy. A
virtual control law is designed to obtain the required virtual velocity for trajectory tracking control, in
which the velocity error is calibrated to ensure that the position error converges to zero. To observe
and compensate for unknown and complex environmental disturbances such as wind, waves, and
currents, a nonlinear extended state observer (NESO) is designed. Then, a controller based on Non-
singular Terminal Sliding Mode (NTSM) is designed to resolve the problems of singular value and
controller chattering and to improve the controller response speed. A BINN is introduced to simplify
the process of differentiation, reduce the input values of the initial state, and solve the problem of
thruster input saturation. Finally, the Lyapunov stability theory is utilized to analyze the stability
of the proposed algorithm. The simulation results show that the proposed algorithm has a higher
trajectory tracking accuracy and speed than traditional methods.

Keywords: underactuated unmanned surface vessels; trajectory tracking; non-singular terminal
sliding mode control; Biologically Inspired Neural Network; nonlinear extended state observer

1. Introduction

Underactuated Unmanned Surface Vessels (USVs), characterized by their small size,
light weight, and good stealth, have been widely used in many civil and military areas.
These autonomous systems are primarily utilized for tasks that are dangerous or unsuitable
for human operators [1–3], and many methods and technologies have been proposed and
developed, such as trajectory tracking control [4], path tracking control [5], and power
localization control [6] in hazardous waters.

Trajectory tracking control means that the vessels can reach the specified position
within the designated time and continue sailing according to the predefined trajectory.
Unlike fully actuated vessels, the control difficulty of underactuated USVs lies in the need
to control the 3 Degrees Of Freedom (DOF) with only 2-DOF inputs. However, underac-
tuated USVs are easy to design and have high system flexibility. Underactuated USVs
are susceptible to external environmental disturbances during navigation, and unknown
environmental disturbances can affect the trajectory tracking of the USVs. At the same
time, the saturation of the actuator input will reduce the system’s dynamic performance
and even lead to the instability of the closed-loop system.
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To solve the above problems, researchers have proposed a number of control methods,
including backstepping control [7], Sliding Mode Control (SMC) [8,9], adaptive control [10–12],
neural network control [13,14], output feedback control [15], and nonlinear model predic-
tive control [16,17]. SMC is widely used in trajectory tracking control due to its robustness
and insensitivity to parameter variations. A backstepping sliding mode controller was de-
signed [18] to enhance the control performance of Autonomous Underwater Helicopters
(AUHs) and demonstrate its adaptive capability to system state changes. Terminal Sliding
Mode Control (TSMC) allows the system to enter the sliding mode surface and converge
to a given trajectory in a finite time. Although TSMC exhibits better control performance
than original sliding mode designs [19], it can make the control volume infinite in some
regions, which results in singular values, and is prone to the issue of controller chattering. A
continuous adaptive higher-order SMC [20] has been proposed to realize continuous control
and mitigate the chattering of the system, but for the higher-order systems, it requires a long
time to regulate and cannot eliminate the chattering completely. A Fast Terminal Sliding
Mode Control (FTSMC) approach for quadrotor Unmanned Aerial Vehicles (UAV) [21] was
proposed to deal with the high disturbances and actuator faults during navigation, in which
hyperbolic tangent functions are utilized in the adaptive control law to reduce the chattering
effect. Souissi and Boukattaya [22] proposed a global Non-singular Terminal Sliding Mode
(NTSM) controller that enables the system to converge in finite time and avoid the problem
of singular values. An adaptive Non-singular Fast Terminal Sliding Mode Control (NFTSM)
was designed and an appropriate parameter-tuning adaptation law was derived to tackle the
disturbances [23], in which the time-derivative of fractional power terms is not needed in the
controller and thereby the singularity problem typically associated with TSMC is avoided. An
adaptive barrier-function nonsingular SMC was designed [24] to realize the fast stabilization
of nonlinear system with external disturbances. In addition, Barrier Functions (BFs) were used
as an adaptation approach for the NTSMC [25] to achieve convergence of the tracking error to
a pre-defined tolerance. The control method can prevent overestimation of controller gain
and handle disturbances without the knowledge about the upper bounds of disturbances.

In the field of trajectory tracking control, backstepping control [7] is also commonly
used in recent years. In the study of trajectory tracking control of UAVs [26], the original
backstepping control method was used to model the UAV and design the controller. When
applying the backstepping control method, differentiation of higher-order systems leads to
the issue of ‘derivative explosion’, increasing computational complexity. To address the
issue of ‘differential explosion’ in the backstepping control method, a Dynamic Surface
Control (DSC) method was introduced [27]. This method avoids the need for higher-order
derivatives and simplifies the controller design process. A novel fuzzy DSC method that
combines Super Twisting Control (STC) and Super Twisting nonlinear disturbance Observer
(STO) was proposed for uncertain mapping systems [28], which improves the performance
of the controller and solves the controller ‘differential explosion’ problem. Although the
DSC method simplifies the derivation process, it does not account for filtering errors. In
contrast, the adaptive backstepping control method introduced [29] not only simplifies
the derivation process but also compensates for filtering errors. The Biologically Inspired
Neural Network (BINN) [30] has the advantage of making the output of the system smooth
and bounded. The BINN was used [31] for the formation control problem of AUVs to avoid
the effects of velocity jumps as well as angle jumps on formation control. The BINN can
simplify the controller design process and increase the efficiency in calculating the system
derivatives, and thus can effectively suppress the controller input saturation problem. A
BINN-based bounded input control method was introduced [32] to achieve calming control
for underactuated level Translational Oscillators with Rotating Actuator (TORA) systems
subjected to input saturation constraints on the actuators. In [33], a robust control technique
for uncertain time-delayed systems under actuator saturation was presented, the tracking
control of the preset trajectory was realized by designing a Composite Nonlinear Feedback
(CNF) controller, and the simulation verification showed that the proposed method is more
effective than the existing CNF approaches.
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To address the vulnerability of underactuated USVs to unknown external environ-
mental disturbances, researchers have proposed several methods in the literature. These
methods include fuzzy control [34], neural network control, and disturbance observer [35].
An FTSMC based on a disturbance observer approach was proposed [36]. Simulation and
experiment are used to verify that the disturbance observer can effectively observe and
estimate the external disturbances. The Extended State Observer (ESO) [37] has been widely
used in trajectory tracking control of USVs due to its model-independent property and
ability to effectively deal with unknown disturbances and uncertainty terms. An adaptive
higher-order sliding mode controller using a super-twisting algorithm was proposed by
Xiong and Wang [38], who integrated NESO and NTSMC to enhance the robustness of the
antenna platform control system and minimize sliding mode chattering.

When the TSMC method is used to design a trajectory tracking controller of USVs,
there will be problems, such as singular values, controller chattering, input saturation, and
‘differential explosion’. The DSC method can solve the problem of ‘differential explosion’,
but new errors may be introduced during the design process, which can have an impact
on system performance. The problems of input saturation, singular values, and controller
chattering have not been solved. Inspired by the above studies, this paper proposes an
NTSM control strategy utilizing a BINN for the trajectory tracking control problem of
USVs. Not only does it solve the above problems, but it also enables the USVs to stably and
quickly track the reference trajectory within a limited time. The main contributions of this
article are as follows:

(1) A virtual control law is constructed with BINN, which avoids the differential explosion
problem in the system and suppresses input saturation. The BINN is easy to construct
during the design process, thus reducing the difficulty of controller design.

(2) The proposed controllers incorporating NTSM and BINN can improve the response
speed of the controller, solve the problem of singular values, and reduce the chattering
phenomenon of the controller. An NESO is used to observe the unknown disturbances
and compensating in the controller to enhance system security.

This paper is structured as follows: the mathematical modeling and problem formula-
tion are presented in Section 2, the controller design and stability analysis are presented
in Section 3, the studies of case simulations are presented in Section 4, and, finally, some
concluding remarks are given in Section 5.

2. Mathematical Modeling and Problem Formulation
2.1. Underactuated Unmanned Surface Vessel Mathematical Motion Model

The full dynamic model of underactuated USVs has 6-DOF, namely, surge, sway,
heave, roll, pitch, and yaw, respectively. Since, in most applications, only the horizontal
motions of the USVs are of concern, the heave, roll, and pitch can be neglected. In this
study, the USV model parameters are assumed to be known, but the external environmental
disturbances are unknown. A 3-DOF mathematical model is established for the USVs, and
the surge motion controller and yaw motion controller are designed as inputs to control
the motion of the USVs. The following assumptions are made to design the controller.

Assumption 1. The underactuated USV has a uniform mass distribution and a left–right
symmetry, with the center of gravity located at the origin of the coordinate system.

Assumption 2. The reference trajectory (xd, yd) of the USV is smooth and has continuous
first and second-order derivatives [39].

Definitions of the Earth-fixed and Body-fixed coordinate systems are shown in Figure 1:
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Figure 1. Earth-fixed and Body-fixed coordinate frames of underactuated USVs.

In Figure 1, OEXEYE is the Earth-fixed coordinate system, OE is the origin, OEXE is the
north direction, OEYE is the east direction, ObXbYb is the Body-fixed coordinate frame, Ob is
the center of gravity of the USV, ObXb directs to the bow, and ObYb points to the starboard.

(x, y) represents the actual position of the USVs, ψ ∈ (0, 2π) is the heading angle of
the USV, and u, v, and r denote the surge velocity, the sway velocity, and the yaw velocity
of the USV, respectively. Therefore, the 3-DOF mathematical model of the underactuated
USV can be described as

.
η = J(ψ)υ (1)

M
.
υ = −C(υ)υ− Dυ+ τ+ τd (2)

where Equations (1) and (2) are the kinematic and dynamic models of the USV, respectively.
η = [x, y, ψ]T is the position vector of the USV; υ = [u, v, r]T the velocity vector of the USV,

J(ψ) =

cos ψ − sin ψ 0
sin ψ cos ψ 0

0 0 1

 is the transformation matrix, which satisfies J−1(ψ) = JT(ψ);

M =

m11 0 0
0 m22 0
0 0 m33

 is the inertia matrix, C(υ) =

 0 0 −m22v
0 0 m11u

m22v −m11u 0

 the Coriolis

matrix; D =

d11 0 0
0 d22 0
0 0 d33

 is the hydrodynamic damping matrix; τ = [τu, τv, τr]
T is the

control input, and τu and τr is the surge motion controller and yaw motion controller of
the USV, respectively. Since the USV used in this study is an underactuated system, τv = 0.
τd = [τdu, τdv, τdr]

T is used to denote unknown time-varying disturbances from the external
environment, among them, m11 = m + X .

u, m22 = m + Y.
v, m33 = Iz + N.

r, d11 = −Xu,
d22 = −Yv, d33 = −Nr. m represents the mass of USV, Iz represents the moment of inertia
about axis z, and the other parameters are hydrodynamic coefficients. Therefore, combining
the kinematic and dynamic models of underactuated USV yields

.
x = u cos(ψ)− v sin(ψ)
.
y = u sin(ψ) + v cos(ψ)
.
ψ = r
.
u = (m22vr − d11u + τu + τdu)/m11.
v = (−m11ur − d22v + τdv)/m22.
r = ((m11 − m22)uv − d33r + τr + τdr)/m33

(3)
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2.2. Overview of Biologically Inspired Neural Network

BINN refers to a series of optimization algorithm models formed by scholars inspired
by some behaviors or intrinsic nature of organisms. It is inspired by the process of the
occurrence and transfer of bioelectrical signals between neurons. In recent years, BINN
has been widely used in trajectory tracking, path planning, and formation control due to
its advantages in optimizing performance, handling unmodeled dynamics, suppressing
input saturation, and controlling speed jumps. The mathematic model of BINN takes the
form [40]

d2V
dt2 = K

{
dV
dt

+
1

Cm

[
gkn4(V − VK) + gNam3h(V − VNa) + gl(V − Vl)

]}
(4)

where V is the value of the potential of the cell membrane; VNa, VK, Vl are the potentials
generated at the cell membrane by Na+, K+ and the resting potential, respectively; gNa,
gK, gl is the conductance generated by Na+, K+ and passive channels, respectively; Cm is
the cell membrane capacitance; K is a design parameter that is positive; n, m, and h are
parameters of the ionic activity state in the cell membrane.

Simplifying Equation (4) based on the change in cell membrane potential, the following
model can be obtained:

Cm
dV
dt

= gK(VK − V) + gNa(VNa − V) + gl(Vl − V) (5)

Let some coefficients in Equation (5) be constants [41] denoted as Cm = 1,
Vl − V = −Xi, VNa − Vl = B, Vl − VK = D, gl = Ai, gNa = SL

i , gK = SH
i , it can be

obtained that
dXi
dt

= −AiXi + (Bi − Xi)SH
i − (Di + Xi)SL

i (6)

where Ai is the decay rate of the potential change; Bi and Di are the upper and lower bounds
of the output potential, respectively; SH

i and SL
i are the excitatory and inhibitory. The stabil-

ity and boundedness of the algorithm and output have been rigorously demonstrated [41],
and the BINN algorithm used in this study was obtained using f (ζ) = max{ζ, 0} instead
of SH

i , g(ζ) = max{−ζ, 0} replace SL
i :

dXi
dt

= −AiXi + (Bi − Xi) f (ζ)− (Di + Xi)g(ζ) (7)

The objective of this study is to design a BINN-based NTSM control strategy for
the problem of thruster input saturation of USV, which enables the suppression of input
saturation, facilitates the observation and compensation of disturbances and satisfies the
stability requirements.

3. Controller Design and Stability Analysis

In this section, an NTSM controller using BINN is designed to realize the trajectory
tracking control, and the structure of the whole design scheme is shown in Figure 2.

3.1. Virtual Control Law Design

The purpose of trajectory tracking control of USVs is typically to continuously adjust
the controller based on positional error information, ultimately making the position error
calm down to zero. To achieve this, the Lyapunov function must be constructed based on
the positional error equation, and the virtual control law must be designed to satisfy the
Lyapunov stability theory and enable trajectory tracking control. Therefore, the position
tracking error xe, ye is defined as {

xe = x − xd
ye = y − yd

(8)
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where xd and yd are the reference position of USV; and x and y is the actual position of USV.
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It can be derived from Equations (8) and (3) that{ .
xe = u cos(ψ)− v sin(ψ)− .

xd.
ye = u sin(ψ) + v cos(ψ)− .

yd
(9)

Define the vertical velocity error and lateral velocity error of the USV as follows:{
ue = u − αu
ve = v − αv

(10)

where αu is the designed vertical virtual control law and αv the designed lateral virtual
control law. Combining Equations (9) and (10) gives the following equations: αu =

.
xd cos(ψ) +

.
yd sin(ψ)− k1xe√

x2
e+y2

e+D
cos(ψ)− k2ye√

x2
e+y2

e+D
sin(ψ)

αv = − .
xd sin(ψ) +

.
yd cos(ψ) + k1xe√

x2
e+y2

e+D
sin(ψ)− k2ye√

x2
e+y2

e+D
cos(ψ)

(11)

where k1 > 0, k2 > 0, D > 0 are designed constants. Substituting Equations (10) and (11)
into Equation (9):

.
xe = (u − αu) cos(ψ)− (v − αv) sin(ψ)− k1xe√

x2
e+y2

e+D
.
ye = (u − αu) sin(ψ) + (v − αv) cos(ψ)− k2ye√

x2
e+y2

e+D

(12)

where Λ =
√

x2
e + y2

e + D. For u − αu = 0 and v − αv = 0, Equation (12) can be expressed as{ .
xe = − k1xe

Λ.
ye = − k2ye

Λ
(13)

Consider the Lyapunov function:

V1 =
1
2

x2
e +

1
2

y2
e (14)

The derivative of Equation (14) is given by

.
V1 = xe

.
xe + ye

.
ye =

−k1x2
e − k2y2

e
Λ

(15)
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Following Equation (15) and Lyapunov stability theory, it can be obtained that when
lim
t→∞

.
V1 ≤ 0, the position errors xe and ye of the USV converge to zero asymptotically, and

the system is stabilized. It is shown that when the velocity error converges to zero, the
position error also converges to zero.

3.2. Nonlinear Extended State Observer Design

In the actual navigation process, the underactuated USV will be affected by distur-
bances from the external environment. Considering that the disturbances are non-negligible
and cannot be directly measured, a NESO is introduced into the control system to estimate
the unknown disturbances and to improve the ability to resist disturbances.

According to the USV mathematical model Equation (1), it can be obtained that

..
η =

.
J(ψ)υ+ J(ψ)

.
υ

=
.
J(ψ)υ+ J(ψ)M−1(−C(υ)υ− Dυ+ τ+ τd)

=
.
J(ψ)υ+ J(ψ)M−1(−C(υ)υ− Dυ) + J(ψ)M−1τ+ J(ψ)M−1τd

= F1 + F2τ+ d

(16)

where F1 =
.
J(ψ)υ+ J(ψ)M−1(−C(υ)υ− Dυ), F2 = J(ψ)M−1, d = J(ψ)M−1τd.

Construct a NESO in the following form [42]:
.
ẑ1 = ẑ2 + γ1(z1 − ẑ1).
ẑ2 = ẑ3 + F2τ+ F̂1 + γ2χ2.
ẑ3 = γ3χ3

(17)

where ẑ1 is the estimation of the position vector η of the USV, ẑ2 the estimation of
.
η,

γi(i = 1, 2, 3) > 0 denotes the control gain of the NESO, ẑ3 the estimation of the part with
the disturbance term, F̂1 =

.
J(ψ)υ̂+ J(ψ)M−1(−C(υ)υ̂− Dυ̂) the observation of F1. The

observation error is defined as e1 = z1 − ẑ1, e2 = z2 − ẑ2, e3 = z3 − ẑ3.
For vector χi = fali(e1, αi, δi), (i = 1, 2), define

fali(e1, αi, δi) =

{
|e1|αi sign(e1), |e1| > δi

e1

δ
1−αi
i

,|e1| ≤ δi
(18)

where αi ∈ (0, 1), δi > 0(i = 1, 2) is a design parameter of small value.
Combining Equations (1), (16), and (17), the error dynamic equations for the NESO

can be obtained: 
.
e1 = e2 − γ1e1
.
e2 = e3 − γ2χ2 +

~
F1

.
e3 = −γ3χ3 +

.
d

(19)

where
~
F1 = F1 − F̂1,

∣∣∣ .
d
∣∣∣ ≤ H, H > 0.

To analyze the stability of the NESO, the error vector is defined as e = [e1, e2, e3]
T ∈ R9.

The following expression can be derived:

.
e = Ae + B (20)

where A =

−γ1 I3 03
−γ2 03 I3
−γ3 03 03

, B =

03
~
F1
H

.
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The eigenvalue matrix of A is

|sI − A| =

s + γ1 −I3 03
γ2 s −I3
γ3 03 s

 (21)

The characteristic polynomial of Equation (21) is

s3 +β1s2 +β2s +β3 = 0 (22)

According to Lyapunov stability theory, for any given positive definite matrices Q and
P, the following Lyapunov equation is satisfied.

ATP + PA + Q = 0 (23)

Design the Lyapunov function:

V2 = eTPe (24)

The time derivative of Equation (24):

.
V2 =

.
eTPe + eTP

.
e

= (Ae+B)TPe + eTP(Ae+B)
= eT

(
ATP + PA

)
e + 2eTPB

≤ eT
(

ATP + PA
)

e + 2∥e∥Pµ1∥e∥
≤ −eTQe + 2µ1∥P∥∥e∥2

(25)

where µ1 > 0. The quadratic inequality holds: λmin(Q)∥e∥2 ≤ eTQe ≤ λmax(Q)∥e∥2,
λmin(Q) and λmax(Q) are the minimum and maximum eigenvalue of the matrix Q, which
satisfied γi|e|αi ≤ ∥e∥2 ≤ V2/λmin(Q).

Then, Equation (25) can be written as

.
V2 ≤ −λmin(Q)∥e∥2 + 2µ1∥P∥∥e∥2

≤ −(λmin(Q)− 2µ1∥P∥)∥e∥2

≤ −µ2V2/λmin(Q)

(26)

where µ2 = λmin(Q)− 2µ1∥P∥ > 0, so that
.

V2 < 0, the observer error system is stable and
the error is bounded.

Therefore, the values of the disturbance observed by NESO are τ̂d = [τ̂du, τ̂dv, τ̂dr]
T =

J−1(ψ)Md̂.

3.3. Controller Design
3.3.1. Surge Motion Controller Design Using Biologically Inspired Neural Network

Based on the vertical velocity error ue, the following NTSM surface can be designed:

s1 =
∫ t

t0

uedt + β1(ue)
p1/q1 (27)

where β1 > 0 is a design constant; p1 and q1 the odd positive integers that satisfy p1 > q1.
The derivative of s1 with respect to time t is

.
s1 = ue + β1

p1

q1
(ue)

p1/q1−1
(

m22

m11
vr − d11

m11
u +

1
m11

τu +
1

m11
τdu −

.
αu

)
(28)
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To simplify the design of the controller, the designed vertical velocity control law αu is
incorporated into the BINN, yielding the following expression:

.
Xu = −A1Xu + (B1 − Xu) f (αu)− (D1 + Xu)g(αu)

= −[A1 + f (αu) + g(αu)]Xu + B1 f (αu)− D1g(αu)
(29)

After a transformation of the BINN
.
αu =

.
Xu, Equation (28) can be written as

.
s1 = ue + β1

p1

q1
(ue)

p1/q1−1
(
(m22vr − d11u + τu + τdu)/m11 −

.
Xu

)
(30)

To achieve a kinematic stabilization of the USV system, a surge motion controller τu
using BINN is designed in the following form:

τu = −m22vr + d11u + m11
.

Xu − m11
1
β1

q1

p1
(ue)

2−p1/q1 − λ1sat(s1)− τ̂du (31)

where τ̂du represents the disturbance value observed by NESO in the surge direction,
λ1 > 0 is a design constant, and δ is a small positive value. In order to improve the issue of
chattering in the traditional SMC, the symbolic function is replaced with the function sat(x),
and a controller is designed. The expression of function sat(x) used in this subsection is
as follows:

sat(x) =


1, x > δ

x/δ, |x| ≤ δ
−1, x < −δ

(32)

Consider the Lyapunov function:

V3 =
1
2

m11s2
1 (33)

The derivative of Equation (33) is given by

.
V3 = m11s1

.
s1

= m11s1

(
ue + β1

p1
q1
(ue)

p1/q1−1
(
(m22vr − d11u + τu + τdu)/m11 −

.
Xu

))
= β1

p1
q1
(ue)

p1/q1−1s1(−λ1sat(s1) + τdu − τ̂du)

= β1
p1
q1
(ue)

p1/q1−1s1(−λ1sat(s1)) + β1
p1
q1
(ue)

p1/q1−1s1τ̃du

(34)

where τ̃du = τdu − τ̂du is the disturbance error, and β1
p1
q1
(ue)

p1/q1−1 ≥ 0.
It follows Equation (26) that the observation error of the NESO converges, and errors

are bounded so that τ̃du is stable and converges to zero.
Therefore, Equation (34) can be written as

.
V3 ≤ −λ1β1

p1

q1
(ue)

p1/q1−1|s1| (35)

3.3.2. Design of Yaw Motion Controller Using Biologically Inspired Neural Network

Since the USV has no thrusters in the transverse direction, the following NTSM is
designed to allow control input τr to occur in the

.
s2

s2 = ve + β2
( .
ve
)p2/q2 (36)

where β2 > 0 is design constant, p2 and q2 are odd positive integers satisfying p2 > q2.
The derivative of s2 with respect to time t is

.
s2 =

.
ve + β2

p2

q2

..
ve
( .
ve
)p2/q2−1 (37)
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It can be derived from Equation (10), that
.
ve =

.
v − .

αv,
..
ve =

..
v − ..

αv. Define ω as

ω =
[ ..
yd − k2

(
Λ−1 − Λ−3y2

e

) .
ye + k1Λ−3xeye

.
xe

]
cos(ψ)

−
[ ..

xd − k1

(
Λ−1 − Λ−3x2

e

) .
xe + k2Λ−3xeye

.
ye

]
sin(ψ)

(38)

Then,
.
αv = −rαu +ω, so that

..
αv = − .

rαu − r
.
αu +

.
ω. To simplify the derivation process,

by substituting ω into the BINN, the following expression is obtained:

.
Xv = −A2Xv + (B2 − Xv) f (ω)− (D2 + Xv)g(ω) (39)

From Equation (3), the differential equation of
.
v can be obtained:

..
v =

[
−d22m33

.
v + m33

.
τdv − m11m33

.
ur − m11uτr − m11uτdr

+m11d33ur + m11(m22 − m11)u2v

]
/m22m33 (40)

Combining Equations (37), (39), and (40) yields

.
s2 =

β2 p2
( .
ve
)p2/q2−1

[(m22αu − m11u)(τr + τdr) + h]
q2m22m33

(41)

and

h = m22αu[(m11 − m22)uv − d33r] + m22m33

[
r

.
Xu −

.
Xv + β2

q2
p2

( .
ve
)2−p2/q2

]
− d22m33

.
v

−m11m33
.
ur + m11d33ur + m11(m22 − m11)u2v + m33

.
τ̂dv

(42)
where

.
τ̂dv is the derivative of the disturbance value τ̂dv in the sway direction observed by

NESO.
Design the yaw motion control law as follows:

τr = −h
b
− λ2sat(s2)− τ̂dr (43)

where τ̂dr is the disturbance value in the direction of the yaw observed by NESO, b =
m22αu − m11u, λ2 > 0 is a design constant, and the sat(x) function is chosen as shown in
Equation (32).

Consider the Lyapunov function:

V4 =
1
2

m22m33s2
2 (44)

The derivative of Equation (44) is given by

.
V4 = m22m33s2

.
s2

= β2
p2
q2

( .
ve
)p2/q2−1s2(−λ2sat(s2) + τdr − τ̂dr)

= β2
p2
q2

( .
ve
)p2/q2−1s2(−λ2sat(s2)) + β2

p2
q2

( .
ve
)p2/q2−1s2τ̃dr

(45)

It follows Equation (26) that the observation error of the NESO converges, and errors
are bounded so that τ̃dr is stable and converges to zero.

Therefore, Equation (45) can be written as

.
V4 ≤ −λ2β2

p2

q2

( .
ve
)p2/q2−1|s2| (46)
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3.4. Stability Analysis

In this subsection, the proposed control method is used for the trajectory tracking
control of a USV, and the structure of the control strategy is shown in Figure 2. The stability
analysis is then given by the following theorem.

The trajectory tracking control problem of an underactuated USV with unknown envi-
ronmental disturbances is described in Equations (1) and (2). The selection of appropriate
parameters ki(i = 1, 2), βi(i = 1, 2), λi(i = 1, 2), pi(i = 1, 2), qi(i = 1, 2), αi(i = 1, 2), and
γi(i = 1, 2, 3) is crucial for designing the virtual control law, controller, and NESO. The
choice of these parameters can ensure that the system outputs track the given reference
signals and ensure that all the variables in the closed-loop system remain consistent and
ultimately bounded.

Consider the Lyapunov function:

V5 = V3 + V4 (47)

Derivation of the Equation (47) gives

.
V5 =

.
V3 +

.
V4

≤ −λ1β1
p1
q1
(ue)

p1/q1−1|s1| − λ2β2
p2
q2

( .
ve
)p2/q2−1|s2|

≤ −C1
√

V3 − C2
√

V4 ≤ −C
√

V5

(48)

where C1 =
√

2/m11λ1β1
p1
q1
(ue)

p1/q1−1, C2 =
√

2/m22m33λ2β2
p2
q2

( .
ve
)p2/q2−1,

C = min{C1, C2}.
It follows from Equation (48) that lim

t→∞

.
V5(t) ≤ 0, according to the Lyapunov stability

theory criterion in [43], shows that the closed-loop system of trajectory tracking control for
the underactuated USV is stable and the error converges in finite time.

4. Simulation Studies

In this section, experimental simulations are conducted to verify the effectiveness of
the proposed controllers in handling input saturation. Additionally, the stability of the
controllers in the presence of unknown external disturbances is also evaluated during these
experiments. The long-range patrol vessel “BAY CLASS” [44] is used for the simulations.
The length of the vessel is 38 m, the mass of the vessel is m = 1.18 × 105kg, and the other
parameters of the vessel are shown in Table 1. The virtual control law, NESO, and controllers
in the design process are modeled using the Simulink simulation tool in MATLAB. The
version number of MATLAB is 9.8.0.1323502 (R2020a), and the solver ode45 is chosen with
variable step size. All the simulations are conducted on a personal computer equipped
with an Intel(R) Core(TM) i5-6300 HQ CPU @ 2.30 GHz (Intel Corporation, Santa Clara,
CA, USA)and a 16 GB Memory Stick (NVIDIA Corporation, Santa Clara, CA, USA). The
work of the simulation is divided into two stages.

Table 1. USV model parameters.

Parameter Value Units

m11 1.2 × 105 kg
m22 1.779 × 105 kg
m33 6.36 × 107 kg · m2

d11 2.15 × 104 kg/s
d22 1.47 × 105 kg/s
d33 8.02 × 106 kg · m2/s

4.1. Trajectory Tracking on a Straight Path

To verify the trajectory tracking control effect of the USV on the straight path, the
straight trajectory is designed as xd = 10t, yd = t, and the slow time-varying distur-
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bances are used to simulate the actual sea conditions with less wind, waves, and slower
environmental changes during the navigation.

τdu = 1 × 103 × (sin 0.2t + cos 0.5t)
τdv = 1 × 102 × (sin 0.1t)
τdr = 1 × 104 × (sin 0.5t + cos 0.3t)

(49)

The initial positions and velocities of the USV are assumed as η0 = [−50, 20, 0]T and
υ0 = [0, 0, 0]T. For the control method designed in this study, increasing the control gain
improves the steady-state performance of the system, but it slows down the convergence
speed of the error. Therefore, to achieve faster convergence speed and better steady-state
performance, the virtual control gains (k1 and k2) are generally chosen to be constants around
1, the controller gains λ1 and λ2 are larger constants. Thus, the control parameters of the USV
are selected as k1 = k2 = 1.3, D = 5, β1 = 5, β2 = 1, p1 = p2 = 5, q1 = q2 = 3, λ1 = 3× 104,
λ2 = 2 × 104. The relevant parameters for the BINN are A1 = 10, B1 = D1 = 2, A2 = 4,
B2 = D2 = 7. The parameters for NESO are set as γ1 = diag(10, 10, 10), γ2 = diag(11, 6, 8),
γ3 = diag(5, 7, 8), α1 = diag(0.3, 0.5, 0.2), α2 = diag(0.2, 0.5, 0.5). The simulation results are
shown in Figures 3–5.
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Figure 3. Simulation results of the straight path. (a) Trajectory tracking results for the USV;
(b) Position tracking results for the USV; (c) Velocity tracking results for the USV; (d) Control inputs
change over time.
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The simulation results of the straight path for USV are shown in Figure 3. Figure 3a
shows the trajectory tracking results for the USV, where the blue line is the reference
trajectory, the red line is the actual trajectory formed by the proposed control method, and
the orange line is the actual trajectory formed by the original SMC. It can be seen that
the tracking speed of the proposed control method is significantly faster than that of the
original SMC method. Figure 3b shows the USV in the xy plane over time, which reflects
the tracking situation when the trajectory changes over time. Figure 3c shows the results of
velocity tracking for USV, which shows that the proposed method converges faster than
the original SMC. Figure 3d shows the change curve of the control inputs. Compared with
the control method used by Xu [45], the NTSM controller with the addition of a BINN has
a significant suppression effect on the input saturation, and from the results, the plotted
curves are rounded and smooth, and the symbolic function has been replaced with the
sat(x) function so that the controller chattering problem is effectively solved. Figure 4
shows the position errors and the velocity errors. It can be seen that the position error and
the velocity error convergence speed of the proposed method are faster than that of the
original SMC and are more stable.

Figure 5 shows the observation results of NESO for the positions, velocities, and
disturbances of the USV system. It can be seen that the designed NESO can accurately
estimate the position and velocity information of the USV and can quickly and accurately
estimate the unknown disturbances curve with accurate estimation results. Since the initial
position of the USV is far from the reference position, there is some overshooting in the
initial stage, but it does not affect the observation results and improves the robustness of
the system. Figure 5c shows the comparison curves between the Nonlinear Disturbance
Observer (NDOB) and NESO’ for disturbance observation. From the results, it can be seen
that the observation speed of NDOB is slower than NESO, and there is a certain degree
of hysteresis.

4.2. Trajectory Tracking on a Circular Path

To further verify the effectiveness of the proposed control method, the circular path
is set as xd = 300 sin(0.03t), yd = 300 cos(0.03t), and the following strong time-varying
disturbances are used to simulate the actual sea conditions with strong winds, waves, or
strong environmental changes during the navigation.

τdu = 1 × 105 × (sin 0.2t + cos 0.5t)
τdv = 1 × 104 × (sin 0.1t + cos 0.4t)
τdr = 1 × 106 × (sin 0.5t + cos 0.3t)

(50)

The initial positions and velocities of the USV are assumed as η0 = [0, 0, 0]T and
υ0 = [0, 0, π/6]T . The control parameters of the USV used are k1 = 1.6, k2 = 2.0, D = 10,
β1 = 5, β2 = 10/9, p1 = p2 = 5, q1 = q2 = 3, λ1 = 1 × 104, and λ2 = 1 × 104. The
parameters for the BINN are A1 = 9, B1 = D1 = 4, and A2 = B2 = D2 = 10. The
parameters for NESO are γ1 = diag(15, 15, 15), γ2 = diag(11, 13, 8), γ3 = diag(15, 20, 20),
α2 = diag(0.3, 0.3, 0.2), and α3 = diag(0.1, 0.1, 0.2). The simulation results are shown in
Figures 6–8.

Figure 6 presents the simulation results for the case of the circular path. Figure 6a
shows the trajectory tracking curve. It can be seen that when the reference trajectory
changes from a straight line to a curve, the designed controller can still enable the USV to
track the reference trajectory. Figure 6b,c show the results for position tracking and speed
tracking. Figure 6d shows the curve of changes in the control inputs.

Figure 7 shows position errors and the speed tracking errors. For the initial position of
the USV far away from the reference position, the error is large at the initial stage of speed
tracking, but after the USV achieves stable tracking, the speed error convergences to zero
faster than the original SMC, which suggests the efficiency of the controller design.
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Figure 8 shows the observation results of positions, velocities, and external distur-
bances information using NESO, from which it can be seen that the designed NESO can
still accurately and quickly observe the strongly varying disturbances. The overshooting
is also small. Figure 5c is the comparison of curves between the NDOB and NESO for
disturbance observation.

5. Conclusions

This paper proposes an NTSM controller incorporating the BINN method for trajec-
tory tracking control of underactuated USV accounting for the input saturation and the
unknown external environmental disturbances. The BINN method is employed to miti-
gate the problem of controller input saturation, while the NESO is designed to accurately
observe unknown disturbances. By utilizing the Lyapunov stability criterion, it has been
demonstrated that the designed control method can stabilize the error, ensuring a bound of
errors. The proposed control method is validated through simulations for two different
real sea conditions. Based on the observation and analysis of the results, the following
conclusions are drawn:
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(1) The design of the virtual control law simplifies the trajectory tracking problem by con-
verting the initial large position error into a smaller velocity error and achieves USV
trajectory tracking control by stabilizing the velocity error. This approach significantly
reduces the complexity of control and holds great practical significance.

(2) The BINN can effectively deal with the issue of controller input saturation during USV
navigation, which enhances USV performance in terms of safety. The BINN simplifies
the controller design process, resulting in faster derivation and smaller computational
requirements, resulting in a smooth and bounded output system.

(3) The proposed NTSM controllers using BINN exhibit better control performance than
SMC. Furthermore, this proposed approach effectively minimizes position and veloc-
ity errors to zero within a short time, increasing the response speed of the system and
improving overall accuracy.

(4) A NESO has been designed to accurately observe the unknown environmental distur-
bances, the position and velocity information of the USV, and the designed NESO is
verified to effectively counteract the influence of disturbances on the USV through
two cases of different marine environments, which shows that the robustness and
stability of the system has been improved.

In future work, the focus will be on improving NESO and enhancing its observa-
tion speed. In order to verify the effectiveness and practicality of the proposed method,
experiments will be considered in some real-time situations to validate simulation studies.
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