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Abstract: Uncompensated motion errors can seriously affect the imaging quality of synthetic aperture
sonars (SASs). In the existing line-by-line motion compensation (MOCO) algorithms for wide-beam
multiple-receiver SAS systems, the approximate form of the range history error usually introduces a
significant approximation error, and the residual two-dimensional (2D) range cell migration (RCM)
caused by aperture-dependent motion errors is not corrected, resulting in the severe defocus of the
image. In this paper, in the presence of translational and rotational errors in a multiple-receiver SAS
system, the exact range history error concerning the five-degree-of-freedom (DOF) motion errors of
the sway, heave, yaw, pitch, and roll under the non-stop-hop-stop case is derived. Based on this, a two-
stage subaperture MOCO algorithm for wide-beam multiple-receiver SAS systems is proposed. We
decompose the range history error into the beam-center term (BCT) and the residual spatial-variant
term (RSVT) to compensate successively. In the first stage, the time delay and phase error caused by
the BCT are compensated receiver-by-receiver through interpolation and phase multiplication in the
azimuth-time domain. In the second stage, the data of a single pulse are regarded as a subaperture,
and the RSVT is compensated in the subaperture range-Doppler (RD) domain. We divide the range
into several blocks to correct RCM caused by the RSVT in the subaperture RD domain, and the phase
error caused by the RSVT is compensated by phase multiplication. After compensation, the wide-
beam RD algorithm is used for imaging. Simulated and real-data experiments verify the superiority
and robustness of the proposed algorithm.

Keywords: motion compensation (MOCO); range history error; synthetic aperture sonar (SAS);
subaperture; wide beam

1. Introduction

The synthetic aperture sonar [1–6] (SAS) deviates from its nominal trajectory, and
the turbulence of the propagation medium will disturb the phase of the detected echoes,
resulting in poor imaging quality, so motion compensation (MOCO) is necessary. There
are two main groups of MOCO methods: One is the echo-based MOCO method [7–11],
which is called the displaced phase center antenna (DPCA) algorithm. The DPCA al-
gorithm is computationally expensive, and the estimation error accumulates with the
number of pulses [12]. The other MOCO method is based on motion sensors [13–21].
Although the motion-sensor-based compensation method is coarse, it is still an effective
and robust MOCO method [14]. This paper mainly discusses the motion-sensor-based
compensation method.

The motion errors of the multiple-receiver SAS can be classified into two groups:
(1) translational with three degrees of freedom (surge, sway, and heave) and (2) rotational
with another three degrees of freedom (yaw, pitch, and roll) [22]. The surge is introduced by
non-zero along-track acceleration, which can be compensated by the real-time adjustment
of pulse repetition frequency (PRF). We assume that the surge has been compensated in
this paper. The sway will cause range history error for all receivers, which is regarded
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as an important type of motion error. The influences of the heave and pitch cannot be
ignored at a short range and large elevation angle. The yaw and pitch will cause large range
history errors for edge receivers in the case of long arrays. In addition, the range history
error caused by the roll also needs to be discussed. Therefore, this paper analyzes and
compensates the range history error caused by the five-degree-of-freedom (DOF) motion
errors of the sway, heave, yaw, pitch, and roll.

In the case of narrow-beam systems, typical two-step MOCO [23] or one-step MOCO [24]
can achieve high-resolution imaging for azimuth-invariant and range-variant MOCO. Gen-
erally, the above compensations are allowed for systems with a beam width of less than 10◦ [25].
However, with higher azimuth resolution [26] and lower frequency [27–29], the beam of SASs
becomes wider (such as HISAS 1030, HISAS 2040, etc.). The wide beam invalidates the
beam-center approximation of the two-step MOCO and one-step MOCO methods, resulting
in residual azimuth-variant motion errors after the beam-center MOCO. The above problem
also exists in wide-beam synthetic aperture radar (SAR) systems. There are several methods
for compensating for the residual azimuth-variant phase errors, including subaperture com-
pensation [30], subaperture topography- and aperture-dependent (SATA) [31], frequency
division (FD) [32,33], and precise topography- and aperture-dependent (PTA) [34,35] algo-
rithms. In the research of MOCO for wide-beam, multiple-receiver SAS systems, Callow
et al. [18] proposed a subaperture compensation algorithm. Callow takes the data of a single
pulse as a subaperture and compensates the motion errors in the wavenumber domain of
the subaperture. However, there are two main challenges using the above algorithms for
the wide-beam, multiple-receiver SAS MOCO.

(1) In the case of multiple-receiver configuration and non-stop-hop-stop, the exact
range history is a complex function concerning the five-degree-of-freedom (DOF) motion
errors of the sway, heave, yaw, pitch, and roll. However, the existing range history suitable
for wide-beam SAR MOCO is the approximate form in the case of single-receiver config-
uration (only translational motion errors exist) and stop-hop-stop. Although the range
history derived from [18] is based on multiple-receiver configuration, the heave and pitch
are ignored. The multiple-receiver SAS MOCO using the approximate range history error
will degrade the image focus severely. Therefore, the exact range history error is crucial for
multiple-receiver SAS MOCO.

(2) In typical wide-beam SAR systems, the residual range history error after beam-
center MOCO is azimuth-variant and range-invariant; this causes azimuth-variant phase
errors but does not result in range cell migration (RCM). However, in the wide-beam
SAS systems, because of the centimeter-level range resolution and a larger covering range
of the elevation, the residual range history error after beam-center MOCO causes not
only the range-variant and azimuth-variant phase error but also the range-variant and
azimuth-variant RCM. This residual two-dimensional spatial-variant RCM should also be
compensated for in wide-beam SAS systems, which differs from the phase error that is
compensated only in wide-beam SAR systems.

In this paper, we derive the exact range history error concerning the five-DOF motion
errors in the non-stop-hop-stop case and develop a two-stage subaperture MOCO algorithm
to compensate for the beam-center term (BCT) and the residual spatial-variant term (RSVT)
successively. The BCT changes rapidly with receivers and is compensated receiver-by-
receiver in the first stage. The RCM and phase errors caused by the BCT are compensated
through interpolation and phase multiplication, respectively. The RSVT is 2D spatial-
variant but changes slowly with the receivers. Therefore, the difference between receivers
can be ignored, and the RSVT of the reference receiver can be uniformly used to compensate
in the subaperture RD domain. In the second stage, the data of a single pulse are regarded
as a subaperture, and a short Fourier transform (FT) is performed to enter the RD domain
to compensate for the RSVT. The RSVT is approximately proportional to the cosine of
the azimuth angle off the beam center, and the azimuth angle can be obtained through
the Doppler frequency. The time delay error caused by the RSVT usually spans several
range cells, causing additional 2D spatial-variant RCM. We correct the residual 2D spatial-
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variant RCM by dividing the range into blocks and compensate for the phase error caused
by the RSVT through phase multiplication. Finally, the subapertures are stitched along
the azimuth after the azimuth inverse Fourier transform (IFT). After compensation, the
pre-processing scheme in [36] is adopted to convert the data of the wide-beam, multiple-
receiver SAS into the monostatic SAS equivalents, and then the RD algorithm [37] is used
for imaging.

The main innovations of the proposed algorithm are as follows:
(1) In the case of multiple-receiver configuration and non-stop-hop-stop, the exact

range history for motion errors is derived, which include five kinds of errors: sway, heave,
yaw, pitch, and roll. The compensation performance using the exact expression is much
better than using the existing range histories.

(2) Because of the centimeter-level range resolution and a larger covering range of
elevation in the wide-beam SAS, the residual RCM after beam-center MOCO is 2D spatial-
variant. In the proposed subaperture MOCO algorithm, this residual 2D spatial-variant
RCM is compensated by dividing the range into blocks.

The remainder of this paper is organized as follows. In Section 2, the exact expression
of range history error is derived. In Section 3, the spatial-variant characteristics of the range
history error are analyzed, providing a basis for the subsequent compensation scheme.
In Section 4, the detailed process of the algorithm is shown, as well as the applicable
conditions and computational efficiency. Section 5 compares the compensation performance
of this algorithm with the wide-beam compensation algorithm in [18] and the classic SATA
algorithm through simulated data and real data, to verify the effectiveness and robustness
of this algorithm. Section 6 serves as a summary of this paper.

2. SAS Geometry and Exact Range History Error

The motion geometry of a multiple-receiver SAS is shown in Figure 1, and the nominal
and actual trajectories of the SAS are shown as a blue line and red curve, respectively.
We adjust the PRF and data recording speed using the X-axis velocity VA calculated by
the accelerometer to ensure uniform along-track sampling. Assuming the ideal X-axis
velocity and PRF are VA0 and PRF0, respectively, when the X-axis velocity changes to VA,
the corresponding PRF is adjusted to VA/VA0 · PRF0. Assuming that the surge has been
fully compensated by a real-time adjustment of PRF, the azimuth sampling is uniform, and
the equivalent velocity VA of the X-axis can be considered constant.
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Figure 1. Motion geometry of multiple-receiver SAS. 

Figure 1. Motion geometry of multiple-receiver SAS.

We suppose that there is a point target P(0, r cos Es,−h) in the swath, where r denotes
the vertical slant range from the target to the nominal trajectory, ES denotes the target
elevation angle, and h denotes the height of the platform. The actual and ideal distances
from the target to the transmitter are R∗ and R, respectively, and HM between the actual
distance and the vertical slant range denotes the target azimuth angle.

The rectangular coordinate system oaxayaza is established on the sonar array, as shown
in Figure 2. The rotational center Oa of the array coincides with the center of the transmitter.
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Please note that even when the rotational center deviates from the center of the transmitter,
the rotational motion errors can also be converted into different combinations of the five-
DOF motion errors in the coordinate system shown in Figure 2. To simplify the discussion,
the motion errors discussed in this paper were converted into motion errors in the case
that the rotational center coincides with the center of the transmitter. The rotational
errors will cause not only the range history error of the multiple-receiver SAS but also the
amplitude modulation of the signal [38]. However, because of the low requirement for
beam directivity with wide-beam systems, the rotational errors usually do not exceed the
maximum allowable directivity error, so amplitude modulation can be ignored [39], and
only the range history error is considered.
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Figure 2. SAS attitude diagram. The center of the transmitter is located at the origin, and di denotes
the distance between the center of the receiver i and the center of the transmitter. ψ, θ, and ϕ are yaw,
pitch, and roll, respectively.

We assume that t is the azimuth slow time, and ∆y and ∆z are the sway and heave,
respectively. When the transmitter moves to (VAt, ∆y, ∆z), the distance between the trans-
mitter and the point target P(0, r cos Es,−h) can be written as

R∗T(t, r, ∆y, ∆z) =
√
(VAt)2 + (∆y− r cos ES)

2 + (∆z + h)2. (1)

We assume that τ∗i is the signal propagation time between the signal transmitted from
the transmitter and received by the receiver i under the non-stop-hop-stop case, and motion
errors remain unchanged during one pulse. Therefore, the coordinates of the receiver i
when receiving the signal are

xi

yi

zi

 =


VAt + VAτ∗i

∆y

∆z

+ Mrotate


di

0

0


.

(2)

where Mrotate is the rotation matrix of the sonar array. In the coordinate system shown in
Figure 2, according to the rotation sequence of yaw ψ, pitch θ, and roll ϕ, Mrotate can be
expressed as

Mrotate =


cos ψ

sin ψ

0

− sin ψ

cos ψ

0

0

0

1




cos θ

0

− sin θ

0

1

0

sin θ

0

cos θ




1

0

0

0

cos ϕ

sin ϕ

0

− sin ϕ

cos ϕ

 (3)
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From (2) and (3), we obtain the coordinates of receiver i:
xi

yi

zi

 =


VAt + VAτ∗i + di cos θ cos ψ

∆y + di cos θ sin ψ

∆z− di sin θ


.

(4)

It can be found that the roll ϕ is not included in (4), but this only indicates that the roll
does not affect the range history of the signal in the coordinate system shown in Figure 2.
However, since all the transmitters and receivers are mounted on the periphery of the
platform, any roll component generates the y and z coordinates of the transmitters and
the receiver. To simplify the discussion, the motion errors discussed in this paper were
converted into motion errors in the coordinate system shown in Figure 2.

According to (4), the distance between the receiver i and the point target
P(0, r cos Es,−h) is

R∗R,i(t, r, ∆y, ∆z, θ, ψ) =

√(
VAt + VAτ∗i + di cos θ cos ψ

)2
+ (∆y + di cos θ sin ψ− r cos ES)

2 + (∆z− di sin θ + h)2. (5)

The range history with motion errors is the sum of (1) and (5), and it can also be
expressed as the product of sound velocity c and the signal propagation time τ∗i . Therefore,
the following equation can be listed:

R∗T(t, r, ∆y, ∆z) + R∗R,i(t, r, ∆y, ∆z, θ, ψ) = cτ∗i . (6)

By solving (6), we have

τ∗i =
B∗i +

√(
B∗i
)2

+ AC∗i
A

(7)

where 

A = c2 −VA
2

B∗i = VAdi cos θ cos ψ + VA
2t

+c
√

VA
2t2 + (∆y− r cos ES)

2 + (∆z + h)2

C∗i = 2VAtdi cos θ cos ψ + di
2 − 2di sin θ(∆z + h)

+2(∆y− r cos ES)di cos θ sin ψ

(8)

Therefore, the range history with motion errors is

R∗i (t, r, ∆y, ∆z, θ, ψ) =
B∗i +

√(
B∗i
)2

+ AC∗i
A

c. (9)

For convenience, the motion errors at time t are expressed as et. For example, the
range history R∗i (t, r, ∆y, ∆z, θ, ψ) in (9) can be rewritten as R∗i (t, r, et).

The range history without motion errors given in [40] is

Ri(t, r) =
VAdi + VA

2t + c
√

VA
2t2 + r2

c2 −VA
2 c +

√(
VAdi + VA

2t + c
√

VA
2t2 + r2

)2
+ (c2 −VA

2) · (2VAtdi + di
2)

c2 −VA
2 c (10)

According to (9) and (10), the exact range history error is
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∆Ri(t, r, et) = R∗i (t, r, et)− Ri(t, r)

= c
c2−VA

2

{
VAdi cos θ cos ψ + c

√
VA

2t2 + (∆y− r cos ES)
2 + (∆z + h)2 −VAdi

−c
√

VA
2t2 + r2 +

√[
VAdi cos θ cos ψ + VA

2t + c
√

VA
2t2 + (∆y− r cos ES)

2 + (∆z + h)2
]2

+(c2 −VA
2)[2VAtdi cos θ cos ψ + di

2 − 2di sin θ(∆z + h) + 2(∆y− r cos ES)di cos θ sin ψ]

−
√[

VAdi + VA
2t + c

√
VA

2t2 + r2
]2

+ (c2 −VA
2)(2VAtdi + di

2)

}
.

(11)

Equation (11) shows that the range history error is a function of receiver i, range r, and
azimuth t, so the receiver, azimuth, and range variation of the range history error should
be considered simultaneously when compensating.

3. Analysis of Range History Error

The exact form of range history error is given in (11) above. The spatial-variant
characteristics of range history errors with receivers i, range r, and azimuth time t are the
basis of the MOCO scheme, which will be analyzed in detail in this section.

3.1. Decomposition of Range History Error

The range history error is divided into two parts: the BCT and the RSVT. The BCT
refers to the range history error on the beam centerline, which is the main part of the range
history error and does not change with azimuth. The RSVT is the residual part of the range
history error and is proportional to the cosine of the azimuth angle. The range history error
after decomposition is expressed as

∆Ri(t, r, et) = ∆Rc,i(−r/c− di/2v, r, et) + ∆Rv,i(t, r, et)

≈ ∆Ri(−r/c− di/2v, r, et) + ∆Ri(−r/c− di/2v, r, et) · (cos HM − 1)
(12)

where ∆Ri(−r/c− di/2v, r, et) is the BCT, and ∆Ri(−r/c− di/2v, r, et) · (cos HM − 1) is
the RSVT. In (12), when the transmitter is located at the azimuth position vt = −vr/c− di/2,
the signal is transmitted. At this time, the signal propagation time τ∗i of the target with the
coordinate (0, r) is approximately 2r/c, so the receiver will receive the signal at the azimuth
position vt + vτ∗i + di = vr/c + di/2. Since the phase center of the transmitter and receiver
is zero, the target can be considered to be located on the beam centerline. t = −r/c− di/2v
only means that the target is located at the beam centerline, but it does not mean that et is
the motion errors at t = −r/c− di/2v, while et is still the motion errors at time t.

The typical BCT compensation methods include two-step MOCO [23] and one-step
MOCO [24]. In the two-step MOCO, the range-variant phase error is compensated after
range cell migration correction (RCMC), which would degrade the RCMC results [24].
Therefore, we use one-step MOCO to compensate for the time delay error and phase error
caused by the BCT before RCMC. The time delay error and phase error caused by the BCT
are compensated through interpolation and phase multiplication, respectively. The phase
compensation function is

Hmc,i(r) = exp
[

j
2π

λ
∆Rc,i(−r/c− di/2v, r, et)

]
. (13)

where λ is the wavelength, and ∆Rc,i(−r/c− di/2v, r, et) is provided by (11).
Next, the received data during one pulse are treated as a subaperture along the az-

imuth direction. Using the correspondence between the target azimuth angle and Doppler
frequency, the RSVT can be compensated in the subaperture azimuth-frequency domain.
In the subaperture azimuth-frequency domain, since the receiver information cannot be
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distinguished, the RSVT of the reference receiver is used as compensation for all receivers,
and (12) can be expressed as

∆Ri(t, r, et) = ∆Rc,i(−r/c− di/2v, r, et) + ∆Rv,i(t, r, et)

≈ ∆Ri(−r/c− di/2v, r, et) + ∆Rre f

(
−r/c− dre f /2v, r, et

)
· (cos HM − 1)

= ∆Ri(−r/c− di/2v, r, et) + ∆Rre f (−r/c, r, et) · (cos HM − 1)

(14)

where re f represents the reference receiver. In this paper, the receiver located at the center
of the subaperture (dre f = 0) is used as the reference receiver.

3.2. Spatial-Variant Characteristics of Range History Error

We analyze the spatial-variant characteristics of the BCT and RSVT in (14) through
simulated data. Simulation experiments are conducted using typical parameters of the
wide-beam HISAS 1030 system [41]. The system parameters are shown in Table 1, with a
horizontal beam width of 19◦. The length of the receiver in Table 1 refers to the spacing
between the receivers. To study the range history error characteristics of long-distance and
long-array cases, the PRI and the number of receivers are appropriately increased.

Table 1. Simulation parameters.

Parameter Value Parameter Value

signal carrier frequency 100 kHz length of transmitter 0.04 m

signal time width 20 ms length of receiver 0.02 m

signal bandwidth 37.5 kHz number of receivers 96

signal sampling frequency 56.25 kHz platform velocity 3 m/s

pulse repetition interval 0.32 s distance to the seabed 25 m

The motion errors collected using the ChinSAS system of the Naval University of
Engineering during a sea trial are used for simulation. The actual motion errors collected
are shown in Figure 3.
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Figure 3. Actual motion errors of real experimental data: (a) translational motion errors; (b) rotational
motion errors.

As shown in Figure 4, the SAS system moves along the azimuth direction to collect
data. The black solid line represents the ideal trajectory, and the red dashed line represents
the actual motion trajectory. Without the loss of generality, the motion errors at time t0 are
set to the maximum value of motion errors in Figure 3; then, the sway, heave, yaw, and
pitch are 0.6 m, 1.3 m, 1.2◦, and 1.4◦, respectively.
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Figure 4. Schematic diagram of SAS collecting data.

Assuming that the closest vertical slant distance between the target and SAS is 100 m,
the variation curves of the BCT and RSVT with receivers are shown in Figure 5. It can
be seen that the BCT changes rapidly with receivers, and the maximum difference of the
BCT far exceeds π/4 radians, so each receiver must be compensated separately. The RSVT
changes slowly with receivers but rapidly with the target’s squint angle. The difference
between different squint angles of the same receiver far exceeds π/4 radians, while the
maximum difference between receivers at the same squint angle is only about 0.26 radians,
which is far less than the π/4 radians required for imaging. Therefore, when compensating
for RSVTs with different squint angles, the RSVT of the reference receiver can be used to
replace the RSVTs of other receivers.
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Figure 5. Curve of the BCT and RSVT with receivers: (a) BCT; (b) RSVT at the range of 100 m.

Figure 5 shows the receiver dependence of the BCT and RSVT. Next, we continue to
analyze the spatial-variant characteristics of the BCT and RSVT with range and azimuth.
The edge receiver is affected by motion errors mostly, so we choose the edge receiver
for analysis.

In the beam at time t0 as shown in Figure 4, the BCT of the first receiver (edge receiver)
is shown in Figure 6a. It can be seen that the variation range of the BCT in the entire swath
far exceeds π/4 radians and a range cell. To fully show the changes in the BCT, the sway,
heave, yaw, and pitch are reduced to 0.1 m, 0.1 m, 1◦, and 1◦, respectively. At this time,
the BCT is shown in Figure 6b. It can be seen that the variation range of the BCT still
exceeds π/4 radians and a range cell. Therefore, when compensating the BCT, the phase
compensation function must be updated with range, and the RCM caused by the BCT is
compensated by interpolation.



J. Mar. Sci. Eng. 2023, 11, 1627 9 of 23
J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 9 of 24 
 

 

    
(a) (b) 

Figure 6. Range spatial-variant characteristics of BCT: (a) severe motion errors; (b) slight motion 
errors. 

Figure 7a shows the RSVT of the first receiver (edge receiver), which can be found to 
be significantly azimuth-dependent. The RSVT at the beam edge in Figure 7a is shown in 
Figure 7b. It can be seen that the residual RCM caused by the RSVT exceeds one resolution 
cell, and its range dependency is significant, so it can be corrected by dividing the range 
into blocks to avoid the huge computation caused by interpolation. 

   
(a) (b) 

Figure 7. Spatial-variant characteristics of RSVT: (a) variation with range and azimuth; (b) varia-
tion of beam edge with range. 

In this section, we decompose the range history error into the BCT and RSVT and 
then simulate and analyze the spatial-variant characteristics of the range history error 
based on actual SAS system parameters and motion errors. The compensation of the BCT 
is similar to that of wide-beam SAR systems. However, because of the large ratio of swath 
width to the range in the wide swath, the wide beam, and high range resolution, it is nec-
essary to consider the 2D spatial-variant characteristics of the residual RCM caused by the 
RSVT during compensation, which has not been considered in existing algorithms. 

4. Subaperture MOCO Algorithm 
Based on the 2D spatial-variant characteristics of the range history error discussed in 

Section 3, we propose a two-stage compensation scheme. 
The first stage mainly compensates the BCT. We adopt a one-step MOCO to compre-

hensively correct the time delay and phase error of the BCT after range compression and 
before RCMC. The second stage mainly compensates the RSVT. After dividing the data 
into a series of subapertures along the azimuth-time domain, the corresponding relation-
ship between Doppler frequency and the target azimuth angle is used to compensate for 

Be
am

-c
en

te
r t

er
m

 (r
ad

)

Be
am

-c
en

te
r t

er
m

 (r
an

ge
 c

el
l)

Be
am

-c
en

te
r t

er
m

 (r
ad

)

Be
am

-c
en

te
r t

er
m

 (r
an

ge
 c

el
l)

Re
sid

ua
l s

pa
tia

l-v
ar

ia
nt

 te
rm

 (r
an

ge
 c

el
l)

Figure 6. Range spatial-variant characteristics of BCT: (a) severe motion errors; (b) slight motion errors.

Figure 7a shows the RSVT of the first receiver (edge receiver), which can be found to
be significantly azimuth-dependent. The RSVT at the beam edge in Figure 7a is shown in
Figure 7b. It can be seen that the residual RCM caused by the RSVT exceeds one resolution
cell, and its range dependency is significant, so it can be corrected by dividing the range
into blocks to avoid the huge computation caused by interpolation.
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Figure 7. Spatial-variant characteristics of RSVT: (a) variation with range and azimuth; (b) variation
of beam edge with range.

In this section, we decompose the range history error into the BCT and RSVT and then
simulate and analyze the spatial-variant characteristics of the range history error based on
actual SAS system parameters and motion errors. The compensation of the BCT is similar
to that of wide-beam SAR systems. However, because of the large ratio of swath width to
the range in the wide swath, the wide beam, and high range resolution, it is necessary to
consider the 2D spatial-variant characteristics of the residual RCM caused by the RSVT
during compensation, which has not been considered in existing algorithms.

4. Subaperture MOCO Algorithm

Based on the 2D spatial-variant characteristics of the range history error discussed in
Section 3, we propose a two-stage compensation scheme.

The first stage mainly compensates the BCT. We adopt a one-step MOCO to compre-
hensively correct the time delay and phase error of the BCT after range compression and
before RCMC. The second stage mainly compensates the RSVT. After dividing the data into
a series of subapertures along the azimuth-time domain, the corresponding relationship
between Doppler frequency and the target azimuth angle is used to compensate for the
RSVT in the azimuth-frequency domain. Considering the 2D spatial-variant characteristics
of residual RCM caused by the RSVT, the range block compensation is performed. Figure 8
shows the detailed flow of the proposed MOCO algorithm.
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4.1. Algorithm Process
4.1.1. Compensation of BCT

The baseband signal in the 2D time domain can be expressed as

ss(τ, t, r) = Aωr

[
τ − R∗i (t,r,et)

c

]
ωa(t)

exp
[
−j 2πR∗i (t,r,et)

λ

]
exp

{
jπKr

[
τ − R∗i (t,r,et)

c

]2
} (15)

where A is the signal amplitude, ωr(τ) is the pulse envelope, τ is the range fast time,
ωa(t) is the beam pattern determined by the receiver i and the transmitter, R∗i (t, r, et) is the
range history with the motion errors, λ is the wavelength, and Kr is the signal frequency
modulation slope. To simplify the analysis, the amplitude independent of the imaging
quality is ignored in the subsequent derivation.

After the range compression, the compressed signal in the 2D time domain is expressed as

ss(τ, t, r) = sin c
{

Br

[
τ − Ri(t,r)

c − ∆Rc,i(−r/c−di/2v,r,et)+∆Rv,i(t,r,et)
c

]}
ωa(t) exp

{
−j 2π

λ [Ri(t, r) + ∆Rc,i(−r/c− di/2v, r, et) + ∆Rv,i(t, r, et)]
} (16)
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where Br is the range bandwidth. After interpolation compensation for the RCM caused by
∆Rc,i(−r/c− di/2v, r, et), (16) becomes

ss(τ, t, r) = sin c
{

Br

[
τ − Ri(t,r)

c − ∆Rv,i(t,r,et)
c

]}
ωa(t) exp

{
−j 2π

λ [Ri(t, r) + ∆Rc,i(−r/c− di/2v, r, et) + ∆Rv,i(t, r, et)]
} (17)

Then, we compensate the phase error caused by the BCT. The phase compensation
function is

Hmc1,i(r) = exp
[

j
2π

λ
∆Rc,i(−r/c− di/2v, r, et)

]
. (18)

The signal after phase compensation can be expressed as

ss(τ, t, r) = sin c
{

Br

[
τ − Ri(t,r)

c − ∆Rv,i(t,r,et)
c

]}
ωa(t)

exp
[
−j 2π

λ Ri(t, r)
]

exp
[
−j 2π

λ ∆Rv,i(t, r, et)
]
.

(19)

Only the range history error of the beam center is accurately compensated after the
compensation of the BCT. In the second stage, the RSVT will be compensated.

4.1.2. Compensation of RSVT

Next, we compensate the RSVT ∆Rv,i(t, r, et) in (19). We take the received data dur-
ing one pulse as a subaperture and perform the azimuth FFT in the subaperture to en-
ter the RD domain. Then, the residual RCM and phase error caused by the RSVT are
sequentially compensated.

As shown in Figure 7a above, the RSVT is highly azimuth-dependent, so it is necessary
to compensate line-by-line (range direction) in the subaperture azimuth-frequency domain.
The yellow box steps in Figure 8 represent the block correction of the residual RCM.
After the residual RCM correction is completed, the phase error is compensated in the
subaperture RD domain, and the phase error compensation function is

Hmc2( fa, r) = exp
[

j
2π

λ
∆Rre f (−r/c, r, et) · (cos HM − 1)

]
(20)

where fa is the azimuth frequency, ∆Rre f (−r/c, r, et) is obtained by making t = −r/c in
(11), and HM is obtained by fa = 2VA sin HM/λ.

It should be noted that the phase compensation is performed before the RCMC of
the RD algorithm. Therefore, when the azimuth frequency is not zero in the subaperture
RD domain, the true vertical distance of the target is not r, but r cos HM, where HM is the
azimuth angle. Substituting this r as the vertical distance into (20) will introduce an error,
but Figure 7b shows that this error caused by RCM can be completely ignored.

The signal after phase compensation is processed with an azimuth inverse FFT (IFFT)
in the subaperture, and then subapertures are stitched along the azimuth without overlap-
ping. The resulting signal can be expressed as

ss(τ, t, r) = sin c
{

Br

[
τ − Ri(t, r)

c

]}
ωa(t) exp

[
−j

2πRi(t, r)
λ

]
. (21)

After the above compensation steps, the range history error is essentially compensated,
but there is still a residual phase error. In Section 5.1, we analyze the residual phase
error through simulated data. Generally, the residual phase error fulfills the imaging
requirements of less than one-eighth of the wavelength.

4.1.3. Imaging

After BCT compensation and RSVT compensation, the SAS data are compensated as
ideal data without motion errors. Next, the method in [36] is adopted to convert the data of
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a multiple-receiver SAS into the monostatic SAS equivalents, and then the monostatic RD
algorithm [37] is used for imaging.

4.2. Applicable Conditions of the Algorithm

The proposed algorithm employs an azimuth-time domain subaperture method to
accurately compensate the RSVT of the range history error. We treat the received data of
each pulse as a subaperture and compensate the residual RCM and phase error caused by
the RSVT in the subaperture azimuth-frequency domain. In fact, the subaperture size is
a compromise between trajectory deviation accommodation and angle accommodation.
In this section, we will discuss the applicable conditions for using single-pulse data as
subaperture processing.

Compensating the approximate range history error of (14) as the exact range history
error of (11) will introduce an additional error, which we call the reference receiver ap-
proximation error. The reference receiver approximation error δe,re f can be obtained by
subtracting (14) from (11)

δe,re f =
∣∣∣∆Ri(t, r, et)− ∆Ri(−r/c− di/2v, r, et)− ∆Rre f (−r/c, r, et) · (cos HM − 1)

∣∣∣ (22)

On the other hand, the size of the subaperture determines the frequency interval and
angle accommodation, and the error related to the angle accommodation is referred to as
the angle accommodation error δe,angle. The error is zero when the target azimuth is located
at the center of the angle interval, and the error is maximum when the target azimuth is
located at the edge of the angle interval. The maximum value of the error is expressed as

δe,angle =
∣∣∣∆Rre f (−r/c, r, et) ·

[
cos HM − cos

(
HM − δHM /2

)]∣∣∣ (23)

where δHM is the angular resolution of the subaperture. To ensure imaging quality, the
reference receiver approximation error and angle accommodation error should meet

δe,re f + δe,angle <
λ

8
(24)

These two errors are discussed separately below.

4.2.1. Reference Receiver Approximation Error

The establishment of (23) is a strict condition for meeting imaging requirements. For
convenient analysis of the reference receiver approximation error and angle accommo-
dation error, a necessary condition for satisfying imaging requirements is that these two
errors are less than one-eighth of the wavelength each. Therefore, the reference receiver
approximation error satisfies

δe,re f <
λ

8
(25)

By substituting (12) into (22), the condition of (25) can be relaxed to

δe,re f =
∣∣∣[∆Ri(−r/c− di/2v, r, et)− ∆Rre f (−r/c, r, et)

]
· (cos HM − 1)

∣∣∣ < λ

8
(26)

when the azimuth angle HM takes the maximum value HM,max = λ/(2DT), δe,re f is the
maximum, where DT is the length of the transmitter, and then (26) can be re-expressed as∣∣∣[∆Ri(−r/c− di/2v, r, et)− ∆Rre f (−r/c, r, et)

]∣∣∣ < λ

8
· 1

1−
√

1− λ2

4D2
T

(27)

where ∆Ri(−r/c− di/2v, r, et) and ∆Rre f (−r/c, r, et) are the BCTs of the receiver i and
the reference receiver, respectively. Equation (27) gives an upper limit for the difference
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between the BCTs of different receivers and the reference receiver, which is only related
to the wavelength and the transmitter length. Obviously, the farther the receiver i is from
the reference receiver, the greater the left value in (27). Therefore, satisfying (27) for an
edge receiver is a necessary condition for allowing the processing of single-pulse data as
a subaperture.

4.2.2. Angle Accommodation Error

Make the angle accommodation error meet the requirement

δe,re f =
∣∣∣∆Rre f (−r/c, r, et) ·

[
cos HM − cos

(
HM − δHM /2

)]∣∣∣ < λ

8
(28)

Obtained by deformation of (28)∣∣∣∆Rre f (−r/c, r, et)
∣∣∣ < λ

8
∣∣cos HM − cos

(
HM − δHM /2

)∣∣ (29)

where ∆Rre f (−r/c, r, et) is the BCT of the range history error of the reference receiver.
With the beam width less than 90◦, the right side of (29) has a minimum value when the
azimuth angle HM is taken as the maximum value HM,max = λ/(2DT). The relationship
between subaperture angular resolution δHM and the subaperture frequency interval ∆ f is
as follows:

2v
λ

δHM = ∆ f (30)

When the azimuth displacement of the SAS within a pulse is half the array length, the
frequency interval within the subaperture is the PRF. According to (30), it can be deduced
that the angular resolution is

δHM =
PRF · λ

2v
=

λ

Ls
(31)

where Ls is the array length. Substitute (30) and HM,max = λ/(2DT) into (28) to obtain∣∣∣∆Rre f (−r/c, r, et)
∣∣∣ < λ

8|cos(λ/2DT)− cos[(λ/2DT)− (λ/2Ls)]|
(32)

The above equation gives the condition that needs to be satisfied for the BCT of the
reference receiver, which is considered in terms of angle accommodation. The right side of
(32) is a monotonically increasing function of the array length. The smaller the array length,
the stricter the restriction on the BCT of the reference receiver.

Equation (24) gives the strict conditions that should be satisfied for the reference
receiver approximation error and the angle accommodation error. To facilitate analysis,
we discuss the loose conditions that should be satisfied for these two errors, as shown
in (27) and (32). Equation (27) defines the upper limit of the subaperture size and (32)
defines the lower limit of the subaperture size. Meeting these two restrictions on the
array length is a necessary condition for processing single-pulse data as a subaperture.
This processing method is satisfactory under normal motion errors. For example, under
the system parameters shown in Table 1, the maximum allowable rotation error in the
line of sight (LOS) given by (26) is 6.2◦, and the maximum allowable translational error
in the LOS given by (31) is 2.6 m, while the actual motion errors usually do not reach
these magnitudes.

In addition, the derivation of the range history error of the algorithm in this paper is
terrain-independent, so the performance of the algorithm may be degraded under severe
terrain fluctuations.

4.3. Computational Efficiency

We analyze the computational efficiency of the algorithm from FFT and interpolation
operations. Assume that the data size is Na × Nr, where Na is the azimuth data amount,
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and Nr is the range data amount. In the first stage of compensation, the calculation time is
mainly used for tedious interpolation operations. In the second stage of compensation, each
subaperture mainly includes one azimuth FFT and IFFT operation, as well as several FFT
and IFFT operations within several range blocks. Therefore, the total calculation amount in
the second stage is approximately

O(·) = Na · Nr · log2 Ns + Na · Nr · log2 Nb (33)

where Ns is the azimuth subaperture size, and Nb is the range block size. Compared with
the classical SATA algorithm, interpolation compensation for RCM caused by the BCT and
range block correction for residual RCM caused by the RSVT are the main reasons for the
increased computational complexity of this algorithm. In the actual compensation process,
the residual RCM caused by the RSVT needs to be corrected when it is greater than 0.5
resolution cells, so the calculation amount is only moderately increased compared with the
SATA algorithm.

5. Experiments and Results

In this section, we compare the compensation performance of the algorithm in [18], the
SATA algorithm, and the proposed algorithm in this paper through simulated and real-data
experiments, verifying the effectiveness of the proposed algorithm. In the simulation
experiment, the residual phase errors of the three algorithms after compensation are
compared, and then the imaging results of the three algorithms are compared under
different distributed motion errors. In the real-data experiment, the imaging results of
the three algorithms are compared through the data collected using the ChinSAS system
to verify the effectiveness of the algorithm in this paper. After compensation, the same
wide-beam RD algorithm is used for imaging, and there is no weighting processing in both
range and azimuth.

5.1. Residual Phase Error

After compensation by the three algorithms, there is still residual phase error, mainly
including reference receiver approximation error and angle accommodation error. After
compensation, the sum of these two errors should be less than one-eighth of the wavelength.
Since the algorithm in [18] ignores the impact of heave and pitch on MOCO, the resulting
residual phase error is much greater than the SATA algorithm and proposed algorithm,
so only the residual phase errors of the SATA algorithm and the algorithm in this paper
are shown.

The typical parameters of the HISAS 1030 system in Table 1 are used for simulation.
The near and far ranges of the mapping zone are 75 m and 165 m, respectively. The
horizontal beam width is 19◦ approximately. The motion errors are collected using the
ChinSAS system of the Naval University of Engineering during a sea trial, as shown in
Figure 3 above. Without losing generality, the first receiver (edge receiver) is selected for
analysis. Figure 9 shows the residual phase error at the beam edge of this receiver.

As can be seen from Figure 9a, the residual phase error of the SATA algorithm mostly
exceeds the required criteria for imaging, which may seriously affect imaging quality. The
residual phase error of the proposed algorithm in Figure 9b is much smaller than that of
the SATA algorithm and less than π/4, which can better meet the imaging requirements,
demonstrating the advantages of the algorithm in this paper.

5.2. Ideal Point Target Imaging

In this section, we compare the compensation performance of the algorithms in [18],
the SATA algorithm, and the proposed algorithm through ideal point target imaging under
sinusoidal motion errors, cubic polynomial motion errors, and uniform random motion
errors, respectively. The computing operating system is Microsoft Windows 11 (64 bit), the
CPU is a quad-core Intel (R) Core (TM) i5-1135G7@2.42GHz, the memory is 16 GB, and the
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MATLAB version is R2021a. Typical parameters of the HISAS 1030 system are shown in
Table 1.
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Figure 9. Residual phase error after compensation: (a) SATA algorithm; (b) proposed algorithm.

The targets in the swath are shown in Figure 10a and are located on three horizontal
lines with the azimuth coordinates of −5 m, 0 m, and 5 m, respectively. The labels of targets
are shown in the figure. Target 1 (shown in the red box) is chosen for profile and parameter
analysis in the following text. To ensure that the farthest target experiences a complete
synthetic aperture length, the number of pulses is set to 72, and the corresponding azimuth
coordinates are −34.5 m to 34.5 m. For display convenience, the azimuth coordinates in
Figure 10a and the following figures only show −10 m to 10 m. The sinusoidal errors, cubic
polynomial errors, and uniform random errors are shown in Figure 10, whose magnitude
is similar to the collected motion errors in Figure 3.
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Figure 10. Imaging swath and motion errors: (a) schematic diagram of the targets in the swath;
(b) sinusoidal motion errors; (c) cubic polynomial motion errors; (d) uniform random motion errors.

Figure 11 shows the imaging results of ideal point targets using the [18] algorithm,
the SATA algorithm, and the proposed algorithm under different distributed motion
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errors. Overall, the compensation effect of the algorithm in [18] is always the worst, with
severe azimuth defocus, resulting in a large number of ghost targets. The compensation
performance of the SATA algorithm is slightly better than that of [18], but there is still a
relatively serious defocus. Compared with the previous two algorithms, the compensation
performance of the algorithm in this paper is the best, and the azimuth focus is better.
The compensation performance of the proposed algorithm does not significantly decrease
under three different distributed motion errors and exhibits strong robustness. Without
losing generality, target 1 is chosen to specifically analyze in the following text.
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Figure 11. Comparison of imaging results using the three compensation algorithms under different
distributed motion errors: (a–c) sinusoidal motion errors, (d–f) cubic polynomial motion errors, and
(g–i) uniform random motion errors. (a,d,g) are the compensation results of the algorithm in [18].
(b,e,h) are the compensation results of the SATA algorithm. (c,f,i) are the compensation results of the
proposed algorithm.

Figure 12 shows the local imaging results of target 1 under different distributed
motion errors using the three compensation algorithms. It can be seen that under different
distributed motion errors, the target response area of the algorithm in [18] is always the
largest (especially along the azimuth), followed by the SATA algorithm, and the algorithm
in this paper is always the smallest. The algorithm in this paper exhibits good compensation
performance under different distributed motion errors, reflecting the effectiveness and
robustness of the proposed algorithm.

Figure 13 shows the azimuth profiles of target 1 after compensation by three algo-
rithms. It can be seen that under different distributed motion errors, the compensation
performance of the algorithm in [18] is always poor, and it is essentially unable to focus
effectively. This shows that although the azimuthal variability of motion errors is consid-
ered in [18], the error caused by heave and pitch and the residual 2D spatial-variant RCM
is still serious. Compared with the algorithm in [18], the compensation performance of the
SATA algorithm improved significantly, but the main lobe is still wide, and multiple peaks
can easily be considered as ghost targets, with the maximum sidelobe approaching −5 dB.
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Compared with the previous two algorithms, the advantages of this algorithm are obvious,
with a narrower main lobe width and a minimum sidelobe of less than −20 dB. The pro-
posed algorithm exhibits good compensation performance and robustness under different
motion errors.
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Figure 12. Compensation results of target 1 under different distributed motion errors using the three
algorithms: (a) the result of the algorithm in [18] under sinusoidal motion errors; (b) the result of
the SATA algorithm under sinusoidal motion errors; (c) the result of the proposed algorithm under
sinusoidal motion errors; (d) the result of the algorithm in [18] under cubic polynomial motion errors;
(e) the result of the SATA algorithm under cubic polynomial motion errors; (f) the result of the
proposed algorithm under cubic polynomial motion errors; (g) the result of the algorithm in [18]
under uniform random motion errors; (h) the result of the SATA algorithm under uniform random
motion errors; (i) the result of the proposed algorithm under uniform random motion errors.

To quantitatively analyze the compensation performance of the three compensation
algorithms, we compare the compensation results of different algorithms through the im-
pulse response width (IRW), peak sidelobe level ratio (PSLR), and integrated sidelobe level
ratio (ISLR) of the azimuth profiles. In Figure 13, the azimuth profiles of the compensation
in [18] are the worst, so only the parameters of the SATA algorithm and the algorithm in this
paper are given, as shown in Table 2. Overall, the parameters of the proposed algorithm are
essentially superior to those of the SATA algorithm. The PSLR and ISLR of the proposed
algorithm are always much lower than those of the SATA algorithm. Although the IRW
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of the SATA algorithm under uniform random motion errors is better than that of the
proposed algorithm, the corresponding PSLR is as high as −7.33 dB, and the ISLR is a
positive value. In terms of computational efficiency, the algorithm in this paper is lower
than the SATA algorithm, mainly because interpolation operations and additional FFTs
are used to compensate for the RCM caused by the BCT and RSVT, respectively. However,
the operations of improving the MOCO performance by increasing the computational
burden in this algorithm are necessary for wide-beam SAS systems, and the increased
computational burden is only moderate.
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Figure 13. Comparison of the azimuth profiles of target 1 using the three compensation algorithms:
(a) sinusoidal motion errors; (b) cubic polynomial motion errors; (c) uniform random motion er-
rors [18].

Table 2. Parameters after compensation.

Motion Errors Algorithm IRW (cm) PSLR (dB) ISLR (dB) Time (s)

Sinusoidal
Proposed algorithm 3.07 −16.24 −13.05 28.64

SATA 14.45 −5.66 −7.48 16.62

Cubic polynomial
Proposed algorithm 3.95 −17.29 −18.66 28.94

SATA 8.01 −6.75 −4.65 16.45

Uniform random
Proposed algorithm 3.18 −22.98 −16.50 30.93

SATA 2.50 −7.33 2.99 16.52

5.3. Real Experimental Data Imaging

The real experiment data are collected using ChinSAS in a sea trial in 2017. The sway,
heave, yaw, and pitch obtained by high-precision motion sensors are shown in Figure 14.

The original imaging result without MOCO is shown in Figure 15a. Due to the obvious
motion errors of the sonar platform, the image is seriously defocused. The algorithm in [18],
the SATA algorithm, and the proposed algorithm are used for compensation, and the results
are shown in Figure 15b–d, respectively. As a comparison, we also provide the imaging
result of the back-projection (BP) algorithm, as shown in Figure 15e. The three regions A, B,
and C in Figure 15a are compared in more detail later.

It can be observed from Figure 15 that the point-like targets are severely defocused
in azimuth before compensating, and some terrain contour edges are severely blurred.
After the compensation of the above three algorithms, the point-like targets can be better
focused, and the problem of edge blurring was significantly improved. By comparison,
it is found that the compensation results in Figure 15c,d are close, and the compensation
result in Figure 15b is significantly worse than that in Figure 15d. For example, the azimuth
ambiguities in areas A, B, and C are still serious, and some point-like targets are not
effectively focused. Some areas in A, B, and C are enlarged as shown in Figure 16 to
compare the compensation effects of different algorithms more clearly.
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Figure 14. Actual motion errors of real experimental data.
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Figure 15. Imaging results of the compensation algorithms: (a) no compensation; (b) wide-beam 
compensation in [18]; (c) SATA algorithm; (d) compensation proposed in this paper; (e) BP algo-
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It can be observed from Figure 15 that the point-like targets are severely defocused 
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Some point-like targets are marked with yellow boxes in Figure 16, as shown by the
numerical labels in the figure. It can be seen that the compensation performance of the
three algorithms is obvious but different. After compensation by the algorithm in [18],
the point-like targets are also wide in azimuth and range directions, and the focusing
quality is worse, which is related to the error caused by heave and pitch and the residual
2D spatial-variant RCM. After compensation by the proposed algorithm, the azimuth
focus of point-like targets becomes more apparent, which can clearly distinguish point-like
targets from the background, making the overall compensation quality better than the
algorithm in [18]. From the perspective of visual effects, the compensation effect of the
SATA algorithm is also better than the algorithm in [18] and seems to be very close to the
proposed algorithm.
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To quantitatively compare the compensation results, Figure 17 shows the azimuth
profiles of different point-like targets, and Table 3 shows the IRW, PSLR, and ISLR values,
as well as the calculation time of the three algorithms. In addition, Table 3 also shows the
image structure similarity (SSIM) index [42] for the imaging results of the three algorithms
and the BP algorithm, which varies from −1 to 1. The closer the value is to 1, the closer the
imaging results are to the BP algorithm. The BP algorithm can compensate for arbitrary
motion errors and theoretically has the best imaging result. Therefore, the SSIM index is
used to quantify the compensation effect of the entire image.

Table 3. Parameters after compensation.

Algorithm Time (s) SSIM Target IRW (cm) PSLR (dB) ISLR (dB)

Compensation in [18] 4.98 0.34

1 27.15 −7.97 −3.83

3 15.60 −4.53 −0.12

5 10.61 −4.17 1.17

SATA 2.73 0.49

1 15.87 −6.56 −3.59

3 15.56 −6.77 −2.19

5 15.01 −7.26 −2.91

Proposed compensation 4.67 0.57

1 13.55 −8.77 −4.26

3 12.70 −7.92 −3.37

5 13.34 −9.13 −4.44

The targets in Figure 17 and Table 3 are marked with yellow boxes in Figure 16. The
positions, background strengths, and whether the three targets are located at the edge of
the terrain contour are different, so their analyses are representative. As can be seen from
Figure 17, the peak positions of the algorithm in [18] have a significant deviation from the
SATA algorithm and the algorithm in this paper, and high sidelobes are easily considered
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false targets. Compared with the SATA algorithm, the sidelobe of the proposed algorithm is
lower. The azimuth profiles in Figure 17 indicate that the compensation performance of the
proposed algorithm in this paper is superior to the other two algorithms. As can be seen
from Table 3, the IRW, PSLR, and ISLR values of the algorithm in this paper are essentially
always optimal. Although the IRW value of target 5 after compensation by the algorithm
in [18] is better than that of the algorithm in this paper, the corresponding PSLR and ISLR
values are far worse than those of the proposed algorithm. A positive ISLR value indicates
that the sidelobe energy exceeds the main lobe energy and cannot achieve better-focusing
effects. In terms of computing time, the algorithm in this paper is higher than the SATA
algorithm and is equivalent to the algorithm in [18], which is consistent with the simulation
experiment results. In terms of SSIM, the proposed algorithm is higher than the other two
algorithms, indicating that the imaging result of the proposed algorithm is closer to that of
the BP algorithm.

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 21 of 24 
 

 

  

 

  

 

  

 
(a) (b) (c) 

Figure 17. Comparison of the azimuth profiles for different targets using the three compensation 
algorithms: (a) target 1; (b) target 3; (c) target 5.[18] 

Table 3. Parameters after compensation. 

Algorithm Time (s) SSIM Target IRW (cm) PSLR (dB) ISLR (dB) 

Compensation in [18] 4.98 0.34 
1 27.15 −7.97 −3.83 
3 15.60 −4.53 −0.12 
5 10.61 −4.17 1.17 

SATA 2.73 0.49 
1 15.87 −6.56 −3.59 
3 15.56 −6.77 −2.19 
5 15.01 −7.26 −2.91 

Proposed compensation 4.67 0.57 
1 13.55 −8.77 −4.26 
3 12.70 −7.92 −3.37 
5 13.34 −9.13 −4.44 

The targets in Figure 17 and Table 3 are marked with yellow boxes in Figure 16. The 
positions, background strengths, and whether the three targets are located at the edge of 
the terrain contour are different, so their analyses are representative. As can be seen from 
Figure 17, the peak positions of the algorithm in [18] have a significant deviation from the 
SATA algorithm and the algorithm in this paper, and high sidelobes are easily considered 
false targets. Compared with the SATA algorithm, the sidelobe of the proposed algorithm 
is lower. The azimuth profiles in Figure 17 indicate that the compensation performance of 
the proposed algorithm in this paper is superior to the other two algorithms. As can be 
seen from Table 3, the IRW, PSLR, and ISLR values of the algorithm in this paper are es-
sentially always optimal. Although the IRW value of target 5 after compensation by the 
algorithm in [18] is better than that of the algorithm in this paper, the corresponding PSLR 
and ISLR values are far worse than those of the proposed algorithm. A positive ISLR value 
indicates that the sidelobe energy exceeds the main lobe energy and cannot achieve better-
focusing effects. In terms of computing time, the algorithm in this paper is higher than the 
SATA algorithm and is equivalent to the algorithm in [18], which is consistent with the 
simulation experiment results. In terms of SSIM, the proposed algorithm is higher than 
the other two algorithms, indicating that the imaging result of the proposed algorithm is 
closer to that of the BP algorithm. 

In summary, the experimental results of real data are consistent with those of the 
previous simulated data, which demonstrate the validity of the proposed algorithm in 
practical applications. Compared with the compensation algorithm in [18] and the SATA 
algorithm, the compensation performance of the algorithm in this paper is better. 

6. Conclusions 

15 16 17 18
Azimuth (m)

−40

−30

−20

−10

0

Comp in Callow et.al, 2009
SATA
Proposed comp

57 57.5 58 58.5 59
Azimuth (m)

-35

-30

-25

-20

-15

-10

-5

0

In
te

ns
ity

 (d
B)

Comp in Callow et.al, 2009
SATA
Proposed comp

In
te

ns
ity

 (d
B)

Figure 17. Comparison of the azimuth profiles for different targets using the three compensation
algorithms: (a) target 1; (b) target 3; (c) target 5 [18].

In summary, the experimental results of real data are consistent with those of the
previous simulated data, which demonstrate the validity of the proposed algorithm in
practical applications. Compared with the compensation algorithm in [18] and the SATA
algorithm, the compensation performance of the algorithm in this paper is better.

6. Conclusions

In the motion compensation based on motion sensors for wide-beam, multiple-receiver
SAS systems, whether the range history error is accurate enough and how to compensate the
azimuth-variant range history error are the key to the compensation quality. The existing
MOCO algorithms for wide-beam, multiple-receiver SASs are usually based on the stop-
hop-stop mode, ignoring the pitch and heave, and do not correct the residual 2D spatial-
variant RCM caused by the RSVT. The above factors degrade the MOCO performance.
In this paper, we derive the exact expression of the range history error concerning the
five-DOF motion errors of the sway, heave, yaw, pitch, and roll under the non-stop-hop-
stop case for the first time. Then, we analyze the 2D spatial-variant characteristics of
range history error under normal actual motion errors. On this basis, we propose a two-
stage subaperture MOCO algorithm for wide-beam, multiple-receiver SAS systems. The
algorithm decomposes the range history error into the BCT and the RSVT for compensation,
respectively. The first stage of the algorithm compensates for the time delay and phase
error caused by the BCT, similar to existing general algorithms. In the second stage, besides
the residual phase error compensation in existing algorithms, we additionally correct the
residual 2D spatial-variant RCM caused by the RSVT, which has not been considered in
the existing subaperture algorithms. The computational complexity of the algorithm only
increases moderately.

The simulation results show that the residual phase error of this algorithm after
compensation is minimal and meets the imaging requirements of less than one-eighth
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of the wavelength. Simulated and real-data experiments indicate that the compensation
performance of the proposed algorithm is better than existing algorithms and is robust
under different distributed motion errors.

Although this algorithm is proposed for wide-beam systems, it is also suitable for
narrow-beam systems. The algorithm in this paper can be used as a pre-compensation
process before imaging, which is convenient to combine with various imaging algorithms.
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