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Abstract

:

Plastic is one of the most widely used materials. It is expected that there will be about 12 billion tons of debris dispersed into the environment by 2050. This, combined with marine littering, pollution and climate change will threaten our ability to sustainably use oceans, seas and coasts. In this regard, it is important to understand transport mechanisms and predict hotspots of plastic pollution. Physical models are a valid support to achieve such a goal. In this regard, it is necessary to adopt specific techniques which allow the movement of plastic to be monitored. Considering the relatively high size of plastic particles that could be used during experimental campaigns, new approaches based on image processing could be implemented. This study presents a simplified method to estimate the transport of particle debris under sea waves by 2D image processing, avoiding any disturbance of the dynamic field. The proposed method, based on the blob analysis, was implemented and calibrated within the wave flume of the Hydraulics Laboratory at the University of Messina. After a calibration process, the method was used to study the behaviour of the plastic debris under several hydrodynamic conditions. The results obtained in terms of displacement and velocity of the analysed sample showed a great reliability of the used methodology.
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1. Introduction


Pollution of the seas by plastic waste is one of the greatest environmental disasters of the last century. Since the end of World War II, humans have increased the production of plastic materials from the processing of fossil fuels, causing a major impact on our society [1]. It is difficult to identify an area of human activity that has not been influenced by plastic objects as they have characteristics that make them unique. Many products were built to serve only few minutes of usage but are destined to persist in the environment for hundreds of years. In this perspective, many of the plastic items become waste and most of them end up in the sea [2]. It was estimated that 275 million metric tons (MTs) of plastic waste were generated in 2010, with 4.8–12.7 MT turning out in the sea. Without improvements in waste management infrastructure, the amount of plastic waste entering the ocean from land is expected to increase by an order of magnitude by 2025 [3]. In recent years, the effect of micro-plastics in food chains, all the way down to humans, has also been tackled [4,5,6] with dramatic perspectives. The huge release of macro-plastic in the sea often leads to their fragmentation (due to the degradation phenomena), giving rise to a strong correlation between the ultimate fate of micro-plastics in the food chain and the original release of macro-plastic from urban areas to water bodies. It is therefore essential to invest in environmental management programs and, of course, in campaigns to remove plastics from the marine environment. In this regard, it is crucial to understand transport mechanisms and predict plastic pollution hotspots in the sea. However, few studies have been performed so far on the dynamics of plastics in the marine environment and on the parameters that most influence the movement of debris [7,8,9,10]. It is worth pointing out that the major input of plastics (macro and micro) into the sea occurs via rivers [11]. During transport in rivers, plastics are exposed to various phenomena such as accumulation on the river bed and subsequent re-mobilisation [12]. When plastic waste arrives to the sea, it either gets trapped in shallow waters or is transported offshore and ends up in deep seas to the oceans as a consequence of the hydrodynamic phenomena.



The dominant hydrodynamics governing plastic particle transport in coastal waters significantly differ from the hydrodynamics that occur in the open ocean. The complex circulation patterns that control plastic transport on the onshore side of the marine shelf are largely influenced by wind, waves and tides, with the relative importance of water-depth-dependent forcings [13]. In addition to the hydrodynamic conditions, the dynamics of plastics, especially in coastal areas, are significantly influenced by the intrinsic properties of the particle, such as shape, size and density [14,15,16,17]. The density of plastics, which can be higher (non-buoyant plastics) or lower (buoyant plastics) than the density of water, is very important as it determines the drift they are subjected to.



The hydrodynamics that govern the motion of plastic particles in coastal areas are significantly affected by wind waves. In such areas, two main drifts can be generated: the longshore drift, which is dependent on the angle of incoming wave, and the cross-shore transport. With regard to the latter, the velocity profile established below the free surface is extremely complex. Its shape depends on the characteristics of both the waves and the seabed [18,19,20]. More specifically, water particles under waves are subject to both a predominant oscillating motion and a second-order steady flow called mass-transport [21]. Although the latter has a magnitude lower than the former, due to the persistence of the wave, it plays an important role in transport processes.



The net drift generated by such a mass-transport depends on the position of the plastic debris on the water column [16,22,23]. Generally, the particles floating on the free surface are subjected to a net drift in the direction of wave propagation known as Stokes drift. Such onshore mass-transport generates offshore flow known as mean return flow or undertow that may affect the suspended particles. At the bottom, the theoretical model of [21], valid for the horizontal bed, and the experimental campaigns conducted by [24] on a sloping bed show the generation of a net drift in the direction of wave propagation. In particular, they identified a forward flow at the bottom and at the surface (Stokes drift) and a backflow in the centre of the body of water (undertow). At the beaker zone, such flows are characterised by greater velocities.



In the present study, because the plastic density is greater than the density of the water (non-buoyant), the analysis is focused on the effects of the plastic transport close to the bottom with specific reference to the shoaling zone.



With regard to the study of the hydrodynamic effects of waves on particle displacement, several non-invasive approaches have been developed. For example, for sediment transport, specific methodologies were developed, and they are based on different techniques such as ultrasonic instrument system [25,26] or analysis of the images captured by a video camera [14,27,28,29].



With regard to plastic transport, in most of the experimental campaigns, the tracking of the position of the plastic debris is estimated by the post-processing of images acquired by a video camera. Alsina et al. [16] carried out experimental measurements of plastic particle drift in intermediate water depth. The displacements of the particle were sampled by means of two synchronized video–cameras with a resolution of 5.1 megapixels and a sampling frequency of 60–80 fps depending on wave conditions. The use of two synchronised video cameras allowed the authors to obtain the particle trajectories by using the stereoscopy concept. The calibration and the measures were carried out with the Openptv software. In Núnez et al. [30], 12 high-definition video cameras with a resolution of 2560 × 1440 pixels and a frame rate of 20 fps were used to monitor plastic transport along the wave flume in horizontal (eight cameras) and vertical (four cameras) directions. The image processing was carried out by means of a Matlab algorithm which was used to estimate the cross-shore distribution concentrations. Guler et al. [31] studied the cross-shore distribution of non-buoyant micro-plastic particles under irregular waves. In their experiments, some runs were recorded using digital cameras placed outside the glass sidewalls of the flume. The recordings were used for video analysis of the behaviours of the particle under breaking conditions.



In the present study, a new methodology for tracking plastic debris transport within wave flumes is presented. The proposed approach, based on the analysis of the video recording through computer vision algorithms, was calibrated and verified at the Hydraulics Laboratory of the University of Messina. In particular, the transport of plastic particles (nylon) under different hydrodynamic conditions was investigated by processing the video frames using the blob analysis, i.e., a computer vision technique for the detection and analysis of connected pixels.



This study differs from the previously described studies since the proposed methodology allows a “continuous” tracking analysis to be performed rather than considering only the comparison of initial and final displacement conditions, as is often the case in other works.



The paper is organised as follows. The next section describes the algorithms for video recording processing. In Section 3, the laboratory equipment, wave conditions and plastic particle characteristics used in the runs are presented. Section 5 discusses the result of the validation activities and the results obtained from the proposed methodology. The last section reports some concluding remarks on the activity.




2. Video Recording Processing Algorithm


2.1. Algorithms for Frame Analysis


The video recording processing algorithm elaborates all the video frames in sequence. Each frame processing is performed through the sequential execution of algorithms necessary to detect plastic particles. Blob analysis, a main part of frame processing, is a technique for detecting the connected pixels in an image that differ in characteristics and properties from surrounding pixels [32]. This technique is used in various fields of engineering research [33,34,35,36]. However, to obtain the best performance of the blob analysis, it is necessary to carry out preliminary operations on the initial input image. The steps of the algorithms are the following: (i) split the video into individual RGB frames because the algorithms operate on single images; (ii) conversion from pixel coordinates to physical coordinates; (iii) transformation of RGB image into the binary image; (iv) detection of plastic particles.



The conversion from pixel coordinates to physical coordinates (step ii) is performed through a transformation matrix. Such a matrix is created using a Matlab function that processes the control point individuated on the unregistered image for which the coordinates in the metric system are known (Matlab function, ifitgeotform2d). The transformation of an RGB image into a binary image (step iii) allows a point or region to be easily detected in relation to its surroundings. Image thresholding is a simple but effective method of segmenting an image into the foreground and background [37]. This technique is a type of image segmentation that isolates objects by converting images (in any colour space) into binary (black and white) pictures. Working on the commands associated with the chosen colour space, it is possible to isolate the colour of the objects to be identified. This step is used to create the contrast mask according to the histogram thresholds chosen to export the binary image. In the last step (step iv), the binary image is provided to the blob analysis function. In particular, using a Matlab function (vision.BlobAnalysis) [38], it is possible to extract the properties of the blobs (area, coordinate of the centroid and bounding box of each blob). Such information can be used to monitor plastic debris displacement frame by frame. Figure 1 shows the workflow adopted for the frame-by-frame processing.




2.2. Characteristic Parameters of Plastic Debris Displacement


To track the advancement or retreat of the plastic particles laying on the bottom of the beach profile, a centroid representing the whole waste pattern was identified. This was performed by computing the centre of gravity of a system of masses, having previously calculated the coordinates of the individual centroids of the plastics using blob analysis. The output obtained from the blob analysis for each frame is a matrix of M lines (M equal to the number of objects identified) and 2 columns representing their x and y coordinates.



For each k-th object, the distance between it and the other identified objects is calculated using the following equation:


    d k  =     (  x j  −  x k  )  2  +   (  y j  −  y k  )  2          for j = 1 , 2 , 3 , … , M  



(1)







The mean of the distances calculated with the previous formula is used to calculate the weight of each object compared to the others, using the equation:


    m k  =   1  d  m , k  2     A k   



(2)




where:   d  m , k    is the mean of the distances between the k-th object and the others;   A k   is the area of the k-th object identified by the blob analysis. The estimation of the weight is conducted for the calculation of static momentums:


    S x  = ∑  y k   m k   



(3)






    S y  = ∑  x k   m k   



(4)







And finally, the coordinates of the barycentre of the system of objects are determined using the following equations:


    X g  =   S y   m  t o t     



(5)






    Y g  =   S x   m  t o t     



(6)




where   m  t o t    indicates the sum of the weight of all objects.



The computation of the weight is performed to limit the weight of objects identified at an excessive distance from the rest of the ensemble. The formula in fact determines a mass inversely proportional to the square of the distance.



Finally, having determined the centroid of the set of particles for each frame and thus knowing the elapsed time, it is possible to estimate the distance covered by the centroid for each instant and thus the velocity as the ratio of distance to time.



In this work, this operation was performed for the whole plastic sample and for two other subsets of the global set of particles. It has been noted that due to the collision between the particles during movement, both due to the small turbulence occurring at the bottom (in the boundary layer) and due to the starting position of the individual element, the dynamic behaviour of the elements is not homogeneous; it is noted specifically that some particles tend to mobilise faster than others.



In this way, for each frame, the centroids of the particles that had x-coordinates higher (up) and lower (down) than the global-centroid Xg, called up-centroid and down-centroid, respectively, were determined. This allowed for not only the dynamic behaviour of the whole set of plastic particles, but also the extreme behaviour of particles that are more inclined to mobilisation (up) and more stationary (down), to be studied.





3. Experimental Procedure


3.1. Laboratory Equipment


Experiments were carried out within a wave flume which was 18.5 m long with a rectangular cross-section of 0.4 m × 0.8 m [39,40]. It was equipped at one end with a wave maker capable of generating regular and random waves (Figure 2a). The wave maker is of the flap type. The flap is pneumatically activated and electronically controlled by the Jonswap Wave Generator software. In the present campaign, however, only regular waves were generated and propagated in the flume.



On the opposite side of the wave flume, a sloped profile was built using steel panels with a first slope of 20% positioned approximately 8 m from the wave generator, followed by a 2.5 m long flat section and a second sloping area with a 20% slope created to simulate the gradual decreasing depth of the coastal zone. This area is framed by a video camera installed at the top, and it is composed by a first part with a variable slope called   s l o p e  A   and a second one with a fixed 20% angle called   s l o p e  B   (Figure 2b). The   s l o p e  A   part is comparable to a second-degree polynomial function characterised by the following equation:   y = 0.0001  x 2  − 0.0005 x  . This curved part was inserted to smoothen the transition from the flat to the sloping area.



The elevation, with respect to the horizontal bottom, of the summit point of the section with gradual change of slope is 2.8 cm. The depth at this point is indicated as   h *  , and it will be used further (Figure 2b).



A single camera with a resolution of 1920 × 1080 pixel, 30× zoom (4K), 28.8 mm wide angle lens, and a frame rate of 25 fps was used.



Four resistive wave gauges were positioned along the channel to measure the height of the free surface subject to wave motion: Three of them were positioned at a relatively short distance from the observation site to determine the reflection coefficient, which was evaluated using the three probe method of Mansard and Funke [41]; the fourth was positioned close to the wave maker so that the wave height could be measured offshore. With respect to the wave maker point, the probes were placed as follows: probe 1 at 2.15 m, probe 2 at 9.58 m, probe 3 at 9.77 m, and, finally, probe 4 at 9.88 m (Figure 2a). Wave data were recorded and processed using LabVIEW software. A Vectrino Profiler (Nortek As.) was used to measure fluid velocities. The Vectrino is composed of four beams that allow measurement of velocity components along the x-wave-propagation-direction, the transverse y-direction, and the vertical z-direction. Velocity measurements were acquired for each simulated wave condition. Velocity profiles were obtained along the same vertical section where plastics were released.




3.2. Plastic Particles


In this study, a sample of Nylon particles was tested; the particles were obtained from plastic waste and divided into small pieces of 10 mm × 5.4 mm × 1.1 mm. The Corey shape factor (  c s f  ) is equal to 0.15, denoting substantially flat particles [42]. The density was estimated by hydrostatic balance and resulted to 1.15 g/cm   3  , higher than water density.



The sample was intentionally chosen from dark-coloured (black) waste to contrast with the white background to facilitate computer vision operations (Figure 3). The samples created were chosen with density and dimensions common to plastic waste readily found in seas and oceans [43,44].





4. Experiments


The experiments were conducted by analysing 3 different water depths h: 0.23 m, 0.18 m and 0.15 m, measured at the point where the plastic particles are released, i.e., 0.22 m above the bottom of the flume (see Figure 2b). For each depth configuration, six wave conditions were tested, varying the period T between 1.00 and 1.67 seconds; the wavelength L, calculated using the dispersion relation, between 1.140 m and 2.442 m; the wave height   H i   between 0.022 m and 0.120 m; and the number of released plastic particles (20, 40 and 80). For each configuration, the reflection coefficient   k r   was calculated. The parameters considered for the first six runs are shown in Table 1.



The ranges of the quantities described above are shown in Table 2 for each configuration.



The considered configurations were selected from a wider range of preliminary tests carried out to estimate the most interesting hydraulic characteristics. Each run lasted about two minutes, i.e., a time-lapse long enough to allow the plastic particle dynamics to evolve as well as an adequate number of waves to be considered for statistical analyses.



The reflection coefficients obtained from the experimental runs were compared with the empirical values derived using the formula of [45]:


    k r  = t a n h   a ·  ξ 0 b    



(7)




where a and b in the case of a smooth surface are equal to   a = 0.16   and   b = 1.43   [45], and   ξ 0   is the Iribarren parameter calculated as


    ξ 0  =   t g α    2 π  H i  / g  T 2      



(8)




where  α  is the angle of the slope near the free surface.



Figure 4 shows the comparison between the reflection coefficients obtained from the experimental runs and the value predicted by Equation (7) for smooth slopes.



The calculation of the reflection coefficient is important for estimating the influence of the reflected wave. In this case, the value of the reflection coefficient is between 0.14 and 0.5 and consistent with the values obtained by Equation (7).




5. Results


5.1. Flow Velocity


To characterise the hydrodynamics of both the flow and the plastic particles, different velocities were considered in this study, defined as follows: u indicates the instantaneous component of water velocity in the normal direction of the beach profile; U indicates the mass-transport velocity—that is, the mean value of u;   U S   and   U L   indicate the mass-transport velocity estimated according to Stokes and Longuet-Higgins theories, respectively;   u p   and   v p   indicate the instantaneous components of plastic centroid velocity in the normal and parallel directions of the beach profile, respectively; and   U p   indicates the mean value of   u p  .



Velocities measured with the Vectrino Profiler in the direction of wave propagation were considered. Measurements were taken along a vertical profile extending from the smooth bottom up to an elevation of about 5 cm. As an example, a portion of the velocity signal acquired in wave direction (u), measured during a run with a depth of 0.23 m, a wave period of 1.25 s and a wave height of 0.12 m, is shown in Figure 5.



For the same run, the time-averaged velocity profile (U) for each measurement point is shown in Figure 6. The mean profile reveals the existence of a reduced portion of the vertical column very close to the bed where the averaged velocity is directed onshore, giving rise to the existence of a net drift that drives the flow towards the coast [22]; from 1 cm above the bottom, the mean flow reverses, highlighting the presence of an undertow profile [21].



The net drift which was measured in the experiments can be related to the existence of a second-order mass-transport component found by Stokes [46] that can be expressed as


    U S  =  3 16   H 2  σ k  1  s i n h   ( k h )  4     



(9)




where   σ = 2 π / T   is the angular frequency of the wave.



However, later on, Longuet-Higgins [21] showed that the mass-transport can significantly differ from that predicted by Stokes, and he suggested the following formulation:


    U L  =  5 4     a 2  σ k   s i n h   ( k h )  2     



(10)







The plot in Figure 7 represents the comparison between the velocities measured during the experimentation with the Vectrino Profiler and the velocities estimated according to the Stokes [46] and Longuet-Higgins [21] theories.



The comparison between the measured drift velocity at the elevation where it reaches its maximum (e.g., at z = 0.003 m with reference to the plot of Figure 6) and that estimated shows that both the two relationships overestimated the experimental values. Such differences are due to several reasons. The Stokes relationship is based on some assumptions (such as, for example, the slip condition on the bottom, the absence of the boundary layer, and the ideal fluid hypothesis) that restricted the theory to a limited number of cases. Although the Longuet-Higgins relationship is generally highly reliable for the prediction of the mass-transport velocity, it is based on a theory developed for a horizontal bottom far from the breaker zone. Due to the better correlation between measured drift velocities U and the Longuet-Higgins   U L   estimation, in the following part of this paper, such a theoretical velocity will be considered to make the measured plastic velocities non-dimensional. In fact, as it will be detailed in the next sections, the net drift is basically the leading forcing that drives the movement of the plastic particles at the bed.




5.2. Validation of Spatial Transformation


First of all, in order to check their reliability, it was necessary to carry out validation procedures on the equipment and the methodologies to be applied. Regarding the first step of the algorithm used for image analysis, i.e., the procedure of spatial transformation from pixel coordinates to physical coordinates, transformation checks were carried out on representative frames. In particular, the aluminium plate used at the bottom of the flume was filmed from different perspectives. This step was repeated for seven different camera positions, varying both the height and angle of the camera with respect to the seabed. At this stage, several shapes of known dimensions were drown on the bottom sheet aiming at acquiring at least 4 points (in the present case, 12 points were identified) as shown in Figure 8. Using the “projective” spatial transformation of the Matlab function   f i t g e o t f o r m 2 d   [38], the straight lines remain as such, but the parallel lines converge to a vanishing point.



For each test, seven distance measurements were compared with the real dimensions. A maximum error of 1.55% and an average error of 0.44% were estimated. Based on the obtained result, the image transformation method adopted was considered to be fully efficient.




5.3. Calibration of Velocity Measurement


Several calibration tests were performed to calibrate the estimated velocities deduced from the particle tracking. Inside the flume, in a state of stillness without waves, a tray moving at a known constant velocity was filmed with a video camera (positioned at the same location as in the experiments). The tray was pulled by an electric engine rotating at a controlled speed. A number of plastic particles, with the same characteristics as those used in the experiments (see Figure 3), was glued on the surface of the tray; the displacement velocity of the centroid, identified with the blob analysis, was calculated over a known spatial range.



Comparing the results of the estimated speed obtained analytically as the time spent by the tray to travel a given space with those obtained from the blob analysis, it was noted that in the absence of wave motion, the velocities are similar; specifically, a maximum error between the two velocities of 3.17% was calculated (see Table 3 RUN C1–4). On the other hand, comparing the results in terms of velocity for tests performed during wave propagation, the errors increase. Analyzing the images in detail, it was observed that the deformation of the water surface, caused by the waves, distorts the reading of the images and, consequently, the blob analysis.



In fact, it is noted that the diffraction of the images caused by the moving water has a significant impact on the determination of the displacements of the plastics’ centroid in the considered time instants. To better calibrate the procedure, a test was performed in which the tray was filmed under wave action while keeping it stationary. In this way, the displacements detected by the blob analysis are only those that are due to the fictitious displacement of the image diffraction generated by the passage of the waves but not corresponding to a physical motion of the particles. It was therefore necessary to analyse the power spectrum of the displacement signal as a function of its frequency and apply a filter to it to eliminate the noise causing the fictitious displacement. The filter used for the signal is a lowpass filter with a cutoff frequency equal to two times the frequency of the incident wave. The definition of the frequency value at which to truncate the power spectrum was not a simple operation, because by analyzing only the spectrum of the displacement signal, it was not possible to define which peaks correspond to the fictitious displacement. Considering that the motion of the plastic debris is mainly affected by the velocity field due to waves, the cutoff frequency was individuated by analysing the velocity signal acquired by a Vectrino Profile. In particular, the components of the velocity signal in the frequency domain with the higher power content were identified. As can be seen from Figure 9b, the frequencies with the higher power content are those lower than two times the frequency of the incident wave. Therefore, using the lowpass filter, it was possible to remove much of the noise due to the optical effect of image diffraction caused by waves passing over the surface. The residual part of the noise cannot be removed because the application of a filter with a bandpass frequency lower than the one considered would cause the removal of some of the displacement due to the waves themselves. Indeed, the drift which causes the displacement of the plastic particles is directly related to the second-order mass-transport velocity as evaluated in the previous section.



To estimate the error caused by residual noise, tests were carried out with the tray holding the samples pulled at a constant speed, but during wave propagation. The results in terms of velocity of the plastics sample (  u p  ) obtained analytically were compared with those estimated from the analysis with the application of the lowpass filter (see Table 3 RUN C5–12).



The results displayed in Table 3 show that the maximum error obtained from these tests is 6.60%, and the average value stands at 2.64%. It is important to note that these error values incorporate errors due to the spatial transformation of images described in Section 5.2.




5.4. Plastic Particles Velocity Analysis


Several physical parameters were extrapolated for each of the conducted runs. One of the most relevant quantities is the displacement velocity of the centroid of the plastic system subject to wave motion (  u p  ). During the runs, it was observed that as the wave motion characteristics change, the plastic sample expands and tends to approach the coastline over time, in accordance with the direction of the wave motion and in the presence of a second-order drift which is onshore directed, as shown in Figure 6. However, this movement is not uniform for each individual particle. In fact, thanks to the detailed analysis of the videos, it has been noted that some particles show a greater propensity to move than others; this can result in the rapid approach to the coastline and thus in the sucking of some elements in the breaking zone and, at the same time, the stalling of others in the input zone. For this reason, it was decided to describe the dynamic behaviour of the whole particle sample by the representation of its global-centroid and the behaviour of the sub-groups with the up-centroid and down-centroid, as described in Section 2.2.



Figure 10a shows the velocity variation in the x-direction (  u p  ), i.e., in the cross-shore direction of the centre of gravity of the plastic system over time.



The number of data versus time is equal to the number of frames, while the 10 identified zones represent the phases in which the mean value of the velocity signal exhibits a significant variation. For each phase, the mean value of the velocity is calculated and superimposed to its time evolution. Moreover, the colour of the square reported on the plot for each average value depends on the location of the sample: more specifically, the phases identified by a red square indicate that the up-centroid (representative of the most advanced particles) has reached the breaking depth according to the Stokes criterion [47], while the green ones indicate that the breaker zone has not yet been reached by any of the moving particles.



Figure 10b shows the velocity change of the centroid of the plastic system in the y-direction (  v p  ), i.e., in the direction orthogonal to the wave propagation. It can be seen that this magnitude is much smaller than the x-directed one, thus confirming the two-dimensionality of the performed runs.



Figure 10c shows the change in the depth of the global-centroid of the plastic system as a function of time. Figure 10d shows the temporal variation of the area of a rectangle obtained as the product of the maximum distance between the objects (plastic particles) identified by the blob analysis in the x-direction and in the y-direction, i.e., a rectangular surface where the extremes on each side are the particles identified furthest from the centre of gravity in the two x- and y-directions. The variation of the area confirms what can be deduced from Stokes criterion when estimating the approaching of the up-centroid into the breaking zone. Indeed, a significant increase and subsequent decrease in the area indicate that some of the particles are moving very fast because they are being sucked in by the breaking wave. Hence, the oscillatory trend of such a parameter over time confirms that as far as the plastic sample enters the breaking zone, the blob analysis can no longer be applied.



Figure 11 shows the variation of velocity over time for the global-centroid (Figure 11a), the up-centroid (Figure 11b), and the down-centroid (Figure 11c).



For each identified phase, the velocity of the up-centroid (  u  p , u p   ) is greater than the other two, as the behaviour of the particles in the up-group is more inclined to mobilisation because these are the elements that avoid collisions with other particles. It can be seen that the first phase, in which an entry into the breaking zone is estimated (in this case, the fifth), is the one which shows the greatest increase in velocity. From that phase onwards, the velocity signal, as mentioned before, is influenced by the breaking process, and it is not relevant anymore to the aim of this present study.



In order to focus the time evolution of the centroids better, Figure 12 shows the frames corresponding to the mid-points of the phases identified in Figure 11.



It can be seen that in the first phase, the sample is stationary at the initial position; thus, this phase will be omitted from now onwards. During the second, third and fourth phases, distribution along the x-axis is observed and the breaking zone is reached. For the run shown in Figure 12 (RUN   W 12  ), the entry of the up-centroid into the breaking zone takes place at the fifth stage (Figure 11). From the sixth stage onwards, the identification of the up-centroid is complex because the most advanced particles fall into the swash zone and are hardly detected by the blob analysis.



Figure 13 shows the three averaged non-dimensional measured plastic sample velocities    U p  /  U L   , relative to the down, global and up-centroid, made non-dimensional with the second-order Longuet-Higgins velocity as a function of the product between the wave amplitude and wave number (  a k  ). Each point corresponds to the mean of the results obtained for the phases preceding the breaking.



The comparison in Figure 13 shows the trends of the dimensionless parameters as the wave characteristics change (listed in Table 2) and as the number of input plastic particles varies for each run.



From the analysis of Figure 13, the effect of the wave steepness (  a k  ) is evident. Indeed, as is known, mass-transport velocity tends to increase as the wave steepness increases. This is noticeable from Equation (10) which shows that the second-order velocity is directly proportional to the wave steepness. The consequence of this phenomenon is also that the velocity of the plastic debris increases as expected.



From the present experimental results, it is also evident that the number of plastic debris can influence the advancement velocity of the centroids. It can be observed for runs with 20 and 40 particles that, as the considered centroid changes, the slope of the trend lines varies, while it remains more or less constant for the sample of 80 particles. This happens because, during the initial phases, plastic debris located on the shoreline side (4–5 particles in our runs) is less subject to interaction with other particles. This implies that they move faster. The effect of these particles on the centroid velocity increases as the total number of particles decreases.



Similarly, Figure 14 shows the behaviour of the non-dimensional centroid depth, considered during the last phase before breaking, made non-dimensional by means of the depth at the beginning of the constant-slope section h* (see Section 3.1), as a function of the product between the wave amplitude and the wave number.



As in the previous case, it is evident that the number of plastic samples influences the analysis, and the results appear to be less influenced by the behaviour of a single item when 80 particles are tested. Moreover, the analysis of Figure 14 reveals that values with ordinate greater than 1 do not pass the threshold of slope change. The infrequent passing of the crossing point between   S l o p e  A   and   S l o p e  B   is due both to the high slope of the last section (20%) and to the fact that the considered results relate to the mean of the phases preceding the breaking; thus, they matter for a limited time interval. This almost always occurs in the case of the down-centroid (Figure 14a) as it represents the rearmost group of particles. In the case of the global-centroid (Figure 14b), it can be seen that for high values of   a k  , the point of change of the slopes is exceeded; for the case of the up-centroid (Figure 14c), this occurs very often, especially for runs with 20 and 40 particles, as in this case, plastics are proportionally more easily transported towards the breaking zone.





6. Conclusions


The main objective of this work is to provide a contribution to the scientific community in the research area of the dynamics of plastic waste in the coastal zone. Attention is focused on the estimation of the velocities of given sets of elements by providing a simple and inexpensive experimental method.



The runs were conducted in a controlled environment, aiming at determining the displacements, velocities and distribution of the samples analysed using blob analysis. During the runs, different characteristics of wave motion, depth and number of sample elements were studied. A smooth beach profile consisting of sections with a variable slope was installed inside a wave flume. Each run was filmed using a video camera and each video was analysed by creating calculation codes using Matlab. The displacements and physical variables were estimated for each frame of each video; finally, the average values of the results were analysed and discussed. For each run, time-varying values of displacement, global velocity, velocity in x-direction, velocity in y-direction, depth and distribution were determined. Three centroids were identified from the dynamic behaviour of the plastic particles. Several difficulties were encountered during the experimental campaign: first and foremost, the calibration operations both to make the recorded images orthonormal and to reduce the error due to the fictitious shifts caused by the diffraction of the images during the passage of the waves occured. The results showed that blob analysis is a useful technique for studying the movements of sets of non-buoyant plastic particles until they fall into the breaking zone; they are then mobilised out of the camera frame. In this case, in fact, since the displacements were calculated in relation to the centroid of the set of particles, the disappearance and reappearance of some elements generate an error in the estimate of the displacement of the centroid. For this reason, the results obtained in the phases preceding the most advanced particle group reaching the breaking zone were considered accurate.



Different configurations of input particle numbers (20, 40 and 80) were tested during the runs, and it was observed that, especially in the initial stages of mobilisation, a small number of elements, about 4–5 for each run, moved faster than the rest of the group. The rapid advancement of these elements causes a significant impact on the average velocities of the centroids, especially when the number of input elements is relatively low. To study the dynamics of a group of plastic particles, it is therefore important to consider the potential effects of the number of tested elements.



Analysing the transport of plastic particles by progressive waves, a dependence of the plastic velocity   U p   normalised with Longuet-Higgins second-order velocity   U L   on wave steepness arises, showing the existence of a linear relationship of the type    U p  /  U L  =  c 1  · a · k  ., where the angular coefficient   c 1   for the analysed case of 80 particles is about 0.1.



In addition, the non-dimensional depth at which the centroid stabilises before plastic particles enter the breaking zone decreases as the wave steepness increases, with a law of the type    h f  / h * =  c 2  · a · k  ,   c 2   being about −0.6.



Notwithstanding, the present paper is mainly focused on the proposition of a novel technique and is aimed at its validation, calibration and testing; however, some insights on the transport of plastic debris can be promoted. Specifically, wave steepness seems to be a key parameter from the hydrodynamic point of view, being related to the second-order flow velocity. This means that for the performed experiments, the steeper the wave, the faster and further the non-buoyant debris will travel; this is different from what was surprisingly observed by Alsina and co-workers [16]. Future research will explore the dependence of these coefficients on morphological and physical parameters of different types of plastics and on different boundary conditions.
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Figure 1. Workflow adopted for the processing of the video recording. The plastic particles used in the run are black. The red areas in the last image indicate the effective plastic debris detected by the blob analysis. 
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Figure 2. (a) General overview of the wave channel with framing of the level probes (S 1–4), video camera position and main components. (b) Closer view of the profile of the studied beach with the specification of the geometric lengths and identification of: Slope A in red, Slope B in blue and the point where the plastics are released at the beginning of each run in green. Dimensions are in metres. 
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Figure 3. Sample of nylon plastic particles with Corey shape factor of 0.15 and density of 1.15 g/cm   3  . 
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Figure 4. Comparison of the reflection coefficient obtained from experimentation (triangles) with the values obtained from Equation (7) for smooth slopes (line) as a function of Iribarren number. 
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Figure 5. Representation of a small part of velocity signal in the wave direction (u) under the conditions of h = 0.23 m, T = 1.25 s,   H i   = 0.12 m measured at the depth of 1.7 cm from the bottom. 
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Figure 6. Time-averaged velocity profile (U) measured in the conditions of h = 0.23 m, T = 1.25 s,   H i   = 0.12 m. The arrow indicates the direction of waves. 
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Figure 7. Comparison between the velocities measured during the experimentation with the Vectrino Profiler (U) and the velocities valued according to Stokes (  U S  ) and Longuet-Higgins (  U L  ) theories. 






Figure 7. Comparison between the velocities measured during the experimentation with the Vectrino Profiler (U) and the velocities valued according to Stokes (  U S  ) and Longuet-Higgins (  U L  ) theories.



[image: Jmse 11 01599 g007]







[image: Jmse 11 01599 g008 550] 





Figure 8. Example of an executed spatial transformation: the known points are sketched in red and the known distances are sketched in blue. (a) shows the original image and sketch, (b) shows the result after spatial transformation. 
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Figure 9. (a) Water velocity measurement (u) of original (in blue) and filtered (in orange) signals; (b) corresponding power spectrum of original (in blue) and filtered (in orange) signals. (c)   g l o b a l     c e n t r o i d   (  X g  ) displacement of original (in blue) and filtered (in orange) signals; (d) corresponding power spectrum of original (in blue) and filtered (in orange) signals. RUN   W 53   h = 0.23 m, T = 1.25 s,   H i   = 0.08 m. 
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Figure 10. Temporal variation of the global-centroid physical characteristics: (a) velocity in the cross-shore direction (  u p  ); (b) velocity in the long-shore direction (  v p  ); (c) water depth; (d) area of the particles set. The green lines identify the phases for which there is a significant change in the mean of the velocity signal in the x-direction. For each phase, the mean value of the considered physical quantity was derived and identified with a square. The green square refers to the phases in which the up-centroid did not pass the breaking point; the red square indicates that the up-centroid passed the breaking point. The results refer to RUN   W 12   h = 0.18 m, T = 1 s,   H i   = 0.088 m. 
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Figure 11. Temporal variation of velocities in the cross-shore direction of (a) global-centroid (  u p  ); (b) up-centroid (  u  p , u p   ); (c) down-centroid (  u  p , d o w n   ). The green lines identify the phases for which there is a change in the mean of the velocity signal in the x-direction. For each phase, the mean value of the considered physical quantity was derived and identified by a square. The green square refers to the phases in which the up-centroid did not pass the breaking point, the red square indicate that the up-centroid passed the breaking point. The results refer to RUN   W 12   h = 0.18 m, T = 1 s,   H i   = 0.088 m. 
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Figure 12. Frames of the first 8 phases of a run (RUN   W 12  ) where the plastic particles are identified using blob analysis and where the global-centroid (white), the down-centroid (green) and the up-centroid (yellow) are marked with a point. The dashed blue line represents the transition into the breaking zone identified by the longitudinal profile of the shoreline shown below. The acquisition time in seconds is indicated for each phase. 
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Figure 13. Dimensionless graphs comparing the product of wave amplitude and wave number and the ratio of the velocity measured in the cross-shore direction to the velocity estimated with Equation (10), in the case of: (a) down-centroid; (b) global-centroid; (c) up-centroid. 
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Figure 14. Dimensionless graphs comparing the product of amplitude and wave number and the ratio of the depth of the respective centroid at the last useful phase (before breaking rupture) to the depth at the start of the constant slope section with depth h*, in the case of (a) down-centroid; (b) global-centroid; (c) up-centroid. 
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Table 1. Simulated conditions for the first six runs carried out with 20 particles at a depth of 0.23 m are shown: name of the run, number of incoming plastic particles, water depth at the initial point (h), wave period (T), wavelength (L), incident wave height (  H i  ) and reflection coefficient (  k r  ).
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	   Run  Name   
	   Particles  Number   
	h [m]
	T [s]
	L [m]
	   H i    [m]
	   k r    [-]





	   W 1   
	20
	0.23
	1.66
	2.442
	0.036
	0.264



	   W 2   
	20
	0.23
	1.25
	1.751
	0.066
	0.175



	   W 3   
	20
	0.23
	1.00
	1.306
	0.105
	0.167



	   W 4   
	20
	0.23
	1.66
	2.442
	0.036
	0.378



	   W 5   
	20
	0.23
	1.25
	1.751
	0.078
	0.155



	   W 6   
	20
	0.23
	1.00
	1.306
	0.119
	0.178
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Table 2. Simulated conditions: run name, number of input plastic particles, water depth at initial point (h), range of values of wave period (T), wavelength (L), incident wave height (  H i  ) and reflection coefficient (  k r  ).
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	   Run  Name   
	   Particles  Number   
	h [m]
	T [s]
	L [m]
	   H i    [m]
	   k r    [- ]





	W1–6
	20
	0.23
	1.00–1.66
	1.306–2.442
	0.036–0.120
	0.155–0.378



	W7–12
	20
	0.18
	1.00–1.66
	1.209–2.231
	0.022–0.088
	0.185–0.523



	W13–18
	20
	0.15
	1.00–1.66
	1.140–2.055
	0.026–0.077
	0.153–0.403



	W19–24
	40
	0.23
	1.00–1.66
	1.306–2.442
	0.036–0.118
	0.147–0.403



	W25–30
	40
	0.18
	1.00–1.66
	1.209–2.231
	0.023–0.097
	0.179–0.520



	W31–36
	40
	0.15
	1.00–1.66
	1.140–2.055
	0.028–0.081
	0.146–0.388



	W37–42
	80
	0.23
	1.00–1.66
	1.306–2.442
	0.036–0.119
	0.167–0.380



	W43–48
	80
	0.18
	1.00–1.66
	1.209–2.231
	0.023–0.098
	0.192–0.508



	W49–54
	80
	0.15
	1.00–1.66
	1.140–2.055
	0.029–0.084
	0.172–0.384
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Table 3. Calibration of the plastics sample velocity (  u p  ) with analytically calculated values, values measured with blob analysis, error, standard deviation (  S D  ) and test characteristics.






Table 3. Calibration of the plastics sample velocity (  u p  ) with analytically calculated values, values measured with blob analysis, error, standard deviation (  S D  ) and test characteristics.





	Run Name
	n° Particles
	T [s]
	Hi [m]
	L [m]
	Analytical

Velocity

[m/s]
	Blob

Velocity [m/s]
	Error [%]
	SD

Velocity

[m/s]





	   C 1   
	1
	-
	-
	-
	0.027
	0.027
	2.13
	0.003



	   C 2   
	1
	-
	-
	-
	0.056
	0.054
	2.74
	0.004



	   C 3   
	8
	-
	-
	-
	0.053
	0.052
	1.99
	0.003



	   C 4   
	8
	-
	-
	-
	0.050
	0.048
	3.17
	0.002



	   C 5   
	1
	1.25
	0.05
	1.60
	0.060
	0.058
	2.93
	0.015



	   C 6   
	1
	1.00
	0.08
	1.21
	0.077
	0.760
	1.13
	0.032



	   C 7   
	1
	1.25
	0.06
	1.60
	0.054
	0.053
	0.82
	0.021



	   C 8   
	1
	1.00
	0.09
	1.21
	0.061
	0.059
	1.99
	0.039



	   C 9   
	8
	1.25
	0.05
	1.60
	0.049
	0.048
	2.37
	0.027



	   C 10   
	8
	1.00
	0.07
	1.21
	0.049
	0.048
	0.34
	0.038



	   C 11   
	8
	1.25
	0.06
	1.60
	0.048
	0.045
	4.94
	0.027



	   C 12   
	8
	1.00
	0.09
	1.21
	0.059
	0.054
	6.60
	0.061
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