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Abstract: The complex underwater environment and light scattering effect lead to severe degradation
problems in underwater images, such as color distortion, noise interference, and loss of details.
However, the degradation problems of underwater images bring a significant challenge to underwater
applications. To address the color distortion, noise interference, and loss of detail problems in
underwater images, we propose a triple-branch dense block-based generative adversarial network
(TDGAN) for the quality enhancement of underwater images. A residual triple-branch dense block is
designed in the generator, which improves performance and feature extraction efficiency and retains
more image details. A dual-branch discriminator network is also developed, which helps to capture
more high-frequency information and guides the generator to use more global content and detailed
features. Experimental results show that TDGAN is more competitive than many advanced methods
from the perspective of visual perception and quantitative metrics. Many application tests illustrate
that TDGAN can significantly improve the accuracy of underwater target detection, and it is also
applicable in image segmentation and saliency detection.

Keywords: generative adversarial network (GAN); underwater image enhancement; multiscale
dense; residual learning

1. Introduction

Underwater imaging technology is widely used in deep-sea resource exploration,
marine rescue, biodiversity monitoring, and submarine cable laying. However, the images
captured by the underwater cameras encounter several degradation problems, such as
color distortion, low contrast, and blurring [1]. The main reasons for the above problems
are threefold. Firstly, the underwater propagation of light is exponentially attenuated, and
this attenuation acts on different wavelengths. In particular, the red channel has the most
obvious attenuation. Therefore, raw underwater images are always bluish or greenish
compared to images taken in the air. Secondly, stray light is added to the sensor due to the
scattering effect [2], resulting in a haze effect on the entire scene and reducing the image
resolution and quality. Finally, the colors of underwater images are often distorted, owing
to the influence of external environments such as water depth and lighting conditions [3].
The above three aspects cause the underwater image degradation, which cannot meet the
practical application requirements. Moreover, the limitations of camera equipment are also
a factor in the degradation of underwater images. The reason is that cameras cannot, as the
human eye can, capture the full range of brightness [4]. Note that underwater images refer
to photographs captured by cameras in the underwater environment.

Many image enhancement and restoration methods have been developed to improve the
quality of underwater images in the past few years. Underwater image enhancement methods

J. Mar. Sci. Eng. 2023, 11, 1124. https://doi.org/10.3390/jmse11061124 https://www.mdpi.com/journal/jmse

https://doi.org/10.3390/jmse11061124
https://doi.org/10.3390/jmse11061124
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/jmse
https://www.mdpi.com
https://orcid.org/0000-0003-0826-3596
https://orcid.org/0000-0003-0832-2218
https://doi.org/10.3390/jmse11061124
https://www.mdpi.com/journal/jmse
https://www.mdpi.com/article/10.3390/jmse11061124?type=check_update&version=4


J. Mar. Sci. Eng. 2023, 11, 1124 2 of 18

are mainly based on the redistribution of pixel intensities to improve the color and contrast
of images; for example, the image enhancement method [5] enhances underwater images by
adjusting image pixel values. Unlike underwater image enhancement, underwater image
restoration usually requires the establishment of an effective degradation model and consid-
eration of the underwater imaging mechanism and the physical properties of underwater
light propagating. The key parameters of the constructed physical model are derived through
prior knowledge, and the underwater image is restored through a retention compensation
process [6]. For example, Refs. [7–9] used an image formation model to restore underwater
images. However, considering the complex underwater physics and optics in the image
enhancement and restoration process, the limitations of traditional methods are apparent.
Limited by the problems of insufficient training data and parameter selection, traditional meth-
ods encounter the poor generalization performance problem, which is manifested in the cases
wherein the enhanced images of some scenes are over-enhanced or under-enhanced. With the
development of artificial intelligence technology, deep learning methods have been applied to
underwater image processing [10–13]. Under the premise of abundant training data, deep
learning dramatically improves the generalization ability of the traditional methods and
can enhance the image quality in different underwater scenes. For instance, Li et al. [10]
proposed WaterGAN, which uses synthetic real-world images, raw underwater images,
and depth data to train a deep learning network for correcting color underwater images.
Similar to waterGAN, Fabbri et al. also used a GAN method to enhance underwater images.
Firstly, the distorted image is reconstructed based on the CycleGAN [14], and then the
underwater GAN (UGAN) [15] is used to train the reconstructed underwater image pairs.
Finally, a clear underwater image is obtained based on the pix2pix [16] model. Furthermore,
based on Ref. [16], Islam et al. [17] designed a fast underwater image enhancement model
(FunieGAN) using the U-net network to generate underwater images with rich visual
perception. Although deep learning-based methods can obtain high-quality underwater
images, the training time and image quality (e.g., noise and image details) depend on the
structure of the neural network. Moreover, color consistency and training stability are the
main problems that restrict the performance of the existing deep learning-based methods.

To solve the problems of color distortion, noise interference, and detail loss in the
underwater image, we propose a generative adversarial network with a triple-branch dense
block (TDGAN). Firstly, a triple-branch dense block (TBDB) is developed without building
an underwater degradation model and prior image knowledge. The TBDB, which combines
dense stitching, multi-scale techniques, and residual learning, can fully utilize feature
information and recover image details. Secondly, a dual-branch discriminative network
that can extract high-frequency information is designed to extract high-dimensional features
and obtain low-dimensional discriminative information. The discriminator can guide the
generator to pay attention to the global semantics and local details of the image and output
images with prominent local details. In addition, a multinomial loss function is constructed
to enrich the visual appearance of the images and obtain high-quality underwater images
that align with human visual perception. The non-reference and full-reference metrics
are utilized for quantitative comparison, and many experiments prove that TDGAN has
higher evaluation metrics on underwater images. Moreover, two ablation studies are used
to demonstrate the function of each component in the module. Finally, application tests are
used to verify the effectiveness of TDGAN.

The main contributions of this paper are summarized as follows:

(1) We propose a TDGAN for underwater image enhancement. Extensive experiments
demonstrate that TDGAN can improve the quality of underwater images and has
potential applications in the fields of image denoising, object detection, image seg-
mentation, and so on;

(2) We design a dual-branch discriminator to reconstruct underwater images. The dis-
criminator can guide the generator to exploit global semantics and local details fully;

(3) We develop a TBDB that can significantly improve the feature mining ability of the
network and make full use of the underlying semantic information. Compared with
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the dual-scale channel MSDB in UWGAN [18], the TBDB adopts three channels with
different scales, which can obtain different levels of detailed information and is more
sensitive to detail changes.

2. Related Work

Underwater image enhancement methods can be divided into traditional and deep
learning-based methods. Generally, underwater image enhancement methods revolve
around one or more image degradation problems, such as image contrast enhancement,
color restoration, detail reproduction, brightness enhancement, and noise removal.

2.1. Traditional Underwater Image Enhancement Methods

Recently, many traditional methods have been proposed to enhance or restore under-
water images, such as dark channel prior (DCP) [19], histogram equalization (HE) [20],
contrast limited adaptive histogram equalization (CLAHE) [21], unsupervised colour
correction method (UCM) [22], and underwater light attenuation prior (ULAP) [23], etc.
On the other hand, with the purpose of improving underwater image contrast, Deng et al.
presented a removing light source color and dehazing (RLSCD) method [24], which consid-
ered the scene depth correlation with decay. The results show that the RLSCD method has
the advantage of improving the contrast and brightness of underwater images. Tao et al. [25]
reconstructed high-quality underwater images by improving white balance and image
fusion strategies. In [25], a multi-scale fusion scheme is designed to adjust the contrast,
saturation, and brightness of the image.

Moreover, to solve the problem of color cast and low visibility of underwater images,
Ref. [26] proposed an underwater image enhancement method called MLLE. In this method,
the color and details of the image are locally adjusted through a fusion strategy, and the
contrast of the image is adaptively adjusted by the mean and variance of the local image
blocks. The underwater images of MLLE are characterized by high contrast and clarity.
To solve the problem of color distortion in underwater images, Ke et al. [27] designed a
framework for underwater image restoration. Firstly, a color correction is performed in
the Lab color space to remove the color cast. Then, the transmission map of each channel
is corrected using the relationship between the scattering coefficient and wavelength.
Experiments show that this method significantly improves underwater image detail and
color saturation. For the problem of underwater image color correction, Zhang et al. [28]
proposed a color correction method, where a dual-histogram-based iterative thresholding
method was developed to obtain global contrast-enhanced images and a finite histogram
method with Rayleigh distribution was designed to obtain local contrast-enhanced images.

2.2. Underwater Image Enhancement Method Based on Deep Learning

Over the past few years, deep learning-based underwater image enhancement meth-
ods have made remarkable achievements. However, many underwater image enhancement
techniques based on deep learning often produce artifacts and color distortion. To solve
these problems, Wang et al. [29] proposed a two-phase underwater domain adaptation
network (TUDA) to generate underwater images competitive in both visual quality and
quantitative metrics. Sun et al. [30] developed an underwater multi-scene generative ad-
versarial network (UMGAN) to enhance underwater images. This method uses a feedback
mechanism and a denoising network to address noise and artifacts in generated images.
To study the inherent degradation factors of underwater images and improve the net-
work’s generalization ability, Xue et al. [31] designed a multi-branch aggregation network
(MBANet). The MBANet analyzes underwater degradation factors from the perspective
of color distortion and the veil effect and can significantly improve the performance of
underwater object detection.

Furthermore, Cai et al. [32] proposed a CURE-Net to enhance the details of underwater
images. The CURE-Net is composed of three cascaded subnetworks, a detail enhancement
block, and a supervisory restoration block. The results indicate that CURE-Net achieves a
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gradual improvement of degraded underwater images. Ref. [33] developed a priori-guided
adaptive underwater compressed sensing framework (UCSNet) to reproduce underwater
image details. UCSNet uses the principle of multiple networks, where the sampling matrix
generation network (SMGNet) is used to capture structural information and highlight
image details.

2.3. Underwater Image Evaluation Metrics

Since image quality is affected by many factors, the assessment of the image quality
is usually divided into two types: qualitative and quantitative assessment. Underwater
image quality evaluation indicators commonly used by researchers are Underwater Color
Image Quality Evaluation (UCIQE) [34] and Underwater Image Quality Metric (UIQM) [35].
In 2015, Yang et al. [34] found a correlation among the image sharpness, color, and subjective
perception of the image quality and proposed an image quality evaluation method (UCIQE)
for underwater images. UCIQE is a linear model involving contrast, hue, and saturation.
Like UCIQE, UIQM constructs a linear combination of Underwater Image Color Metric
(UICM), Underwater Image Sharpness Metric (UISM), and Underwater Image Contrast
Metric (UIConM). Therefore, the larger the UCIQE and UIQM, the better the underwater
image quality.

Additionally, full-reference image quality assessment metrics Peak Signal to Noise
Ratio (PNSR) [36] and Structural Similarity Index Measurement (SSIM) [37] are also often
used to evaluate the quality between the generated image and the reference image. The
larger the PSNR and SSIM values, the better quality of the generated images.

3. Method

A TDGAN is proposed to restore clear underwater images (photographs) from the original
ones. The architecture of TDGAN is shown in Figure 1. TDGAN consists of two parts, the
generator and discriminator networks. Specifically, a TBDB is developed for the generator, and
a dual-branch discriminator is designed to guide the generator network to generate underwater
images with more salient details. Specifically, as shown in Figure 1, the data flow of the proposed
method is expressed as {[XGT + XG]; [X1/2GT + X1/2G]} → [B1; B2]D → [c, s, c]→ LTDGAN ,
where XGT and XG denote the reference image (ground truth) in the dataset and the image
generated by the generator, respectively; X1/2GT and X1/2G represent the images after reducing
the width of the XGT and XG images by half, respectively; B1 and B2 mean the two branches of
the discriminator network; c, s, and LTDGAN are the convolution, sigmoid activation function,
and loss function, respectively.
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3.1. Generator Network

As shown in Figure 2, the proposed generator includes six convolutional blocks and
two triple-branch dense blocks (TBDBs). The three convolution blocks on the left of TBDBs
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perform the down-sampling and encoding operations. The three convolutional blocks on
the right side of TBDBs perform the up-sampling and decoding operations. The network
structure and parameters of TDGAN are shown in Table 1, where BN stands for batch
normalization [38], and Leaky_ ReLU stands for Leaky Rectified Linear Unit. The slope of
all Leaky_ ReLU activation functions is 0.2. Three convolutional layers are placed in the
first three layers of the generator. The first, second, and third kernel sizes are 7 × 7, 5 × 5,
and 3 × 3, respectively. The corresponding feature maps of the first three layers are 64, 128,
and 256, respectively. Note that each layer of the first three is processed by Leaky_ReLU and
BN, respectively. The convolutions of the first three layers can reduce the size of the feature
map and extract preliminary features. Therefore, to capture contextual image information at
multiple scales, we concatenate multi-scale dense blocks (TBDBs) at the outputs of the first
three layers. The following three deconvolution layers are used to reconstruct the image. The
last deconvolution layer ensures that the numbers of output channels and input channels are
the same, and it uses the Tanh function to match the distribution of input channels [−1, 1].
Both the input and output image sizes of the generator network are 256 × 256 × 3.
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Table 1. The network structure and parameters.

Generator Network Discriminator Network
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Conv,
Leaky_ReLU,

BN
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Conv,
Leaky_ReLU,

BN
[3,3,2] h/2 × w/2 × 32

Conv,
Leaky_ReLU,

BN
[3,3,2] h/4 × w/4 × 64

Conv,
Leaky_ReLU,

BN
[3,3,2] h/8 × w/8 × 256

Conv,
Leaky_ReLU,

BN
[3,3,2] h/4 × w/4 × 64

Conv,
Leaky_ReLU,

BN
[3,3,2] h/8 × w/8 × 128

TBDBs —— h/8 × w/8 × 256
Conv,

Leaky_ReLU,
BN

[3,3,2] h/8 × w/8 × 128
Conv,

Leaky_ReLU,
BN

[3,3,2] h/16 × w/16 × 256

Deconv,
Leaky_ReLU,

BN
[3,3,2] h/4 × w/4 × 128

Conv,
Leaky_ReLU,

BN
[3,3,2] h/16 × w/16 × 256

Deconv,
Leaky_ReLU,

BN
[5,5,2] h/2 × w/2 × 64 Conv,

Sigmoid [3,3,2] h/16 × w/16 × 1
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Inspired by the feature extraction modules [18,29–33], we develop a TBDB, as shown in
Figure 3. The features of different scales cannot be fully utilized by simply connecting them
together at the end of a block [29]. Adding TBDB to the network increases the depth of the
network and improves the utilization of features. At the same time, the multi-scale structure
design makes TBDB more sensitive to changes in feature map details. Three intermediate
paths with different kernel sizes are designed to extract feature maps at different scales.
A, B, and C, respectively, are the three different paths with different convolution (Conv)
kernels (scales). The final 1 × 1 Conv is used to facilitate feature fusion and improve
computational efficiency and keep the same number of input and output feature maps.
Xn−1 and Xn are the input and output image information, respectively. The variables T, P,
F and O1 are the network parameters.
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In Figure 3, each layer in TBDB uses a Conv kernel with stride 1. Skip connections
are added to TBDB, which widens the flow channels of image information and gradients.
As shown in Figure 4, more than two TBDBs can improve the network performance in
the experiments. However, this approach introduces too many parameters and increases
training time. Therefore, after careful consideration, TDGAN uses two TBDBs.
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3.2. Discriminator Network

Inspired by Markov Patch GAN architecture [16], a discriminator network is designed
to distinguish patch-level information and capture high-frequency features, such as local
texture and style [39]. The discriminator is designed as a dual-branch structure to guide
the generator to pay more attention to global content and local details. The input image
of the discriminator contains the images generated by the generator and the GT images.
In addition, the input image size of the dual-branch discriminator is the original size and
half of the original size, which can provide multi-resolution input. Here, all the Conv has a
stride of 2. The discriminator network transforms a 256 × 256 × 6 input image (GT images
and generated images) into a 16 × 16 × 1 output.

3.3. Loss Function

We design a loss function composed of conditional adversarial loss, L1 loss, and
content loss to guide the generator to generate perceptually strong images. Generally, the
conditional adversarial loss [37] is expressed as

LGAN = min
G

max
D

V(D, G) = EX,Y[log D(Y)]

+ EX,Y[log(1− D(X)G(X))]
(1)

where D(Y) and Ydenote the probability and real underwater image (original noisy image),
respectively; G(X) is the probability of the generator output; X stands for the image gen-
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erated by the generator; E[·] denotes the mathematical expectation function; and V(D, G)
denotes cross entropy loss.

The L1 loss helps the generator G learn the global similarity of the image, avoid color
distortion, and ensure that the gradient is stable [16]. The L1 loss is defined as

L1(G) = EX,Y[‖Y− G(X)‖1]. (2)

The content loss function is given by [40]

Lcon(G) = EX,Y[‖Φ(Y)−Φ(G(X))‖2], (3)

where Φ(·) is the function extracted after the block5_conv2 layer of the pretrained VGG-19
network [40].

Consequently, the complete loss function of TDGAN is defined as

LTDGAN = min
G

max
D

V(D, G) + λ1L1(G) + λcLcon(G), (4)

where λ1 and λcon signifies the weights for L1 and content losses, respectively.

4. Experiments
4.1. Experiment Settings

(1) Datasets. The datasets used in the experiments include RUIE [41], UIEB [42],
U45 [43], and EUVP [17]. The model training datasets include 14,266 images from EUVP
and UIEB. The model testing data is composed of 1200 images from EUVP, UIEB, and U45.
The data for application tests contains 460 images from RUIE and U45. The composition of
the above training and testing datasets is randomly selected.

(2) Training details. During the training process, the training and test images are of a
size 256 × 256 × 3 and normalized into the range [−1, 1]. In TDGAN, the parameters are
set as follows: λ1 = 0.7 and λcon = 0.3. The LReLU slope and learning rate are set as 0.2
and 0.0003, respectively. The batch size is set to 32. The optimizer is Adam [44]. When the
generator is updated once, the discriminator is updated five times. TDGAN is trained on a
GeForce RTX 3090 GPU for 200 epochs using the PyTorch framework.

(3) Comparing methods. We compare TDGAN with other methods on real underwater
images. These comparison methods include Dark Channel Prior (UDCP) [45], Image Blur
and Light Absorption (UIBLA) [46], Weakly Supervised Color Transfer (WSCT) [47], Cycle-
GAN [14], Water-net [42] and FGAN [43], HLRP [48], and TACL [49]. The model parameters
of the training processes of all comparison methods are set according to the reference.

(4) Quantitative measurement index of underwater images. Including non-reference im-
age quality evaluation metrics UCIQE and UIQM and the full-reference image quality
evaluation metrics PSNR and SSIM.

4.2. Qualitative Analysis

We conduct comparative experiments to verify the performance of TDGAN in different
underwater backgrounds. The experimental results are shown in Figures 5–7. Note that the
public datasets U45 and UIEB do not provide “ground truth” as a reference. Consequently,
the results are not compared with the reference image. The EUVP dataset provides “ground
truth” as a reference, so we compare the results with the reference image. Furthermore,
the green underwater image in Figure 5 contains dark green and teal images. It should be
noted that the real environment means the natural environment (natural scene without
human intervention). Thus, the real image in this paper is the image collected in the
natural environment.
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Specifically, Figure 5 shows the comparison of experimental results of green under-
water images. From the perspective of color enhancement, UDCP, UIBLA, WSCT, and
Water-net cannot filter out the green background, while CycleGAN, FGAN, HLRP, TACL,
and TDGAN can significantly remove the green environment background. Regarding the
intuitive feeling of the restored image, the color of TDGAN is softer, and the brightness
of the restored image is relatively higher. The underwater sand recovered by CycleGAN,
HLRP, and TACL has a slightly dark background, which is inconsistent with the real en-
vironment. From the perspective of texture details, TACA, HLRP, and TDGAN also have
excellent restoration capabilities. For example, in terms of the shape of sea cucumbers,
these three methods can reconstruct the antennae outline of sea cucumbers. However, as
shown in the reconstruction results of shells, HLRP and TACL have different degrees of
artifacts, affecting the visual appearance of the images. Additionally, HLRP generates white
artifacts that make the restored images look brighter. TACL produces a small number of
red artifacts and some color distortions.

Figure 6 shows the enhancement results of underwater images with a blue background.
The results show that UDCP, UIBLA, WSCT, and Water-net have no apparent effect on the
images with the dark blue environment. FGAN and HLPR produce many red artifacts.
TACL and TDGAN perform well, but the visual experience of TDGAN is full. Additionally,
TDGAN has restored the tan fuselage of the sunken ship well, which is not achieved by
other methods. Moreover, the fish body lines in TDGAN are clearer and more layered than
in other comparison methods. Compared with other methods, TDGAN can effectively
restore the color of underwater images, providing images with higher recognition, higher
definition, and more prominent textures.

Figure 7 shows the comparison results of various methods in a light-colored under-
water environment. In Figure 6, as the surface of the light-colored underwater image has
a layer of blur-like water mist; thus, the performance of removing the water mist layer
can intuitively reflect the enhancement performance of a method. From this point of view,
UDCP, FGAN, and TDGAN have more advantages. However, UDCP is not clear enough,
and the overall color is red. FGAN has clear layers, but the image details are not sufficient.
For flower-like plants, TDGAN shows a stronger image detail restoration capability.
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As the results shown in Figures 5–7, TDGAN is more effective than the other compari-
son methods for enhancing underwater images in green, blue, and light-colored environ-
ments. Specifically, TDGAN can effectively restore the color and texture of underwater
images, recover more detailed features, and generate more visual images.

4.3. Quantitative Analysis

During the experiments, we chose different image quality evaluation indicators for
different datasets. For the U45 and UIEB datasets, we adopt the no-reference image quality
evaluation metrics UIQM and UCIQE to evaluate the performance of various methods
quantitatively. Here, UIQM contains three components: UICM, UIConM, and UISM. For
the EUVP dataset, we employ full-reference image quality evaluation metrics, including
PNSR and SSIM. Table 2 lists the mean values of the metrics for 500 randomly selected
images. As shown in Table 2, the assessment indicators of UDCP are relatively poor, and
UIQM of UDCP is the worst. WSCT achieves the lowest UCIQE, probably because WSCT is
unsuitable for underwater image enhancement with blue backgrounds, affecting its overall
performance. TDGAN achieves the best UIConM, UIQM, UCIQE, PSNR, SSIM, and the
second best UICM and UISM, proving the superiority of TDGAN.

Table 2. Quantitative evaluation of different underwater image datasets. The best and second best
results are, respectively, highlighted and underlined.

Method

UIEB and U45 (500 Images)
(Non-Reference)

EUVP (500 Images)
(Full-Reference)

UICM UIConM UISM UIQM UCIQE PSNR SSIM

Raws −14.913 0.629 7.058 4.017 0.501 19.017 0.704
UDCP −64.298 0.827 7.027 3.220 0.543 19.401 0.891
UIBLA −28.646 0.871 7.289 4.459 0.522 19.825 0.874
WSCT −33.678 0.896 7.231 4.389 0.474 21.613 0.806

CycleGAN −2.011 0.893 7.051 5.219 0.554 21.654 0.776
Water-net −55.209 0.894 7.177 3.759 0.507 20.107 0.725

FGAN 5.770 0.895 7.098 5.458 0.566 22.258 0.832
HLRP −2.265 0.867 7.443 5.225 0.585 21.563 0.796
TACL 0.259 0.916 6.962 5.337 0.528 21.737 0.837

TDGAN 5.501 0.925 7.203 5.588 0.571 25.434 0.911

4.4. Ablation Study

(1) Ablation Study 1. Two hundred different underwater images are tested in the
ablation study. The ablation study methods are variants of TDGAN. The variants of
TDGAN are introduced in Table 3. The residual and dense cascade blocks are shown in
Figure 3. The experimental results of the ablation study are presented in Table 4. Here, the
3 and 7 denote the retention and removal, respectively. All the residual learning, dense
cascade, and multi-scale operations can improve the evaluation metrics UICM, UIQM, and
UCIQE. The original TDGAN performs better than its three variants for UICM, UIQM, and
UCIQE. Moreover, an underwater image is used to show the variant differences of TDGAN
visually. The results are shown in Figure 8, which are consistent with the results in Table 4.
TDGAN obtains the best visual effect, and the image is more colorful than the others. It
can also be seen that the visual effect turns bad when removing any of the operations
mentioned above.

Table 3. The specific operation instructions.

Models Residual Dense Cascade TBDBs

−RL 7 3 3

−DC 3 7 3

−Ms 3 3 7

TDGAN 3 3 3
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Table 4. The comparison results of different modules in TDGAN.

Method UICM UIConM UISM UIQM UCIQE

−RL −20.112 0.890 7.002 4.683 0.562

−DC −20.225 0.896 6.859 4.660 0.576

−Ms −11.857 0.870 6.753 4.770 0.566

TDGAN 5.484 0.887 6.823 5.341 0.580
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(2) Ablation Study 2. The effect of kernel size in TBDB is also investigated experimen-
tally. The architectures are shown in Table 5.

Table 5. The specific operation instruction 2.

Models Kernel 7 × 7 Kernel 5 × 5 Kernel 3 × 3

−C 7 3 3

−B 3 7 3

−A 3 3 7

TDGAN 3 3 3

Three different architectures were tested on one hundred and sixteen different images.
The results are shown in Table 6, where the best metric is marked in bold. The images
tested under different scales (kernel size) have certain differences in UIQM and UCIQE
values. −C and −B obtain a higher UIQM than -A; however, -C obtains a slightly lower
UIQM than −A. Considering UIQM and UCIQE, TDGAN has more advantages. The
intuitive results are displayed in Figure 9, where TDGAN has richer detailed features and
colors. Specifically, in the absence of A or B, TDGAN cannot effectively remove the green
background. In the absence of C, TDGAN is less expressive for red.
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Table 6. The comparison results of different kernel sizes in TDGAN.

Method UICM UIConM UISM UIQM UCIQE

−C −95.251 0.635 6.466 1.495 0.551

−B −79.637 0.533 6.459 1.566 0.544

−A −97.816 0.639 6.674 1.500 0.527

TDGAN −91.796 0.636 6.605 1.634 0.551
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The above two qualitative ablation experiments demonstrate that TDGAN is the
optimal design.

4.5. Application Test

(1) Application test 1. To verify that TDGAN can be applied to the object detection
fields, we use yolov5 [50] as a detection algorithm to detect underwater objects. The
3000 annotated images from the RUIE are adopted to train yolov5. The parameters of
yolov5 are set as default, which is the same as the source code. Two hundred images from
RUIE are used for the testing. The detection object is a starfish. Underwater images of
different backgrounds are randomly selected for comparison of detection results, and the
backgrounds include green, blue, and haze. The test results are shown in Figures 10–12.
It can be seen that TDGAN removes the interference of the background color so that the
detection object can be clearly displayed. Images enhanced by TDGAN can improve the
probability and accuracy of object detection. This shows that TDGAN can be effectively
applied in underwater target detection.
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(2) Application test 2. Recently, underwater image enhancement methods have been
widely applied in image segmentation and saliency detection, such as [51]. Here, a group
of experiments was conducted to verify the effectiveness of TDGAN in image segmentation
and saliency detection areas. A superpixel-based clustering algorithm [52] was first adopted
for image segmentation. Then, an SR model [53] was used for image saliency detection.
The image segmentation and saliency detection results are shown in Figure 13. It can be
found from Figure 12 that the image segmentation boundary of TDGAN is more significant
than that of other methods. Additionally, compared with other methods, TDGAN can
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distinguish image layers more clearly, and the saliency map of TDGAN contains more
complete contours and better boundaries. The above experiments show that TDGAN
performs better in underwater image segmentation and saliency detection applications
than the other methods (e.g., FGAN, CycleGAN, HLRP, TACL, etc.).
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(b–j) are the images generated by the corresponding methods (in the bottom of the figure), (l–t) are
the image segmentation results of the corresponding methods, and (2–10) are the image saliency
detection results of the corresponding methods. The raw image (a) is from the dataset U45 [43].
(k,l) are the results of [52,53], respectively.

5. Discussion

The experimental results in Figures 5–13 and Table 2 demonstrate that TDGAN
achieves competitive performance and has many advantages compared with the other
methods. For instance, TDGAN can effectively restore the color and texture of underwater
images, remove the water mist layer, generate more detailed features, and produce more
visual images than the previous methods. These are attributed to the dual-branch discrimi-
native network, which improves the network’s ability to perceive changes in image detail
features, and the TBDB, which improves the information mining capability of the network.
TDGAN has potential applications in underwater target detection and image segmentation.
Experiments show that the proposed method can improve the accuracy of underwater
target detection and obtain a complete boundary contour. However, TDGAN is restricted
by the numerous training and large dataset, which limits its applicability. In the future, we
will focus on optimizing TDGAN and small sample network design for underwater image
and video enhancement.

6. Conclusions

We have presented a GAN-based underwater image enhancement network TDGAN to
achieve high-quality underwater image restoration. We developed a TBDB to improve the
feature-reusing ability of the generator network. TBDB helps the generator combine multi-
scale features to fully use image information for training, thus generating high-quality
images. A dual-branch discriminator network is designed to guide the generator to create
images from global semantics to local details and enhances the local details of images.
A loss function is developed to regulate the direction of network training. Qualitative
and quantitative experiments are conducted to verify the effectiveness and superiority of
TDGAN. Ablation studies are implemented to show the contribution of each component in
TDGAN. The practicability of TDGAN is examined through application tests. Experimental
results show that TDGAN can effectively enhance the underwater image quality, provide
richer salient features, and improve the accuracy of underwater target detection. In future
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work, the computational complexity of TDGAN will be optimized, and the performance of
TDGAN will be further improved.
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