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Abstract: The sound speed profile (SSP) is a necessary prerequisite for acoustic field computation
and underwater target localization and monitoring. Due to the dynamic nature of the ocean, the
reconstruction of SSPs with surface characteristics is a big challenge. In this study, the Single Empirical
Orthogonal Function Regression (sEOF-R) method is employed to establish the regression relationship
between the surface parameters and the sound speed anomaly profile (SSAP) in three typical sea
areas, namely the equator, Kuroshio Extension (KE), and Northeast Pacific. Based on the established
regression relationship and the surface parameters, the underwater SSP is reconstructed. Results
show that the reconstruction effects in the three areas show the best performance in the Northeast
Pacific, followed by the equator and finally the KE. The quantitative analysis suggests that the local
sea level anomaly (SLA) plays the dominant role in influencing the reconstruction effect, followed by
the sea surface temperature anomaly (SSTA). Further analysis demonstrates that the sEOF-R method
is limited in time-varying and space-varying areas. The SSP reconstructed from the sea surface
information in this study is useful for the inversion of the underwater structures.

Keywords: Single Empirical Orthogonal Function Regression (sEOF-R) method; sound speed profile
(SSP) reconstruction; underwater acoustic propagation calculation

1. Introduction

The low energy loss of sound waves in water makes them the main approach for
underwater target detection and location. However, influenced by the inhomogeneous
water body, sound waves propagate through refraction and reflection and produce complex
paths. In underwater acoustic engineering, such inhomogeneity is characterized by the
range-dependent sound speed profiles (SSPs), which are derived from the temperature
(T) and salinity (S) profiles. Owing to the oceanic dynamic characteristics, however, the
T and S profiles and SSPs are all highly temporally and spatially dependent, which will
significantly change the arrival structures (such as time delay, amplitude, angle) of sound,
thus decreasing the performance of underwater localization and detection algorithms. The
different effective working distances of the sonar system in the morning and afternoon on
the same day, known as the “afternoon effect”, is a classic example demonstrating the high
dependence of hydroacoustic equipment on the marine environment. Thus, determining
how to estimate the sound speed profile (SSP) accurately and in real time has been a difficult
research topic in recent decades [1–6].

There are many ways to obtain the SSP, such as in situ observation, oceanic environ-
mental numerical simulation, and inversion methods using sea surface parameters. For the
in situ observation method, observational instruments, such as Argo buoys, expendable
conductivity temperature depth (XCTD) [7], expendable bathythermograph (XBT) [8], and
sound velocity profile (SVP) [9], are applied to obtain the hydrological parameters such as
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T, S, and pressure. Although this method can obtain the highest-accuracy SSP, conducting
in situ experiments is difficult because they are resource- and time-consuming endeavors
and are performed only by a small number of communities [10–12].

Oceanic numerical simulation refers to the process of discretizing and solving seven
ocean dynamic equations with the help of boundary conditions and part of ocean observa-
tion data to obtain the three-dimensional distribution of hydrological elements. The method
can cover the global oceans with a spatial resolution reaching up to 3 km × 3 km [13],
and the reliability of the simulated data can be significantly improved by the numerical
assimilation technology [14–17]. Up to now, the simulation data from numerical models
have been widely used in the analysis of various physical phenomena in oceanography.
However, the expensive consumption in calculation and time remains a challenge.

Compared to the sparse in situ observation profiles, the sea surface parameters
(e.g., sea surface temperature, sea surface height) observed by satellites with high spatial–
temporal resolution and temporal refresh rate are easy to obtain. In addition, the effective
detection distances of the sonar array are less than 50 km, demanding a 5 km resolu-
tion of SSPs. However, the spatial resolution of a quality-controlled SSP is generally
100 km × 100 km [18], which cannot meet the requirements for the SSP resolution of a
sonar system. In conjunction with the refinement of satellite datasets, inversion methods
involving statistics and regression can meet the accuracy requirements and have gained
attention and development [19,20]. The core of this technique is to build the mapping
relationships between surface and underwater parameters. The Empirical Orthogonal
Function (EOF) is a frequently used method to analyze the structural features in matrix
data and extract the main data features. Usually, only the first two- or three-order EOFs
can accurately represent the SSP in the measurement area. Park and Kennedy [21] proved
that at most the first five-order EOFs could accurately represent the SSP even in the case
of significant differences from the average. Benefiting from such an ability of the EOF,
Carnes et al. [22] fulfilled the streamlining and compression of historical T and S profiles
over 33,000.

Once the regression relationships between sea surface parameters and the coefficients
of the first several-order EOFs corresponding to the historical underwater SSP dataset
are established, the SSPs with the corresponding spatial resolution can then be estimated
through the sea surface parameters with high spatial and temporal resolution. This kind
of strategy was employed in many works. The Navy’s Modular Ocean Data Assimilation
System (MODAS) [19] used multivariate regression between historical observations of the
sea surface height (SSH) and sea surface temperature (SST) and T and S at defined depths
to compute the T and then estimate S from historical T-S regressions. It can produce a rapid
estimation of present and near-term ocean conditions, even in situations where little or no in
situ data are available [19]. The Improved Synthetic Ocean Profile (ISOP) method constructs
the dynamic interior layer using covariances of SST and SSH with coupled EOFs of T and S,
as well as coupled EOFs of vertical gradients of T and S in the upper 1000 m [21]. Compared
to the MODAS, ISOP shows better performance in terms of 48 h sonic layer depth and
below-layer gradient forecast. Yan et al. [23] presented a density incorporation tool of a least
square multivariate empirical orthogonal function algorithm, which can retrieve interior
T/S from the ocean surface and outperform machine learning algorithms in retrieving
complicated T/S structures. Chen et al. [6] established the regression relationships between
sea level anomaly (SLA) and sea surface temperature anomaly (SSTA) and the historical
sound speed anomaly profiles (SSAPs) using the Empirical Orthogonal Function Regression
(EOF-R) method and realized the reconstruction of SSPs on a global scale. Because there
are two input variables and only one output (SSAP), thus this method is called the Single
Empirical Orthogonal Function Regression (sEOF-R) method. In addition, the statistical
relationships between reconstruction error and the local SSTA and the eddy kinetic energy
are discussed.

Though the sEOF-R method has been widely employed in worldwide SSP reconstruc-
tion, in areas with abundant dynamic systems, such as Kuroshio Extension (KE), the actual
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effect of applying the sEOF-R method remains to be verified and discussed [24]. In addition,
the reconstruction effect of the sEOF-R method in different layers needs to be analyzed and
discussed. Furthermore, whether the reconstructed SSP can serve hydroacoustic equipment
also needs to be verified.

To answer the above three questions, the underwater SSPs in three typical areas (the
equator, Kuroshio Extension (KE), and Northwest Pacific) are reconstructed based on the
sEOF-R method. The impacts of intensities of the SSTA and SLA on the performance
of the sEOF-R method in the SSP reconstruction are also analyzed. An analysis is then
made on the difference in sound propagation based on the original and reconstructed SSPs.
Finally, instructions for the use of the sEOF-R method and suggestions for its improvement
are offered.

The remaining content of the paper is outlined as follows: In Section 2, the input
datasets are introduced first, followed by the establishment of the principle and application
process of the sEOF-R method in reconstructing SSP. Section 3 includes the reconstructed
results and the statistical relationship between the surface parameters and the root mean
square error (RMSE) of SSPs. The comparative analysis of sound propagation characteristics
is given in Section 4. Finally, we end in Section 5 with conclusions and recommendations.

2. Material and Methods
2.1. Oceanic Datasets

Global Ocean Argo Grid Dataset 2018 (BOA_Argo 2018) (http://www.argo.org.cn/,
accessed on 11 January 2023), which integrates Argo T/S data from 2004 to 2017, provides
monthly averaged gridded variables (S, T, Isothermal Layer Depth, Mixed Layer Depth and
Composed Mixed Layer Depth) with a horizontal resolution of 1◦ at 58 depth levels (from
0 to 1975 m), including the 3D-grid T/S data [25]. The monthly T/S profiles in BOA_Argo
2018 dataset were employed to compute the corresponding monthly SSP through the Wilson
sound speed empirical formula. Throughout the rest of the text, the SSPs derived from
BOA_Argo 2018 will simply be called “Argo SSPs”, and they are treated as the measured
SSPs in this work. One part of them was used to establish the regression relationships
between SLA, SSTA, and the coefficients of EOFs, the other part was used to verify the
performance of the sEOF-R method in the SSP reconstruction.

Monthly 1/12◦ grid sea surface altimeter data and SST data were both provided by
Copernicus Marine Environment Monitoring Service (CMEMS) (https://marine.copernicus.
eu/, accessed on 11 January 2023). Among them, monthly mean sea level anomalies (SLAs)
are referenced to the period from 1993 to 2012. Similar to BOA_Argo 2018 dataset, CMEMS
provides the SST and SLA that also have direct/indirect usages in two aspects of this work.
On the one hand, CMEMS provides the SST and SLA as the historical data in establishing
the regression relationships. On the other hand, CMEMS provides SST and SLA to estimate
the underwater SSP in the reconstruction section. Noteworthily, the SSTA is calculated by
subtracting climatological SST from monthly SST instead of directly provided by CMEMS.

World Ocean Atlas 2018 (WOA18) (https://www.ncei.noaa.gov/archive/accession/
NCEI-WOA18, accessed on 11 January 2023) is a dataset of objectively analyzed one-
degree-grid climatological field in situ T/S at standard depth levels for annual, seasonal,
and monthly compositing periods for oceans in the world. Considering the monthly
differences of SSP structures, the monthly compositing periods (2005–2017) of the 1◦ × 1◦

grid dataset were employed in this study. WOA18 was used to provide the climatological
SSPs involving two steps in this work. One was to obtain the sound speed anomaly profile
(SSAP) by removing the climatological SSP from the Argo SSP. The other was to calculate
the reconstructed SSP by adding climatological SSP to the SSAP estimated from the SLA
and SSTA. In addition, WOA18 was used to estimate the climatological SST, which was
then employed to calculate the SSTA by subtracting it from the monthly SST in CMEMS.
See Section 2.2 for more details.

http://www.argo.org.cn/
https://marine.copernicus.eu/
https://marine.copernicus.eu/
https://www.ncei.noaa.gov/archive/accession/NCEI-WOA18
https://www.ncei.noaa.gov/archive/accession/NCEI-WOA18
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2.2. SSP Reconstruction Based on the sEOF-R Method

Regression is a statistical method that attempts to determine the strength and character
of the relationship between one dependent variable and a series of other independent
variables. Linear regression is the most common form of this technique. With the aid of the
regression method, the sEOF-R method establishes the regression relationships between
SLA and SSTA (independent variables) and the coefficients (dependent variables) of the first
four-order EOFs of the SSAP matrix. According to the established regression relationships,
the underwater SSP can be reconstructed by SLA and SSTA. Since sufficient historical data
are required for applying the sEOF-R method, the input data from 2005 to 2017 were used.
In addition, the selected areas were divided into 2◦ × 2◦ grids, and then the SSPs were
reconstructed monthly. As illustrated in Figure 1, there are nine Argo SSPs (black dots) and
four climatological SSPs (red circles) in a 2◦ × 2◦ grid. The climatological SSP is represented
by the mean of the WOA18 SSPs located in four vertices of the grid.
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Figure 1. Diagrammatic sketch of a 2◦ × 2◦ grid. The hollow red circle represents the climatological
SSP derived from T/S in WOA18, and the black dot represents the Argo SSP derived from T/S in
BOA_Argo 2018 dataset.

The sEOF-R method reported in [6,24] was employed in SSP reconstruction. The pro-
cess of the sEOF-R method is established in Figure 2. With the aid of the empirical formula
of sound speed, the Argo SSP and climatological SSP can be derived from BOA_Argo 2018
and WOA18 datasets, respectively. Then, SSAPs can be obtained by subtracting climatolog-
ical SSP from the corresponding Argo SSP. Applying the EOF method in the SSAP matrix,
the first four-order EOFs and corresponding coefficients can be obtained. Simultaneously,
SSTA is obtained by subtracting climatological SST from the real-time SST. SLA can be
directly obtained in CMEMS. We can establish the regression relationship between SLA,
SSTA, and coefficients of the first four-order EOFs and then store the regression relationship
coefficients in the historical regression relationship library. Ultimately, the reconstructed
SSAPs can be inferred by using SLA, SSTA, and the regression relationship library. The
reconstructed SSP is obtained by superposing the climatological SSP.
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The SSP is calculated by the Wilson sound speed empirical formula, using T, S, and
static pressure. As mentioned in Section 2.1, the SSAP is computed by subtracting the
corresponding climatological SSP from the Argo SSP. SSAPs are then arranged in the SSAP
matrix Q in spatial and temporal order. The dimension of Q is M× N, where M and N
denote the depth layers and quantity of SSAPs, respectively. The EOF method is applied to
Q in order to obtain the m-order empirical orthogonal function fm(m = 1, . . . , M) and its
coefficient matrix λ. The mathematical formula for the EOF method is given by

R = Q×QH ,

(R−λI)F = 0,
(1)

where the superscript H denotes the conjugate transpose of the matrix, R denotes the co-
variance matrix of the SSAP matrix Q, F =

[
f1 . . . fM

]
denotes the empirical orthogonal

matrix, λ = diag(λ1, . . . , λM) denotes the coefficient matrix and λm(m = 1, . . . , M) denotes
the empirical orthogonal coefficient for the m-order EOF. The SSAPs (represented by ∆SSP)
are described by the linear combination of the first four-order EOFs, since the weight of the
coefficients of the first four-order EOFs is greater than 92%.

∆SSP = α0 + ∑4
m=1 αm fm (2)

where αm, denotes the coefficient of the m-order EOF and α0 denotes the constant coefficient.
The regression relationship between sea surface parameters (SLA, SSTA) and αm is then
established through linear regression analysis:

αm(t) = b0 + b1SLA(t) + b2SSTA(t) + b3SLA(t)× SSTA(t), m = 0, 1, . . . , 4, (3)

where b =
[
b0 b1 b2 b3

]
is the library of regression relationship coefficients and t ∈

[1, 117] denotes the number of SSAPs. The reconstructed SSP (SSPres) can be estimated by
adding the reconstructed SSAP (∆SSP) to the climatological SSP (SSP)

SSPres = ∆SSP + SSP, (4)
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Figure 2. The process flow diagram for the SSP reconstruction. SSAP, sound speed anomaly profile;
SLA, sea level anomaly; SSTA, sea surface temperature anomaly.

2.3. Reconstruction Errors

To demonstrate the regional characteristics of three areas, SLAI and SSTAI , which
are used to quantitatively depict the monthly fluctuation intensity of SLA and SSTA, are
introduced. Their mathematical forms are shown as follows:
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SLAI(mon) =

√
1
N ∑N

n=1 SLA2(n, mon), (5)

SSTAI(mon) =

√
1
N ∑N

n=1 SSTA2(n, mon), (6)

where mon denotes the month and N is the total amount of SSPs in a 2◦ × 2◦ grid in a
month during the study time. As mentioned previously, the total data for thirteen years
from 2005 to 2017 are selected, leading to the equation of N = 117 in a 2◦ × 2◦ grid.

In order to quantitatively evaluate the effects of the sEOF-R method in the SSP recon-
struction, RMSE and RMSEdepth are employed as evaluation metrics. RMSE represents
the root mean square error between the reconstructed SSPs and the corresponding Argo
SSPs which represent the real SSPs in a 2◦ × 2◦ grid. The mathematical formula is given by

RMSE(mon) =
√

1
M× N ∑N

n=1 ∑M
m=1

(
cres(n, m, mon)− cArgo(n, m, mon))2 , (7)

where mon denotes month, N denotes the total number of SSPs contained in a 2◦ × 2◦ grid,
M denotes the total number of layers, and cres and cArgo denote the reconstructed and Argo
sound speed values in m/s. RMSE(mon) represents the monthly reconstruction error of
SSPs in a 2◦ × 2◦ grid in mon month. It considers the errors between the reconstructed and
Argo SSPs at all depths in a 2◦ × 2◦ grid; thus, the reconstruction effects in depth direction
are averaged and cannot be represented.

To show the reconstruction effect in depth, the reconstruction error (RMSEdepth(m, mon))
in mon month and m layer is introduced. Unlike RMSE, it considers the root mean square
error between the reconstructed SSPs and the corresponding Argo SSPs layer by layer, thus
reserving the structural features vertically. The mathematical formula is written as

RMSEdepth(m, mon) =

√
1
N ∑N

n=1

(
cres(n, m, mon)− cArgo(n, m, mon))2 , (8)

where cres(n, m, mon) and cArgo(n, m, mon) denote the sound speed values (unit: m/s) in
mon month, n SSP, and m layer in reconstructed and Argo SSPs, respectively. Thus, the
vertical errors of the reconstructed and Argo SSPs are obtained.

2.4. Study Areas

In order to verify the performance of the sEOF-R method, three typical ocean areas
marked as A, B, and C in Figure 3 were selected for the analysis. Area A (2.5◦ N–12.5◦ N,
144.5◦ E–164.5◦ E), Area B (28.5◦ N–38.5◦ N, 144.5◦ E–164.5◦ E), and Area C (28.5◦ N–38.5◦ N,
131.5◦ W–151.5◦ W) are separately located in the north of the equator, KE, and Northeast
Pacific Ocean, respectively. The reasons for the selection of these areas are as follows:

Area A: The SSP structure is stable, with the thin mixed layer (ML) existing throughout the
year. The SLAI range is between 0.04 m and 0.16 m; the SSTAI range is between 0.23 ◦C
and 1.22 ◦C
Area B: The oceanic fronts and mesoscale eddies are common phenomena all year round in
this area. Thus, the fluctuations of SLA and SSTA are both intense, with the corresponding
SLAI ranging between 0.06 m and 0.44 m and SSTAI ranging between 0.52 ◦C and 2.54 ◦C.
Area C: As Area C and Area B are located in the same latitude range, changes in the SSP
structure and ML in these two areas follow the same rules. However, the SLA range in
Area C is much smaller than that in Area B, with the SLAI ranging between 0.035 m and
0.12 m and SSTAI ranging between 0.46 ◦C and 2.9 ◦C.
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Figure 3. The monthly average SLA and SSTA in July are shown in the left and right panels,
respectively. Areas A, B, and C which are located in the equator region, KE, and Northeast Pacific
Ocean are marked as dashed rectangles.

3. Results
3.1. The SSP Reconstruction

The depth sampling interval of WOA18 is different from that of Argo. Thus, interpo-
lation processing is necessary, with the WOA18 SSP and Argo SSP obtained with a depth
interval of 5 m after cubic spline interpolation. Considering the depth limitation in the
WOA18 dataset, SSPs with a maximum depth of 1500 m are selected for the research. In
addition, to avoid calculation errors due to the structural differences of SSPs in different
months, the SSPs need to be reconstructed monthly.

The reconstructed SSPs in January, April, July, and October during thirteen years in
Areas A, B, and C are shown in Figure 4, where the solid black line denotes Argo SSPs
and the red dotted line denotes the reconstructed SSPs. From the left column of Figure 4,
it can be found that a high structural consistency exists in both the Argo SSP and the
reconstructed SSP, mainly due to the stable T/S structure in the equator area.
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Area B is located in KE, and the reconstructed SSP here is shown in Figure 4 (middle
column). It reveals the underlying law for the typical periodic change of SSPs in the mid-
latitude areas; that is, the thickness of the ML of SSP changes significantly with the seasons,
with gradual thinning and disappearing in summer and gradual appearing and thickening
in winter. It can be easily found in the middle column of Figure 4 that a sound structural
consistency exists between the reconstructed SSP and the Argo SSPs. A comparison of data
in the left and middle columns shows that there is an obvious increase in the dispersion of
the Argo SSP in Area B, which means a significant performance degradation of the sEOF-R
method in the dynamic areas. This phenomenon is mainly caused by the increase in SLAI
and SSTAI in KE.

The reconstructed results in Area C are shown in Figure 4 (right column). The depth
of the SOFAR axis can be inferred accurately, and high structural consistency in the thermo-
cline and deep-sea isothermal layer can be found between the reconstructed SSP and Argo
SSP. As described at the beginning of Section 3, the SSTAI in Area C is stronger than that
in Area A. Thus, the reconstruction error in Area C is bigger than that in Area A in the ML.

3.2. Effect Analysis of the sEOF-R Method in SSP Reconstruction

In Section 3.1, it can be concluded that the performances of the sEOF-R method in the
SSP reconstruction are related to the local SLAI and SSTAI . To quantitatively analyze the
impact of the local SLAI and SSTAI on the performance of reconstruction, we establish two
linear relationships between RMSE and SLAI and SSTAI , respectively, which are written as

RMSE(mon) = p(1)SLA × SLAI(mon) + p(2)SLA (9)

RMSE(mon) = p(1)SSTA × SSTAI(mon) + p(2)SSTA (10)

where p(1) and p(2) are calculated by the least squares method (LSM) method, and the
coefficients p(1)SLA in s−1 and p(1)SSTA in ms−1 ◦C−1 denote the sensitivity of reconstruction
error to SLAI and SSTAI , respectively. A bigger p(1) means a higher sensitivity.

The RMSE of reconstructed SSPs in Areas A, B, and C in January, April, July, and
October in the period of 2005 to 2017 are shown in Figure 5, where the red line calculated
by Equation (9) represents the linear relationship between RMSE and SLAI . To shorten the
length of the article, only the results for January, April, July and October, which represent
the spring, summer, autumn, and winter seasons, are shown. It can be found that the
sensitivity (p(1)SLA) of RMSE to SLAI is positive in most months except for February (not

shown) to April. In Area A, the minimum p(1)SLA (−2.31 s−1) occurs in March, and the

maximum (7.73 s−1) occurs in December. p(1)SLA becomes higher in winter but lower in
summer. Compared to the SLAI , the relationship between RMSE and SSTAI in Area A is
less significant, as shown in Figure 6.

In Area B, the scattered RMSE points are well fitted by the red line as illustrated in the
middle columns of Figures 5 and 6, which means there is a significant relationship between
RMSE and SLAI (SSTAI). Among the three areas, it is the most significant area, with p(1)SLA

ranging from 12.07 (s−1) to 16.15 (s−1). Similarly, p(1)SSTA is generally higher in Area B, as
shown in Figure 6.

As illustrated in Figure 5 (left column), the relationship between the SLAI and RMSE in
Area C is not straightforward. However, the linear relationships between SSTAI and RMSE
are prominent (Figure 6), with the p(1)SSTA being positive and ranging from 0.17 (ms−1 ◦C−1)
to 1.27 (ms−1 ◦C−1).
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To facilitate the observation, p(1)SLA and p(1)SSTA in Areas A, B, and C are all recorded
in Table 1, with the superscript A, B, and C representing Areas A, B, and C, respectively.
Through the comparison of the SLA and SSTA sensitivity (p(1)) among Areas A, B, and
C, it can be found that the SLAI and SSTAI both contribute to the RMSE, with the SLAI
being the more important influential factor. The enhancement of the SLAI and SSTAI will
lead to a clearer linear relationship between the sea surface parameters and RMSE. On the
contrary, the decrease in the SLAI and SSTAI will weaken the linear relationship.

Table 1. Sensitivity of RMSE to SLAI and SSTAI .

Month 1 2 3 4 5 6 7 8 9 10 11 12

pA
SLA 3.27 −0.26 −2.31 −0.10 3.98 4.26 4.68 6.12 5.03 1.62 5.24 7.73

pA
SSTA 0.3 0.82 −0.81 −0.7 2.93 0.49 1.94 −1.36 0.71 −0.42 −0.19 −0.56

pB
SLA 14.36 14.07 14.21 16.15 16.11 16 12.93 12.07 14.42 13.2 14.44 14.37

pB
SSTA 2.15 2.4 2.23 1.04 −0.19 −0.09 2.55 2.92 1.81 2.64 2.22 2.85

pC
SLA −2.17 4.7 6.34 −7.11 1.41 12.44 8.82 4.76 16.48 3.41 5.37 6.65

pC
SSTA 0.17 0.43 0.30 0.47 0.45 0.38 0.32 0.36 1.27 0.25 0.42 0.36

Furthermore, the linear relationships in Table 1 are verified by the significance test; the
associated p-values are shown in Table 2. In Area A, the pA

SLA in January to April, October,
and December and the pA

SSTA in January to July as well as October to December do not
pass the 95% significance test. In Area B, the pB

SSTA values in April to June do not pass the
95% significance test. In Area C, the pC

SLA values in January to May do not pass the 95%
significance test. It can be found that only the relationships between SLA and RMSE in
Area B and between SSTA and RMSE in Area C pass the 95% significance test. The results
in Table 2 support that the reconstruction error will increase with local SLA (SSTA) in Area
B (Area C), which indicates that the s-EOF method is limited in dynamically active regions.

Table 2. The p-values in significance test.

Month 1 2 3 4 5 6 7 8 9 10 11 12

Area A
SLA 0.33 0.92 0.21 0.95 0.01 0.00 0.00 0.00 0.00 0.54 0.05 0.07
SSTA 0.93 0.06 0.18 0.17 0.24 0.27 0.07 0.02 0.00 0.43 0.87 0.44

Area B
SLA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
SSTA 0.00 0.00 0.00 0.06 0.79 0.89 0.00 0.00 0.00 0.00 0.00 0.00

Area C
SLA 0.51 0.27 0.16 0.26 0.84 0.03 0.01 0.04 0.00 0.04 0.03 0.02
SSTA 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00

3.3. The Vertical Characteristics of RMSE

In order to discover the underwater performances of the s-EOF method, the vertical
RMSE is obtained. The RMSEdepth and the first one-order EOF from January to December in
Areas A, B, and C are shown in Figure 7, marked with red and blue solid lines, respectively.
In addition, the impacts of seasonal influence on the structure of the RMSEdepth in Areas
A, B, and C are also considered. Due to the stable T/S structure of the seawater in Area
A, the maximum response depth (MRD) and the maximum error depth of RMSEdepth in
the twelve subfigures are highly consistent (Figure 7, upper panel) and are both at a depth
range from 200 m to 250 m.

The influence of SLAI and SSTAI on SSP reconstruction can be discovered by compar-
ing the RMSEdepth within the ML in Figure 7. As described at the beginning of Section 3,
the range of SLAI in Area C is similar to that in Area A, but the SSTAI in Area C is about
twice stronger than that in Area A. Therefore, the RMSE at the sea surface in Figure 7
(bottom panel) is bigger than that in Figure 7 (upper panel), which is consistent with the
results summarized in Table 1. Similarly, the range of SSTAI in Area C is similar to that in
Area B, but the SLAI in Area B is 4 times as strong as that in Area C, as illustrated at the
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beginning of Section 3. Thus, the RMSE in depths ranging from 0 m to 100 m in Figure 7
(middle panel) is bigger than that in Figure 7 (bottom panel).
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Prior to the exploration of the reasons for the above phenomena, the fact that the
structural similarity of SSPs determines the effect of SSP reconstruction needs to be clarified.
The SSP dataset with the higher structural similarity and simpler type can generate the first
four-order EOFs with a higher cumulative contribution rate, which means more features of
SSPs are concentrated in the first four-order EOFs, resulting in a much better reconstruction
effect under this circumstance. Simultaneously, it is known that the sound speed is mainly
affected by the T, and SLAI and SSTAI can indirectly and directly reflect the magnitude of
temperature fluctuations. So, SLAI and SSTAI are able to affect the reconstruction effect of
the SSP indirectly.

Next, an analysis is conducted on the formation causes of the RMSEdepth by layers.
In the ML, the water temperature change can be reflected directly by SLAI and SSTAI
due to their close relationship with the sea surface. Thus, the higher SLAI and SSTAI in
Area B will inevitably lead to the complexity of SSP types and the declining cumulative
contribution rate of the first four-order EOFs, which will result in the degradation in SSP
reconstruction in Figure 7 (middle panel). In the isothermal layer in any of the sea areas
where the temperature of the seawater is constant, there is a fixed linear relationship
between sound speed and depth. Therefore, the structure of the SSP dataset with a single
type here is always stable, so the cumulative contribution rate is always high, and the effect
of reconstruction is the best as shown in Figure 7. In the thermocline, which is far from
the sea surface, the water temperature change is mainly determined by the internal water
mass, instead of the SLA and SSTA, thus weakening the correlation between sea surface
parameters and SSP. In other words, the SSP change in the thermocline can be reflected
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not only by the water mass, but also by the sea surface parameters, which will reduce
the cumulative contribution rate of the first four-order EOFs. For these two reasons, the
performance of the sEOF-R method is the worst in the thermocline, as shown in Figure 7.

Ultimately, the ranges and median of the RMSE and RMSEdepth are summarized in
Table 3. Based on the comparison of these data, it can be found that the effect of recon-
struction is the worst in Area B and the best in Area C. Furthermore, by comparing the
RMSEdepth in Figure 7, we discovered remarkable differences in MRD, which ranges from
200 m to 250 m, from 500 m to 700 m, and from 180 m to 200 m in Areas A, B, and C, re-
spectively. These differences may be caused by the variances in the thermohaline structure,
but the MRD of the first one-order EOF and the depth of the maximum RMSEdepth are very
close in a comparison of the first one-order EOF and corresponding RMSEdepth curves.

Table 3. The RMSE and RMSEdepth in Areas A, B, and C.

Areas A B C

RMSEdepth (m/s) 0.15~12.39 0.15~14.03 0.11~10.08
RMSE (m/s) 1.17~3.01 1.21~7.32 1.06~3.33

Median of RMSEdepth (m/s) 0.58 1.59 0.49
Median of RMSE (m/s) 1.73 3.68 1.39

4. Discussion

SSP reconstruction has extensive application prospects. In this section, the SSP re-
construction effect is evaluated according to the sound field calculation by using BELL-
HOP [26], a tool for sound propagation calculation. Meanwhile, an analysis is conducted
on the changes in acoustic propagation characteristics caused by SSP reconstruction errors.
To eliminate the influence of the seabed, the topography is set to be flat with a depth of
1500 m. The type of bottom boundary condition is set as ACOUSTO-ELASTIC half-space
with a density of 1.6 g/cm3.

The Argo and reconstructed SSPs in Areas A, B, and C are shown in Figure 8. In Area
A, they are highly consistent in the depth of the SOFAR axis, the gradient of the SSP, and the
sound speed at the surface. Due to Area A being located on the equator, the sound speeds
at the surface and SOFAR axis are both higher with values of ~1530 m/s and ~1484 m/s.
From the acoustic perspective, significant differences occur in the mixed layer depth, with
depths of ~40 m and ~60 m in Argo and reconstructed SSPs, respectively. Compared with
SSPs in Area B and C, the sound speeds in the isothermal layer in Area A are highest with
the minimum vertical gradient of the SSP.
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In Area B, the obvious difference between the Argo and reconstructed SSPs occurs
near the SOFAR axis. The depth difference in the SOFAR axis can reach up to ~100 m, and
the sound speed difference can be up to ~5 m/s. In the thermocline, the Argo SSP exhibits
a uniform negative vertical gradient, while the change in the reconstructed SSP is relatively
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moderate, resulting in a higher sound speed at 500 m in the reconstructed SSP. In Area C,
the maximum reconstruction errors occur at the sea surface (~7 m/s) and are followed by
the ML as shown in Figure 8c, and errors decrease with depth. Despite the values of sound
speed in the reconstructed SSP being inaccurate, the reconstructed SSP precisely portrays
changing trends in the ML, thermocline, and isothermal layer.

Figure 9 presents the transmission loss (TL, unit: dB) results in Areas A, B, and C.
Figure 9a,b exhibit the sound fields with the source depth (SD) set at 20 m and frequency of
100 Hz under the Argo SSP and reconstructed SSP in Area A. In Figure 9a,b, the energy
obtained from the source falls into two categories. One part is trapped within the ML to
form the surface channel, and the remaining part enters the thermocline to form the deep-
sea channel. Due to the acoustic absorption of the seabed, the convergence zones (CZs) of
the deep-sea channel gradually disappear with the increase in propagation distance. As
shown in Figure 9c, the TL at the receive depth (RD) of 50 m calculated by the reconstructed
SSP is slightly lower than that calculated by the Argo SSP. In addition, the two TL curves
manifest an obvious structural difference. Specifically, there are two types of CZs as
illustrated in red with an interval of 13 km, marked as Z1 and Z2, respectively. Z1 represents
the convergence zone (CZ) generated from the deep-sea channel, while Z2 represents
CZ generated from the surface duct. As shown in Figure 9c, there is high consistency
between Z1 and CZ from Argo SSP. Z2 is generated from the bigger negative gradient of
reconstructed SSP in the ML.

There are oceanic fronts and mesoscale eddies all year round in Area B, resulting in
more structurally diverse underwater SSPs. This means the weight (95.83%) of the main
feature characterized by the first four-order EOFs in Area B is relatively lower compared
with Areas A (98.98%) and C (97.12%). In addition, the SOFAR depth of the SSP within the
cold eddy (cold front zone) is lower, while the SOFAR depth of the SSP within the warm
eddy (warm front zone) is deeper. Influenced by the two aspects, the reconstructed SSP
shows the maximum sound speed error (~5 m/s) around the SOFAR axis, with a SOFAR
depth error of ~100 m (Figure 8b) and the RMSE of 0.98 m/s, confirming the RMSE range
of Area B shown in Table 3. Then, the reconstruction error is further magnified in the sound
field, which shows an obvious difference in the CZ. The TL results with SD of 300 m and
frequency of 100 Hz under the background of the Argo SSP and reconstructed SSP are
illustrated in Figure 9d,e. It can be found that there is a stable sound channel at a depth of
300 m, and the TL increases slightly with the increase in propagation distance as shown
in Figure 9d,f. However, this stable sound channel disappears and is replaced by another
sound channel with a CZ of about 40 km interval in Figure 9e,f. The comparison of the two
TL curves in the RD of 300 m shows an obvious difference, that is, the red TL decreases
drastically at the depths ranging from 9 km to 10 km because of the acoustic shadow zone
in Figure 9e, and the CZs at the depths of about 40 km and 80 km are clearly visible.

In Area C, the difference is concentrated in the ML. The TL curves at the SD of 15 m
and signal frequency of 100 Hz under the background of the Argo SSP and reconstructed
SSP are illustrated in Figure 9g,h. Due to the positive gradient distribution of the Argo SSP
in the ML and the big difference in gradients between the ML and the thermocline, the
sound rays launched from the sound source generate the surface channel and the deep-sea
channel with the CZ of ~17 km interval as shown in Figure 9g. However, owing to the
reduced differences of gradients between the ML and the thermocline in the reconstructed
SSP, there is only one deep-sea channel with the CZ of about 17 km interval in Figure 9h.
Hence, the blue TL caused together by the surface and deep-sea channels is lower than
the red TL caused solely by the deep-sea channel as shown in Figure 9i. The significant
decrease in the red TL at a distance of ~4 km corresponds to the acoustic shadow zone at a
depth of 30 m and distance of ~4 km in Figure 9h.
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5. Conclusions

In this study, the sEOF-R method was employed for reconstructing the SSPs by joining
the SLA, SSTA, and the first four-order EOFs of the historical SSPs. Three typical areas (the
equator, KE, and Northeast Pacific) were selected to study the feasibility of the sEOF-R
method in the SSP reconstruction. To comprehensively evaluate the performance, the
RMSE and associated sound field were assessed. Among the three typical sea areas, the
best performance of the sEOF-R method is obtained in the Northeast Pacific, followed
by the equator area, and the worst performance occurs in the KE. In view of the sound
propagation, the reconstructed SSP in the equator area is capable of reverting two sound
channels of the Argo SSP. In the KE, the difference in the SOFAR depth between the Argo
SSP and the reconstructed SSP is about 100 m, resulting in the disappearance of the sound
channel at the depth of 300 m. In the Northeast Pacific, the surface channel disappears
due to the big difference in the ML between the Argo SSP and the reconstructed SSP. In
summary, the performance of the sEOF-R method in SSP reconstruction is the best in the
equator region, where the hydrological structure is relatively stable. However, in areas
with fruitful dynamic systems, such as the KE, the reconstruction effects are limited.

The SSP reconstruction performance results in this study demonstrate that the sEOF-R
method is limited and even fails in complex and dynamic environments, such as west-
ern boundary currents, the Antarctic Circumpolar Current, and areas where cold and
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warm currents converge. There are two possible ways—also the future work and goals—
to improve the performance. One is to introduce the underwater historical parameters
(e.g., thermocline) in regression analysis to improve the reconstruction accuracy [27]; the
other is to establish parametric models for specific oceanic processes (e.g., mesoscale eddy
and front) [10].
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