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Abstract: An accurate fuel consumption prediction model is the basis for ship navigation status
analysis, energy conservation, and emission reduction. In this study, we develop a black-box model
based on machine learning and a white-box model based on mathematical methods to predict ship
fuel consumption rates. We also apply the Kwon formula as a data preprocessing cleaning method for
the black-box model that can eliminate the data generated during the acceleration and deceleration
process. The ship model test data and the regression methods are employed to evaluate the accuracy
of the models. Furthermore, we use the predicted correlation between fuel consumption rates and
speed under simulated conditions for model performance validation. We also discuss applying the
data-cleaning method in the preprocessing of the black-box model. The results demonstrate that this
method is feasible and can support the performance of the fuel consumption model in a broad and
dense distribution of noise data in data collected from real ships. We improved the error to 4% of
the white-box model and the R? to 0.9977 and 0.9922 of the XGBoost and RF models, respectively.
After applying the Kwon cleaning method, the value of R? also can reach 0.9954, which can provide
decision support for the operation of shipping companies.

Keywords: machine learning; ship fuel consumption prediction; black-box model; white-box model;
data cleaning method; acceleration and deceleration process

1. Introduction

The international shipping community is paying more attention to the issue of green-
house gas (GHG) emissions with the gradual warming of the global climate. According to
the Fourth International Maritime Organization (IMO) GHG Study, the carbon intensity
(i.e., CO, emissions per unit of Gross Domestic Product) of international shipping decreased
by 10.7% between 2012 and 2018, while annual GHG emissions rose by 9.6% [1]. In general,
the international shipping industry accounts for approximately 2% of global anthropogenic
GHG emissions [2]. Meanwhile, shipping companies are more concerned about the energy
efficiency of their ships due to the increasing proportion of fuel costs relative to operating
costs [3,4]. Energy efficiency improvement and fuel consumption reduction are essential to
decrease operating costs and enhance maritime operations’ sustainability [5].

As the ships have gradually become a colossal sensor hub, a massive volume of
data is generated [6]. These data sources can lead us to find a method of energy usage
optimization using analyzing and monitoring. Mathematical or machine learning methods
have been used broadly across industries concerned with data-intensive applications [7].
The mathematical and machine learning models are applied for shipping companies to
analyze the data as an energy optimization and decision support system [8,9]. The model
reflects the correlation between ship fuel consumption and other parameters, such as speed,
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main engine power, weather information, etc. [10]. Therefore, we can employ the fuel
consumption models as a robust tool to predict and study the fuel consumption law under
different sailing states of ships [11]. The models need to be accurate on the validation and
test sets with the capability of reflecting the results in the actual situations. In this respect,
we are committed to building the models and improving the prediction accuracy under
specific requirements.

The rest of the paper is organized as follows. Section 2 reviews existing research on
ship energy consumption prediction using mathematical and machine learning models.
Section 3 describes the data and the steps of data preprocessing. In Section 4, we build a
white- and black-box model and propose a data-cleaning method for the black-box model
that improves the performance in a specific scenario. We evaluate the models” accuracy
and interpret the prediction results in simulated conditions drawn in Section 5. Section 6
discusses the effects of these models and the data-cleaning method, which is followed by
the conclusions in Section 7.

2. Related Work

There are research foundations regarding ship fuel consumption models. The predic-
tion model is the basis of various optimization and analysis, mainly including mechanism-
based analysis and machine learning methods.

The propulsion principles and mathematical analysis of fuel consumption form the
basis of the white-box model [12], which includes ship statics and dynamics [13,14]. Ref. [15]
modeled the fuel consumption mechanism based on the principle of the ship engine
propeller and the law of resistance transfer. Ref. [16] optimized the navigation process using
mathematical modeling of ship energy consumption, such as the resistance in different
wind and wave conditions. The white-box models are connected internally; therefore, the
internal parameters are easily affected by the environment, which incurs errors in the entire
model [11]. In addition, the internal parameters cannot be adjusted during the voyage,
and the limitation of the resistance calculating formula causes the over-time changes in the
propulsion system’s operating parameters to be ignored [8]. Ref. [17] presents a six-degree-
of-freedom (6DOF) ship performance model to evaluate the best method of using a pair of
Flettner rotors and analyzes the performance of this propulsion system in consideration of
weather and sea conditions, evaluating the related reduction in fuel consumption.

While the white-box model represents the relationship hidden in the formula, the
black-box model finds a relationship based on data, which helps to explain information
and make decisions [18]. Therefore, it is necessary to analyze the data generated by ships
in different states through classification and clustering methods. Statistical analysis is one
of the ordinary and widely accepted methods of the black-box model and can be explained
in some way [15]. Ref. [19] analyzed different trim values of engine fuel consumption
rates and achieved optimal sailing conditions by identifying different draft values. The
authors proposed a data processing framework, including preprocessing, post-processing,
a data-driven model, sensors, and fault identification [20].

However, the authors of [11] state that the machine learning models sacrifice inter-
pretability but enhance predictive accuracy compared to statistical analysis [11]. Ref. [21]
calibrated fuel consumption-speed curves by polynomial regression based on 418-noon
report data, thus obtaining a set of ship fuel consumption-speed curves that can be used
under most weather conditions and loading conditions. Ref. [22] proposed the fine seg-
mentation of the shipping route using the Hadoop and MapReduce frameworks [23] by
applying the ship’s sensor data. They optimized the engine speed of inland ships by
finding the optimal segment set using the particle swarm optimization algorithm. Ref. [24]
produced an artificial neural network (ANN) model using the noon report data. Then,
they optimized the speed and trim by a two-stage, shore-based, and offshore optimization
method during navigation. Because of the nonlinearity of the ANN model, the authors
proposed a dynamic programming algorithm to solve the objective function of the opti-
mization problem. Optimizing speed and trim can reduce ships’ fuel consumption by 2-7%
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in actual navigation. Ref. [25] proposed a random forest model for the prediction of the
fuel consumption of dry bulk carriers based on 242 noon-report data. The mean absolute
percentage error (MAPE) reached 7.91% in the model’s evaluation results. Moreover, it can
save 6.53% of fuel consumption after speed optimization. However, there is an inherent
uncertainty in this noon-report data [26], which can be solved by the onboard continuous
monitoring system data. Ref. [27] studied the performance of three models based on data:
black-box, white-box, and gray-box models. The authors of this reference proposed a
new strategy for optimizing the trim of a vessel, and the results showed that the BBM
can remarkably improve on the state-of-the-art WBM. At the same time, the GBM can
encapsulate the a prioro knowledge of the WBM into the BBM.

The black-box models can capture the impact of weather/sea conditions and other
external factors on ship fuel consumption from continuous sensor data [28-30]. The accu-
racy and simplicity of the black-box model can also provide an illustration and potential
for ship energy consumption analysis [31,32]. The importance of data preprocessing has
increased due to the black-box models” dependence on data, which can reflect the relation-
ship between the various parameters of the ship. Ref. [33] removed the NaN and zero and
measurement errors for speed and fuel consumption values in sensor data. Ref. [34] iden-
tified and rejected the engine transients and recording anomalies and extracted valuable
features and standardization. Ref. [35] detected and synchronized data discontinuities in
time. They also removed the ship’s maneuvering (dynamic) conditions in the sea passage,
such as voluntary acceleration and deceleration, sharp power increases, and sharp course
changes. Ref. [36] proposed a data-driven solution based on deep learning sequence meth-
ods and historical ship trip data to predict ship speeds at different stages of a voyage. The
results showed that deep learning models combined with maritime data can leverage the
challenge of estimating ship speed and improve shipping operational efficiency, navigation
safety and security, and ship emissions estimation and monitoring. Ref. [37] developed the
application of artificial neural networks (ANN) to predict the total fuel consumption of
ships in various operational scenarios and applied state-of-the-art deep learning techniques
for training and optimizing feedforward neural networks (FNN). The performance of the
ship’s propulsion model can be improved, leading to an improved understanding of the
ship’s performance regulation and reduction of fuel consumption and emissions. Ref. [38]
introduced an innovative platform that coordinates data collected from various sensors on
board through Big Data technology and implements extreme-scale processing techniques
to perform operational efficiency and performance optimization. The technology of data
collection and processing has been gradually improved.

Through the above literature analysis, we consider an oil tanker’s continuous dataset,
including ship parameters and ship model test data, as the research direction. This paper
establishes two black-box models and a white-box model. We propose a data cleaning
method using Kwon's formula as the primary calculation method. We discuss the results
in the prediction accuracy of different models for a future research line.

3. Data Description and Preprocessing

The raw sensor dataset in this study is the sailing test case from an oil tanker that
contains 496 data features (operating parameters). While we participated in the trial, due to
the defeat of sensors, there were fault signals in the collected data. The remaining 378,468
(4.38 days) data records were retained, and the data collection time unit is seconds. The raw
data usually have noise that can cause over-fitting or mislead the decision of the model [39],
which results in a lower generalization ability of the model. Data preprocessing always
has an essential effect on the generalization performance of a supervised machine learning
algorithm [40].

In this study, most features are alarm signal detection points and various temperature,
pressure, flow, and other detection signals. Optimizing fuel consumption is paramount
to shipping companies as it directly reflects the navigation economy, surpassing rpm and
power. To this end, FCR has been chosen as the model output. We need to filter the data
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and select the modeling features relevant to the ship’s fuel consumption, such as speed,
engine power, trim, and draft. Furthermore, the model needs to consider the influence of
selected parameters on fuel consumption. The correlation between engine power and fuel
consumption will cover the impact of ship speed and other features. The interior features
selected for modeling are speed, fuel consumption rate (FCR), trim, and fore and aft draft.
Furthermore, external features such as wind and waves also impact ships’ fuel consumption.
Due to the lack of wave and current features in the sensor dataset, we parsed the wave
data (wave height and wave direction) from ECMWFEF (European Centre for Medium-Range
Weather Forecasts), matched into the sensor data according to the geographical location
(latitude and longitude) and collection time. Considering the relative relationship between
absolute wind direction and ship heading, we calculated the angle between the absolute
wind direction and the heading as the relative wind direction. Considering the symmetry
of the ship, the wind from the port side and the starboard side has the same impact, so the
relative wind direction 0°~360° is converted to 0°~180°; 0° means the wind is from the
bow and 180° is from the stern.

After extracting the above data features from the sensor dataset, the following data
preprocessing was carried out. First, we removed the data of FCR, wind speed, and wind
direction values lower than 0. Second, we removed the speed data out of the range of 10 to
16.8 knots (determined by the ship design speed and the maximum speed under full load).
After excluding the data below 10 knots, there is no berthing and start-up acceleration).
The dataset includes nine features: ship speed (V), fore draft (Dy), aft draft (D,), trim (T),
wave height (Wavey,), wave direction (Wave;), absolute wind speed (Winds), wind direction
(Wind), and FCR, resulting in 147,845 rows after these steps. Figure 1 shows the data
distribution of ship speed and fuel consumption. The statistics of the data are shown in
Table 1. Figure 1 is the speed and fuel consumption distribution; the fuel consumption
values cover the range of 1 to 4 tons/h in the speed range below 14 knots. It is not easy to
find the cubic relationship among them. During the ship’s sea trial process, the acceleration
and deceleration processes result in high fuel consumption at low speeds that do not meet
standard navigation. Further data processing is necessary if some optimization analysis is
performed based on the model.
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Figure 1. Speed—fuel consumption data distribution after preprocessing.
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Table 1. Statistics of the modeling input features.

V (knots) (‘lf:;?ss) Wind,; (°) D, (m) Dy (m) T (m) “;::)e h Wave; (°) (t(ljfslfh)

Count 147,845 147,845 147,845 147,845 147,845 147,845 147,845 147,845 147,845
Mean 13.14 9.42 84.49 18.80 17.23 1.57 0.37 192.57 2.78
Std 1.92 5.23 44 .46 2.92 4.22 1.44 0.25 30.53 0.97
Min 10.00 0.00 0.00 11.83 7.17 -0.64 0.12 133.20 0.81
25% 115 5.40 54.70 19.11 16.30 0.65 0.17 200.02 2.03
50% 13.20 8.60 79.50 20.30 19.46 0.91 0.24 204.49 2.77
75% 14.90 11.90 112.00 20.40 19.69 2.29 0.35 211.72 3.51
Max 16.80 25.60 180.00 20.70 20.03 5.55 0.85 218.20 4.98

4. Fuel Consumption Prediction Models

We establish two types of models to predict the FCR: white-box and black-box (ML,
machine learning) models. Figure 2 is the flow chart of the model building. In the following,
we will explain the models and method in detail.

T N N e

1
! Hull structure parameters n ~ - 1
: e o White-box > Evaluation | |
. |
|

1
: White-box model Ship model test data i
_______________________________________________________ )
i e e ey

Train-set (90%) |~

ML models

I
:( Raw Data }—b Preprocessing
I
I
I
I

strain-test-split

Figure 2. The flow charts of white- and black-box models.
4.1. White-Box Model

The white-box model in this paper is based on this ship’s structural and main-engine
parameters and adopts the same method as Li [16]. We carried out the calculations through
mathematical formulas and the principle of energy transfer. As shown in Figure 2: White-
box model, we used hull structure parameters and the Kwon formula to build the white-box
model and used ship model test data to evaluate the model.

Ships will increase additional resistance to the wind and waves, which is reflected in
the loss of speed. Li calculated the fuel consumption of the main engine from two parts:
the consumption of sailing in still water and the additional consumption to keep the speed
constant under irregular wind and waves. Still water is used in the model test of the ship;
the purpose is to calculate the resistance caused by still water to the ship’s navigation, and
still water is a situation where there is no wind and waves. In the case of still water, the
adequate power of the ship can be obtained by calculating resistance in the water. After
that, we can calculate the FCR by fitting the main-engine performance parameter data.

Considering that the highest absolute wind speed in the sensor dataset is 24.4 knots,
the corresponding Beaufort wind level (Beaufort number [41], Bn) is 6, so we do not need to
consider the impact of voluntary deceleration losses (Bn greater than 7) on Kwon’s formula.
It is necessary to provide greater power and thus generate additional fuel consumption to
keep the ship at its original speed under the different wind and wave conditions [16]:

MF = APy - SFOC - 10~ 1)
N @
s - YD

where MF is the additional fuel consumption caused by the unchanged speed of each
segment under the influence of irregular wind and waves, kg/h; SFOC is the specific fuel
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oil consumption, g/kW - I; 1 is the shaft efficiency; #p is the propulsion efficiency; APz is
the additional power of the main engine, W; and AP is the additional effective power, W.

The Kwon formula can calculate the specific value of additional effective power
according to conventional sea conditions. Kwon proposed corresponding formulas for
calculating ship speed loss and additional effective power [42,43]:

APE Av

=n+1)— 3
£ = () ©

A
sz -100% = C4CyCr @)
Av =11 — vy (5)

vy =F-+/Lpp-g (6)

where 7 is an empirical constant related to types of ship and loading status; Pr is the
effective power of the ship in calm water; Av is the speed loss caused by wind and waves,
m/s; vy is the speed in calm water, m/s; v is the ship’s speed in selected weather (wind and
irregular waves), m/s; C p is the direction reduction coefficient; Cy; is the speed reduction
coefficient; Cr is the ship form factor; Lpp is the ship length between perpendiculars, m;
and g is the local acceleration of gravity, m /s

The effective power is the power available at the output side of the engine, i.e., at the
crankshaft flange of the engine, which connects it with the flywheel and the rest of the
intermediate shaft. The delivered power is the power delivered to the propeller, which
includes the losses due to the gearbox, the bearings, and the stern tube seal [44]. The
white-box model’s process is the above fuel consumption calculation and the still water
situation. The input parameters of the white-box model are speed, loading type (full or
ballast), Beaufort wind rate, and wind direction. According to the output power, we can
calculate the fuel consumption.

4.2. Black-Box Model

To compare the efficiency and performance, we built two black-box models based on
the dataset after preprocessing: random forest (RF) and Xgboost. RF and XGBoost have the
following advantages (take the ANN algorithm as an example):

(1) Strong interpretability: The tree-based algorithms can provide each feature’s impor-
tance and have strong interpretability. In comparison, ANN is brutal in explaining the
contribution of each feature.

(2) Fast training speed: RF and XGBoost can be processed in parallel, and the training
speed is fast. In contrast, ANN requires iterative optimization of the backpropagation
algorithm, and the training speed is relatively slow.

(3) Strong robustness: RF and XGBoost are relatively robust to outliers and noise and are
not easily affected by extreme values. In contrast, ANN is sensitive to outliers and
noise and requires data preprocessing.

(4) Can handle high-dimensional data: Random Forest and XGBoost can handle high-
dimensional data very well, and the problem of dimensionality disaster is challeng-
ing. In contrast, ANN requires dimensionality reduction when dealing with high-
dimensional data.

After the preprocessing, we divided the data into training and test sets by the ratio of
9:1 [45] according to the random partition method, shown in Figure 2: Black-box model. We
used the training set to build and validate the model and used the test set for final evaluation.
The connection between FCR and the environmental factors displayed a significant non-
linear pattern, and the dataset size made it challenging to predict FCR accurately. Therefore,
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the forecast model for marine environmental factors should incorporate XGBoost regression
and RF strategies to improve its overall performance [46,47].

4.2.1. RF Model

RF is a bagging ensemble learning algorithm that integrates multiple decision trees. It
was first proposed and developed by [48]. RF uses the decision tree algorithm to construct
each estimator in bagging and then takes the average prediction result of all estimators.
The schematic diagram is shown in Figure 3. RF conducts a random sampling of sample
data and features to construct diversified decision trees, so it can reduce the variance of the
model to some extent and effectively alleviate the overfitting phenomenon.

Dataset
Boostrap random

sampling

ator2 | v

Prediction 2

Averaging

Final
Prediction

Figure 3. Schematic diagram of RF.

4.2.2. Xgboost Model

Xgboost is a distributed gradient boosting algorithm based on the gradient boosting
framework, which aims to build boosting trees in order, efficiently, flexibly, and conve-
niently to solve the regression problem. Xgboost is essentially an improved version of the
gradient boosting decision tree (GBDT), initially developed by [49]. Xgboost solves the
problem that GBDT cannot be calculated in parallel and is easy to overfit [50], so it has a
higher fitting performance. The schematic diagram of Xgboost is shown in Figure 4.

Dataset

Random sampling

.\6
<«
Estimator2 |

Prediction 2

Weighted
combination

Final
Prediction

Figure 4. Schematic diagram of Xgboost.
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4.2.3. Hyperparameter Optimization (HPO)

The establishment process of the HPO teammate model is critical, as it directly de-
termines the accuracy of the model [51]. To obtain the best model hyperparameters, we
used the grid search method to perform 5-fold cross-validation (5-fold cross-validation:
we divided the dataset into five parts, using four parts for model training each time and
the remaining part as the validation set, resulting in five times of training and validation;
the average results are the final validation result). We optimized the hyperparameters,
‘n_estimators” and ‘max_depth’, together. Each decision tree was trained by randomly
sampling the training dataset and selecting a subset of features. Therefore, the number
of trees (‘n_estimators’) is a crucial hyperparameter affecting the performance of random
forest models. ‘max_depth’ refers to the maximum depth of the decision tree, that is, the
maximum distance from the root node to the leaf node, and branches exceeding this depth
will be pruned. ‘max_depth’ is one of the most commonly used hyperparameters in deci-
sion tree models, which controls decision tree complexity and generalization ability [52].
The optimization range of the two parameters we specified is as follows: ‘n_estimators’
ranges from 100 to 3000, and every 200 is one step-size, resulting in a total of 15 parameter
values; ‘max_depth’ ranges from 3 to 15, and each value is one step-size, resulting in a
total of 12 parameter values. From this, HPO requires fitting five folds for each of the
180 candidates, totaling 900 fits. Regarding accuracy, we use R? to validate the model.

4.3. Black-Box Model Cleaning Method

The ship will face various conditions during the operation. For such a distribution
(Figure 1), the machine learning models cannot use prior knowledge to judge the data qual-
ity but can only use the data for modeling. A novel approach to data cleaning is introduced
in this study, which involves the use of Kwon'’s formula as the primary calculation method.
It can effectively solve this problem. We calculate the percentage range of fuel consumption
generated by wind and waves during steady-state navigation. As shown in Figure 5, we
apply Kwon’s formula as prior knowledge to perform a cleaning method on the sensor
dataset after the first preprocessing step and divide the training and test sets to build and
evaluate the model. Because of the varying data size, we have opted for a training—test
I train-test-split

split ratio of 7:3.
|
1
|
|
H i I
l Black-box model with Kwon cleaning Boon6oBooEaBoHno00000000 ! |

I [ Raw . Kwon
:(Data }-P Preprocessing [ Cleaning

Train-set (70%)

Test-set (30%)

Figure 5. The flow chart of the black-box model with Kwon cleaning.

This Kwon cleaning method contains two steps. First, we used the polynomial fitting
method to obtain the standard speed—fuel consumption curve under still water conditions
based on the ship test data. The standard speed-fuel consumption curve is used to calculate
the fuel consumption at each speed, which is then used as the fuel consumption benchmark.
Second, the additional fuel consumption percentage of the ship was calculated by combin-
ing Kwon’s method with the maximum wind level (Beaufort wind level 6) and using the
headwind as the calculation criteria for the upper and lower limits of fuel consumption to
eliminate the over-limit data.

5. Results

After building the black- and white-box models using ship operation sensor data and
ship parameters, we optimized the hyperparameters using the five-fold cross-validation
grid search method. We used the evaluation and prediction results to verify the model’s
prediction performance.
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5.1. HPO Results

After the HPO, we drew a 3D graph of the validation results as a function of the
two parameters, as shown in the Figure 6. From the range of ‘n.stimators” and ‘maxzepth’,
HPO requires fitting five folds for each of the 180 candidates, totaling 900 fits. Regarding
accuracy, we used R? to validate the model. After optimization, we draw the 3D graph of
the validation results as a function of the two parameters (RF and XGBoost), as shown in
Figure 6. In this paper, we used the Jupyter notebook IDE with Python 3.9 version for the
implementation and visualization; we did not use frameworks or libraries such as PyTorch
and TensorFlow. We show the results of the model’s execution time in Table 2.
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Figure 6. HPO of RF and XGBoost model .
Table 2. Execution time of models and resources.
Models Execution Time Resources
RF 9.15h 8-core M2 CPU, 24GB RAM

XGBoost 15.04 h

In terms of running efficiency, the RF model takes 32,955.05 s in 900 fits, which is
9.15 h. Compared with the RF model, the XGBoost model took 54,139.69 s under the
same conditions, which is 15.04 h. Since the dataset used for training was large, and the
optimization time increases with the optimization parameters, the optimization would last
several hours. Secondly, since the RF model is calculated in parallel, it will take a relatively
short time, but XGBoost will not.

From Figure 6, we can see that the difference between the RF and XGBoost model is
the sensitivity of the ‘n_estimators’ parameter to the R? in the HPO process. The R? does
not change much when the ‘n_estimators’ increases in the RF model, and the XGBoost
model has a response to an increase in both parameters, which will jointly affect the
model’s accuracy. After optimization, the result given by RF is that ‘max_depth’ is 14
and ‘n_estimators’ is 900. In XGBoost, ‘max_depth’ is 9, and ‘n_estimators’ is 2700. The
two models’ verification results in R? are 0.9921 and 0.9973, respectively. We can also
see from Figure 6 that even with the worst parameter selection, the accuracy of XGBoost
is comparable to the highest accuracy of RF, and R? reached 0.94 (relative to the overall
accuracy). Due to its excellent parallel computing capability, the RF model will save time
in HPO. The accuracy of the XGBoost model will be relatively higher, and the accuracy of
these two models is sufficient.

After using the Kwon cleaning method, we calculated the fuel consumption benchmark
and its upper and lower limits, shown in Figure 7. The data distribution of speed-fuel
consumption after removing “abnormal” data (the unsteady navigation data defined by the
Kwon formula are mainly the acceleration and deceleration process) is the blue area shown
in Figure 8, and the red zone is the removed “abnormal” data. After firing, the distribution
of speed—fuel consumption data is more in line with the ship’s situation during normal
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navigation. After cleaning by Kwon'’s formula, the dataset contains 29,133 data records for
nine features.
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Figure 7. Fuel consumption benchmark.
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We used the XGBoost (RF is also available) to model the processed data by the same
method for HPO, where ‘max_depth’ is 9, ‘n_estimators’ is 100, and R? is 0.9950. After
reducing a large amount of data, the HPO takes 5221.04 s, which is 1.45 h. Figure 9 shows
the variation of R? with two parameters. After reducing the amount of data, R? began to
partially decline after increasing to a specific value, indicating that after a certain accuracy,
the result of the joint influence of ‘n_estimators’ and ‘max_depth’ will appear. However,
the influence of a single parameter remained stable, which may be due to overfitting. We
conducted further verification based on the model evaluation results.



J. Mar. Sci. Eng. 2023, 11,738 11 0f 19

I 0.9945

[ 0.9940

F0.9935

0.9930

0.9925

Figure 9. HPO of XGBoost model after Kwon cleaning.

5.2. Model Evaluation Results

Ship model test data are the most comprehensive assessment of a new boat’s power
requirements and can be obtained by experimenting with a model hull and propeller in
a towing tank [53,54]. We used the ship model test data of this ship as the validation
dataset for the white-box model. The yellow lines in Figures 10-13 show the relative
error percentage (error), which is less than 4% in all the cases of full load and ballast.
This experiment demonstrates that the white-box model’s prediction under still water can
adequately reflect the influence of ship resistance on power and fuel consumption.
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Figure 10. Still water resistance effective power at full load.
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Figure 11. Still water resistance delivered power at full load.
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As shown in Figure 14, we simulated the gradually increasing BN scale under headwind
conditions, i.e., the wind direction is close to 0 degrees, to verify the additional fuel consump-
tion due to the wind and waves. We notice that the additional fuel consumption grows with
the increasing BN scale, which can demonstrate that the calculation of the additional fuel
consumption due to the wind and waves using the Kwon formula is feasible [16].

4.07

—— BN=1
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FCR (t/h)
b by L B
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—_
W
L

£
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0.5

10 11 12 13 14 15 16 17
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Figure 14. Additional fuel consumption for wind in headwind conditions.

The black-box models, as a type of regression model, can be evaluated using mean
square error (MSE), root-mean-square error (RMSE), mean absolute error (MAE), MAPE,
and R-squared (R?). We extracted one-tenth, i.e., 14,785 records of the data, before applying
the cleaning method as the test dataset. The evaluation formulas are calculated as follows:
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where 7 is the number of samples; y; is the true value; y/ is the predicted output value of
the model; and v; is the average value of the samples.

The evaluation of the results was carried out ten times by randomly splitting the
training—test dataset (training—test split) and calculating the result each time. Table 3 shows
the average results of these ten iterations, followed by the R? of every time evaluation in
Table 4. Both models have accurate evaluation results. The R? of XGBoost is 0.9977, and that
of RF is relatively similar at 0.9922, indicating that the models have extreme performance
on the test set. Furthermore, the R? and the small value of MAE show that the confidence
level is high and equals 0.99.

Table 3. Ten times average evaluation results.

XGBoost RF

MSE 0.0022 0.0074

RMSE 0.0467 0.0861
MAE 0.0308 0.0494

MAPE 1.3268 2.0949
R? 0.9977 0.9922

Table 4. R? over ten times of evaluation.
1 2 3 4 5 6 7 8 9 10
RF 0.9923 0.9922 0.9920 0.9926 0.9924 0.9923 0.9918 0.9922 0.9921 0.9917

XGBoost 0.9976 0.9978 0.9978 0.9976 0.9976 0.9976 0.9978 0.9975 0.9979 0.9979

After applying the Kwon cleaning method, we used the same method to re-evaluate
the model. Owing to the reduction in the amount of data compared to the raw data, we
used 30% of the dataset as the test set, that is, 8740 data points. The average results of the
ten times random training—test split are shown in Table 5. The table shows the model’s
promising predictive performance.

Table 5. XGBoost model evaluation results after Kwon cleaning.

XGBoost
MSE 0.0018
RMSE 0.0423
MAE 0.0296
MAPE 1.7461

R? 0.9954
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Thanks to the HPO, the models had high prediction accuracy on the test set, which was
similar to the results on the training set. The randomly selected test set implementation did
not participate in the model’s training process. Thus, the evaluation results are credible, and
it also demonstrates that the model is not over-fitting. To visualize the model’s prediction
performance, we randomly selected one hundred values from the model’s predicted result
and compared them to the real ones. Figure 15 is the QQ (quantile-quantile) plot of the
model prediction and real data. The red line shows the normal probability distribution. The
values (blue and green lines) are not entirely overlapped with the red line, which means
that the data are not completely normally distributed. Furthermore, the t statistic and
p-value are 0.0436 and 0.9652, respectively. These two values show that model prediction
and the real data are from the same distribution, which proves the model’s accuracy.

4 Predicted values
61 —— Normal probability
Real values

Values

4 3 2 -1 0 1 2 3 4
Theoretical quantiles

Figure 15. The QQ plot of the model prediction and actual values.
5.3. Model Prediction Results

We simulated ten different wind and wave conditions to investigate if the prediction
results align with expectations (Table 6). In each condition, the model predicts the condition
by changing the speed values discretized by 0.1 knots from 10 to 16.8 knots (a total of
69 values). We obtained the relationship between the predicted FCR and speed, shown in
Figures 16-18, where S1 to S10 are the ten simulated weather conditions.

Table 6. Ten simulated conditions.

No. T (m) D, (m) Dy (m) Wind, (°) Wind; (knots) Wavey, (m) Wave, (°)
1 4 22 18 56.3 5.8 0.12 30.7
2 4 22 18 128.5 13.6 0.54 459
3 4 22 18 48.9 12.1 0.20 78.9
4 4 22 18 162.3 14.6 0.25 59.6
5 4 22 18 146.3 18.3 0.38 153.9
6 4 22 18 65.4 21.3 0.48 153.8
7 4 22 18 175.3 229 0.67 198.8
8 4 22 18 170.3 16.3 0.83 37.3
9 4 22 18 140.3 15.2 0.79 67.2
10 4 22 18 100.6 10.6 0.25 87.9
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Figure 17. Xgboost model prediction results.
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Figure 18. Xgboost model prediction results after applying Kwon cleaning method.
In (Table 5), the simulated features and speed are the input of the models, whereas

the models predict 69 times in each condition. Compared to Figure 16, Figure 18 is more
practical for predicting the relationship between speed and fuel consumption under real
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conditions. Figure 18 also shows that the data cleaning method is appropriate for the
preprocessing and is effective in modeling.

6. Discussion and Future Work

Based on the assessment outcomes, all the models forecasting the FCR within their
respective conditions achieve an acceptable accuracy. Moreover, in the prediction results,
the black-box models need to reflect the relationship between speed and fuel consump-
tion regularity. The quality of data collected during the voyage will directly affect the
model’s accuracy. The black-box model’s machine learning methods are used for training
and predicting data and cannot reflect prior experience in some cases; for example, fuel
consumption is cubic related to speed. Then, it is required to have algorithmic accuracy
verification and to discuss the cases where we consider prior experience.

During sailing, there is a process of acceleration and deceleration, which are the main
reasons that there are higher fuel consumption values under lower speed in the raw data (or
lower fuel consumption values under higher speed, as shown in Figure 1). These values are
not outliers, though they affect the reliability of ship energy consumption prediction and
related optimization research. However, we have filtered the data with speed values lower
than 10 knots in the preprocessing; still, accelerations and decelerations above 10 knots
remain. This process lasts only a short time compared to regular sailing (ten days more),
especially for ocean-going vessels. There are many of these processes because it is a sailing
test. The data in this process that may not be used will affect the decision of the models. As
a cleaning method, calculating additional fuel consumption for a ship in wind and waves
can significantly solve the problem. Above all, having accuracy with no reflection on the
real situation is not reliable for some research cases.

Additionally, the cleaning method has some limitations that should be taken into
consideration in real applications. Firstly, it requires detailed and sensitive information and
test data on the ship and engine. Secondly, using the Kwon formula to clean the data carries
risk. If the cleaning process is too aggressive, there is a risk that the model will be trained on
the cleaning method rather than the raw data. Some of the mandatory elimination of data
is reasonable because the Kwon formula cannot fully capture different weather and ship
states. After all, the Kwon formula still has an error (4%). Therefore, not all of the abnormal
data can be characterized as abnormal data. This could hinder the accuracy of the model.
It is essential to carefully balance the need for cleaning the data with maintaining the
integrity of the raw data to achieve the best results. There is a gap between preprocessed
and original data due to the filtering that occurs during preprocessing. This filtering
disrupts the time series of the original data, making it impossible to build a time-series
model. We will conduct in our following research on the acceleration and deceleration
process data eliminated by the Kwon formula in future dynamic optimization work. The
following research will include dynamic speed optimization considering the acceleration
and deceleration process since these data hold some value. We will also test the model’s
performance in the speed optimization process and conduct a comparative analysis with
the real ship to ensure the feasibility of the model in actual sailing. It is imperative to
save the fuel consumption of the whole voyage in different conditions under the current
IMO policy.

7. Conclusions

Ship fuel consumption and emission reduction are significant challenges facing the
maritime industry. In order to reduce the fuel consumption and emissions of ships, ship-
ping companies optimize their operation strategies through speed, route optimization, load
optimization, ship maintenance, and fuel management. An accurate fuel consumption pre-
diction model is the basis for implementing these optimization strategies. In this research,
two black- and one white-box models were built to predict the ship’s fuel consumption
using the sensor data and main engine parameters. A data cleaning method was proposed
to calculate the additional fuel consumption caused by wind and waves.
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Amongst the models, the white-box model predicts with an overall accuracy of 4%. In
the black-box model, the R? of the XGBoost and the RF model on the test set are 0.9977 and
0.9922, respectively, and these values reached 0.9973 and 0.9921 in the validation set. After
applying the Kwon cleaning method, the R? of the XGBoost model was still 0.9954. The
accuracy of the validation and test sets shows that the model is not over-fitting, confirming
that the white-box model built by the main engine and ship parameters can predict fuel
consumption. The machine learning models can accurately predict fuel consumption based
on input parameters such as speed, trim, draft, and weather conditions. However, in
Figure 9, the change in R? is less than 0.01, showing that the benefit by hyperparameter
optimization is insignificant. Additionally, there is a similarity between the RF and XGBoost
models; both are based on the decision tree. We will continue to build more models to
explore different results.

The data-cleaning method demonstrates that empirical formulas can improve data
quality. The prediction results under ten simulated wind and wave conditions show that
the data-cleaning method effectively eliminates the low (high) speed and high (low) fuel
consumption values generated by the acceleration and deceleration process. Our research
study provides a reference for shipping companies and ship data analysis.
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