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Abstract: The coastal zone faces an ever-growing risk associated with climate-driven change, in-
cluding sea level rise and increased frequency of extreme natural hazards. Often the location and
dynamism of coastal regions makes them a formidable environment to adequately study with in-situ
methods. In this study we use Ice, Cloud, and land Elevation Satellite-2 (ICESat-2) to make measure-
ments of basic wave parameters and wave directionality in the coastal zones of the Hawaiian Islands
and North Carolina, USA. Our goal was to leverage as much of the full resolution data available in
the ATL03 data product to generate wave metrics out from shore up to ~25 km. Using a combination
of statistical and signal processing methods, including cross-correlation and wavelets, we can use
ICESat-2 to generate basic wave metrics, including significant wave heights with an accuracy of
±0.5 m. In some profiles we can identify wave shoaling, which could be useful to infer bathymetry
and coastal dynamics. In areas with complex wave dynamics, the nature of how ICESat-2 measures
elevations (parallel laser altimetry beams) can make extracting some wave parameters, especially
wavelength and directionality, more challenging. These wave metrics can provide important data
in support of validating wave and tidal models and may also prove useful in extended ICESat-2
applications like bathymetric corrections and satellite-derived bathymetry.

Keywords: ICESat-2; coastal waves; remote sensing of waves

1. Introduction

Coastal regions are the most overt in their response to the changing ocean and are
an important lens through which we can view, monitor, and learn about the impacts of
climate change on our planet [1,2]. While representing only ~11% of the Earth’s land
surface, coastal regions are home to more than 600 million people [1] and the coastal biome
is responsible for 25% of global biological productivity and 80% of known fish species [3].
The coastal ecosystem faces an ever-growing risk associated with climate-driven indicators,
including sea level rise and the increased frequency of extreme natural hazards [4]. Coastal
processes are governed by the dynamic ocean and atmospheric environments with con-
stantly changing conditions. Understanding how these processes are represented by local
water dynamics along the coastline is essential to the prediction of how sea level might
threaten the livelihood of coastal communities [5]. However, the location and dynamism
of coastal regions often makes them a formidable environment to adequately study with
in-situ methods. Buoys can provide some information but are sparsely distributed and
often placed in deeper water which precludes measurements that capture the complexi-
ties nearer to the shoreline [6]. Similarly, drifters or autonomous surface vehicles (ASV)
can also monitor wave motion but the spatial and temporal distribution limit the overall
coverage [7–10]. Space-based observations alleviate some of the complications from field
measurements, and even airborne collections give wider spatial coverage, however they
can have fairly low temporal latency between repeat passes. Effective instrumentation
for satellites focused on ocean surface characterization include radar altimeters, synthetic
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aperture radar and a multitude of radiometers. These systems have been proven to extract
wave heights, ocean heights and ocean vector winds [11,12]. However, the resolution of
these systems is often at tens of meters to kilometer spatial scales which leaves large gaps
in ocean surface topography and certain nearshore characteristics that vary at short length
scales [6,13–16].

In 2018, NASA launched the Ice, Cloud and Land Elevation Satellite-2 (ICESat-2),
with a state-of-the-art photon counting laser altimeter onboard, poised to provide global
height measurements with unprecedented vertical accuracy and precision [17,18]. ICESat-2
provides a way to measure waves at high spatial resolutions ranging from near-shore
to the open ocean. Deep water and open ocean waves have been studied using ICESat-
2 data [19–22] and there has been extensive use of ICESat-2 in coastal zones to extract
bathymetry [23–30]. However, there has been no research to date on using ICESat-2 for
coastal/near-shore wave measurements. ICESat-2 has also proved to be a great resource for
supplementary data for other methods like satellite-derived bathymetry (SDB), a process
that uses spectral band ratios of downwelling irradiance in the water column to estimate a
relative depth [31]. The ICESat-2 bathymetric measurements act as ‘seed’ points and can
move the image based relative-depth maps to an absolute vertical scale. Other studies
in the literature have utilized ICESat-2 as a source of bathymetry training data for SDB,
which is advantageous to locations that might not have quality, high-resolution coastal
bathymetric datasets available (i.e., bathymetric lidar, multibeam echosounding) [32–36].

This research seeks to extend the utility of ICESat-2 data for ocean surface characteriza-
tion in the nearshore environment as a path toward better understanding the dynamics at
the land–ocean interface. Our specific research objectives are to: 1) Develop an automated
methodology to extract coastal wave metrics including wavelengths/wave period and
wave heights (including significant wave heights) from ICESat-2 data, and 2) Explore
the possibility of extracting wave directionality from ICESat-2 data. These data have
a wide range of uses for validating wave and tidal models, providing critical data for
ICESat-2 bathymetric corrections and satellite-derived bathymetry, and possible future
ICESat-2 data products.

Study Area

For this study, we chose three areas that encompass different wave climatologies and
different coastal angles/geometry relative to ICESat-2′s orbit (Figure 1). The north shores
of the Hawaiian Islands of O’ahu and Kaua’i provided two study areas with shorelines
approximately perpendicular to the satellite’s reference ground tracks. The dominant wave
direction at these two sites is from the north and northwest in the winter and northwest to
west in the summer. There is a strong seasonality to wave heights with the highest wave
heights, 2–4 m, occurring in the winter months and 1–2 m in the summer months [37].
The Outer Banks of North Carolina from Kitty Hawk north to Corolla provided a study
area with a coastline that is more oblique to ICESat-2′s orbit. North Carolina has lower
wave heights overall with 1–2 m waves in the winter and 0.5–1 m in the summer. The
predominant wave direction for the Outer Banks is from the east with occasional deviations
to the north/northeast and south/southeast [37].

For the Kaua’i region, we used one descending ICESat-2 ground track (RGT0282) and
one ascending track (RGT1341). For RGT0282 there were five transects with viable data
and for RGT1341 two transects with viable data after the preprocessing was completed.
O’ahu also had one ascending (RGT1105) and one descending (RGT1219) track, and each
had 2 acceptable transects. For North Carolina, we used two ascending tracks (RGT0065
and RGT1368) and one descending track (RGT1010). The ascending tracks both had nine
instances of usable data and RGT1010 had four. The other tracks coincident with our study
sites were omitted due to cloud cover or other data quality issues associated with satellite
maneuvers and orbit adjustments. None of the tracks used were exact geographical repeats
due to the mid-latitude pointing strategy of the mission [38] but were in near proximity and
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acceptable for wave dynamic studies. The full list of tracks used is available in Appendix A,
Table A1.
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Figure 1. Study areas showing areas of interest and ICESat-2 ground tracks. Background imagery
from MAXAR/DigitalGlobe.

2. Materials and Methods
2.1. ICESat-2 Background

ICESat-2 is a dedicated Earth observing mission borne out of the 2007 National
Academies Decadal Survey that prioritized laser altimeter measurements over Earth’s
polar regions to monitor changes in the cryosphere. The Level 1 science goals of the mission
are focused on quantifying volumetric changes in the ice sheets and sea-ice thickness and
extent in the Arctic and Southern Oceans [39]. After its launch in September 2018 the
satellite is moving toward 5 years of nominal operation and it completed its prime mission
in December of 2021. Onboard the ICESat-2 observatory is the Advanced Topographic
Laser Altimetry System (ATLAS) [40]. ATLAS uses photon counting lidar technology that
allows lower transmission of laser energy, which results in a higher laser repetition rate.
These operational aspects of ATLAS create a scenario for higher resolution along-track
measurement (0.7 m) and multiple beams (6), both of which mitigate operational constraints
identified during the predecessor mission ICESat [41], which operated from 2003–2009.
The scientific motivation behind the implementation of photon counting was to allow the
multiple beams to act as a pathway to disentangling surface slope from true elevation
change and the high, along-track resolution to reveal small scale feature dynamics, both in
the case of repeat measurements.

As many photon-sensitive lidar systems use a Geiger-mode approach, ATLAS employs
a linear mode solution with photon-multiplier tubes (PMTs) in the detector focal plane array,
not requiring an operational voltage beyond the breakdown level for gain. During the pre-
launch phase of the mission, and the core development time of ATLAS, the only available
PMTs certified for space environments were operational in the visible spectrum (532 nm).
This was a change from the ICESat instrument that used infrared for the surface altimetry
measurements as it is better suited to vegetation height retrievals and the laser energy
does not penetrate ice- or snow-covered surfaces. Pre-launch efforts established specific
surface-design cases to optimize the ATLAS performance across a variety of scenarios to
satisfy the desire for global surface height measurements [42]. Once on orbit, calibration
and validation activities helped in refining aspects contributing to signal level, data quality
and repeatability [43]. To date the horizontal accuracy of the measurements is better than
5 m (6.5 m was the mission requirement) [38] and the vertical accuracy is better than
10 cm [17].

ICESat-2′s orbit provides a 91-day repeat revisit time to the same 1387 reference ground
tracks (RGTs). In the middle -latitudes, the current operations include an ‘off-pointing’
strategy to densify the coverage along the RGTs and provide more data in between RGTs
for the wide range of data products that ICESat-2 supports. Crossing tracks in the opposite
orbital direction (ascending vs. descending) and neighboring tracks can provide temporal
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coverage at ~30 days. As mentioned above, ICESat-2 provides data using six beams in
three beam pairs. Each beam pair is separated by ~3.5 km in the across-track direction and
consists of a strong and weak beam (a function of the beam splitting optics onboard). The
strong and weak beams have an across-track ground separation distance of 90 m and an
along-track ground separation distance of ~2.5 km.

2.2. Datasets

The Level 2 data product (ATL03) for the ICESat-2 mission is the “Global Geolocated
Photons” along-track product and is available through the National Snow and Ice Data
Center (NSIDC) [44]. ATL03 provides elevation profiles composed of the individual photon
returns. Level-3 along-track mission products use ATL03 to create specific surface-elevation
profiles that optimize signal finding and length scales most appropriate to the associated
science. Two of those Level 3 products are the Ocean Surface Height (ATL12, [45]) and
Inland Surface Water (ATL13 [46]). ATL12 provides sparse global average measurements of
the sea surface elevation, slope, and roughness while ATL13 is designed primarily for inland
water bodies and large rivers, but only extends ~7 km off the coastline. However, ATL13
gives elevations at a variable length scale that is related to the signal density (40–80 m) and
does not maintain the 0.7 m resolution of ATL03, which limits the ability to fully examine
the coastal wave metrics.

For the dates and RGTs listed above, we used ATL03 version 005 [44]. Each granule
covers approximately 30 degrees of latitude and we geographically subset each granule to
extract data for our areas of interest for each study site. During the subsetting process we
also removed any individual beam tracks that had missing or insufficient data because of
cloud cover or other environmental obscurations.

Our validation data for each site came from the Wave Watch 3 Global Model (WW3)
product available from the Pacific Islands Ocean Observing System (PacIOOS) [47]. For
each study site, the WW3 data come from a 0.5◦ × 0.5◦ model cell (~55 km × 55 km)
queried for the date and closest timestamp to the ICESat-2 tracks. The data from the WW3
model include peak wave direction, peak wave period, significant wave height for the
overall wave field, swell component, and wind component. Several tracks overlapped
multiple WW3 cells; however, we found that the values in adjacent cells did not have
large differences and an average value for the cells was used as the comparison value.
We calculated additional fields, converting wave period to wavelength and converting
wavelength to the ‘apparent wavelength’, the wavelength ICESat-2 should observe based
on wave direction. All three of our study sites have buoys in close proximity; however,
we chose to not use these buoy data for validation since all three sites had significant data
gaps that overlapped with several of the ICESat-2 dates that were used in this study and
the accuracy of the WW3 data compares well with the buoy data [48,49]. The data sources
are listed in Table 1 and a diagram of the full workflow is provided in the appendix as
Figure A1.

Table 1. Data sources used in in this study.

Dataset Source Data Type Resolution Parameters

ATL03 NSIDC Photon Return
Point Cloud

~0.7 m along
track

Photon Location (x, y, z)
Derived classifications

WW3 PacIOOS Raster 0.5◦ × 0.5◦

Peak wave direction
Peak wave period
Significant wave height:

- overall wave field
- swell component
- wind component
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2.3. ATL03 Preprocessing

To separate the ocean surface from any noise or other features in the photon returns
(e.g., clouds or bathymetry), we filtered each beam track in each RGT (6 beams per RGT)
using a pseudo-waveform vertical histogramming technique (Figure 2). The pseudo-
waveform uses a combination of Gaussian fits for the sea surface and possible sea floor
and an exponential fit to model the water column. We adjusted the photon elevation from
WGS84 ellipsoidal heights to EGM08 orthometric heights using the geoid parameter in
the ATL03 data product. We then used a sliding window of 450 photon returns in the
along-track direction to generate a vertical histogram with 5 cm elevation bins. We chose
the 450-photon sliding window through an iterative testing of processing with windows
from 150 to 1000 photons and performed a qualitative assessment of the surface finding.
The 450-photon window gave good results for surface findings on both the strong and
weak beams while minimizing noise. The point-density differences between strong and
weak beams and between granules (day vs. night and local atmospheric conditions)
made the ground distance covered by each 450-photon window variable. For the strong
beam, the window size was approximately 100–200 m and the weak beam 500–700 m.
The most prominent peak in the histogram was taken to be the water surface and the
full-width, half-maximum statistic defined whether points were classified as the surface
(given a classification value of 1) in each window iteration. Since each 450-photon window
overlapped the last window, each photon was classified 3 times (the window increments
150 photons each iteration) and the average of these classification values represented a
confidence score that was used to eliminate false positives. Only photons with a confidence
of 1.0 (classified as surface in each window) were kept. In beam tracks with prominent
low clouds or mist/fog that attenuate the laser from reaching the sea surface, the pseudo
waveform filter can misclassify these points as sea surface photons. In these cases, we
employed a basic interquartile range statistical outlier filter to cull the points that were
outside±2.8σ of the overall distribution of photo elevations. Over longer distances, ICESat-
2 can capture tidal and spatial water-surface variations. To exclude those water surface
variations from our analysis we applied a simple detrending procedure by subtracting the
mean elevation of the beam track from the elevation of each surface photon.
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2.4. Basic Wave Metrics

The basic wave metrics we sought to extract were those that matched with the data
that buoys and the WW3 model generally provided. Significant wave height (Hs) is the
average wave height of the largest 33% of waves measured in a period of record or set of
observations [50]. Practically, significant wave height can be calculated as a function of
the standard deviation of the surface displacement (detrended surface elevations) by the
equation [50]:

Hs = 4× σz detrended (1)

Wavelength (L [meters]), wave period (T [seconds]), and wave speed (phase velocity,
c [m/s]) are important for understanding the spacing and speed of waves. In analyzing
waves with ICESat-2, the measurements for these variables are qualified with “apparent”
(e.g., apparent wavelength). This is because the satellite’s orbit inclination of ~92◦ makes it
unlikely that the ground tracks are perpendicular to the travel direction of the waves [20].
When the waves are not traveling perpendicular to the ground track, the wavelengths
appear to be elongated by a predictable amount. In Table 2, the amount of elongation
(apparent wavelength factor) is given for a selection of wave angles that span the full range
of compass directions. These are presented alongside the theoretical lag distances needed
to measure wave direction (below, in Section 2.6).

Table 2. Apparent wavelength factor and theoretical left/right offset distances for a range of wave
directions relative to ICESat-2’s orbital inclination.

Compass Angle Apparent Wavelength Factor
Theoretical Lag/Offset

Distance for
Directionality (m)

0/180◦ 100.1% 3.1428
15/195◦ 104.6% 27.5009
30/210◦ 117.9% 56.2059
45/225◦ 146.6% 96.4563
60/240◦ 213.0% 169.1642
75/255◦ 444.5% 389.5973

86–90/266–270◦ 2865%–∞ 2577–∞
105/285◦ 342.0% −294.195
120/300◦ 188.7% −143.94
135/315◦ 136.7% −83.8733
150/330◦ 113.3% −47.8228
165/345◦ 102.6% −20.7636

Frequency spectrum analysis is generally used to extract component frequencies from a
set of observations. However, because of the nature of the filtered ICESat-2 photon data we
used, the individual photon returns are not uniformly spaced and there can be significant
gaps (from clouds and other occlusions). We chose not to use standard Fourier-based
frequency analysis methods that require data sampled at regularly spaced intervals. Instead,
we used frequency analysis methods designed for non-uniformly sampled data. To extract
the dominant wavelength in each beam track, we used a Lomb–Scargle periodogram [51–53]
implemented via the AstroPy package [54]. From the resulting periodogram we extracted
the wave frequency of the peak spectral power as the dominant wavelength for the track.
The frequency units for the periodogram are wave number (k, [cycles/meter]) which are
converted to wavelength with Equation (2), wave period with Equation (3), or phase
velocity (Equation (4)).

L = 1/k (2)

T =

√
2πL

g
(3)
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c = L/T (4)

where L is wavelength (m), k is wave number (1/m), T is wave period (s), g is the accelera-
tion due to gravity (9.81 m/s2), and c is the phase velocity.

With significant wave height and wavelength, it is also possible to derive the ap-
parent wind speed at z meters above the surface (U(z), Equation (8)) from the relation-
ship between the roughness length (z0) in Equation (5) and the friction velocity (u*) in
Equations (6) and (7) [19,55–57]

z0 = Hs ×
[

1200×
(

Hs

L

)4.5
]

(5)

cp =

√
g× L

2π
(6)

u∗ = cp

(
z0

3.35 ∗ Hs

)0.294
(7)

U(z) =
u∗
k

ln
(

z
z0

)
(8)

where z0 is the roughness length, Hs is the significant wave height, L is the apparent
wavelength, cp is the dispersion relationship, g is the acceleration due to gravity, u* is the
friction velocity, U(z) is the wind at a given elevation (z) above the water surface, k is the
von Kármán constant (0.41), and z is the elevation above the water (normally 10 or 15 m).

2.5. Spatial Wave Metrics

In addition to the global wave metrics above, we also wanted to examine spatial
patterns in the along-track direction to explore whether ICESat-2 can reliably detect shoaling
patterns. Shoaling patterns can also be used to infer bathymetry through an inversion of
the dispersion relationship. Shoaling of coastal waves is primarily defined by an increase in
wave height and decrease in wavelength, since the fundamental frequency is constant [50].
To examine wave-height changes, we calculated significant wave heights for the entire
beam track for fixed-length segments of 0 to 500 m from the coast, 500 to 1000 m, and
1000+ m. To find the wavelength changes, we employed a wavelet transform method to
look at changes in wavelength for only the strong beam tracks.

Traditional wavelet transforms have a similar prerequisite to other frequency analysis
methods, i.e., uniformly sampled data, as mentioned above. For our data we used a wavelet
transform that handles uneven sampling, based on the work of Foster [58] and implemented
in Python with the JazzHands Python library [59]. Because our inputs into the wavelet
transform were spatial, i.e., distance and elevation in meters, the outputs for the transforms
were also in spatial frequency units: spatial frequency (ω) in radians/meter, wave number
(k) in cycles/meter, wavelength (L) in meters, and the relationship is ω = 2πk = 2π

L . The
output of the non-uniform wavelet transformation is two matrices; the weighted wavelet
z-transform (WWZ) to locate the wavelet frequencies, and a weighted wavelet amplitude
(WWA) to establish the magnitude of the different wavelet frequencies in cells with an
along-track resolution of approximately 50 m. For each 50 m along-track cell, we find the
peak wavelength from the maximum value from the WWA matrix.

2.6. Wave Directionality

The strong/weak beam separation distance of 90 m for each beam pair should allow
the directionality of crests of the detected waves to be determined. The beams are also
separated in the along-track direction by ~2.5 km (5 mRad); however, because of the
spacecraft’s surface equivalent velocity of ~7500 m/s, the timing separation between
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beams is only ~0.34 s. The spatial difference caused by the along-track timing separation
is minimal for waves traveling north/south (along-track); the offset would be 0.34 m
for waves traveling at 1 m/s or 1.36 m for waves at 4 m/s. By comparing the surface
waveforms between the strong and weak beams, a spatial offset/lag can be measured
between waveforms and the waves’ direction of travel can be calculated as a function of
the measured lag using the following Equations (9) and (10):

β = arctan
(

90
Lag Distance

)
, IS2orbit = α×

( π

180

)
(9)

Wave Angle = −β− IS2orbit + π (10)

where 90 is the strong/weak separation distance, lag distance is waveform offset from
a cross-correlation analysis, IS2orbit is the ICESat-2 orbital inclination in radians (for
ascending tracks α = 92◦, for descending tracks α = 88◦). Lag distance and β are negative
when wave angles are 0–90◦ (compass directions) and positive when wave directions are
90–180◦. Figure 3a illustrates examples of the wave-crest and lag-distance geometry for
waves from northern and southern directions. Smaller offset distances correspond to waves
traveling north/south (crest orientations perpendicular to ICESat-2′s orbit) and larger
offsets correspond to waves traveling east/west (crest orientations more parallel with
ICESat-2′s orbit). In Table 2, the column for theoretical offset/lag distances shows the lag
distances necessary to be able to estimate the directionality of waves from different compass
directions. One particular challenge posed by this method of determining directionality
is that the apparent wavelengths need to be larger than the theoretical lag distances. If
the apparent wavelength is shorter than the theoretical lags, cross-correlations between
the strong and weak beams will not correctly pair the corresponding wave crests and will
underestimate the lag distance and, therefore, incorrectly infer the directionality. Examples
of short- and long-wavelength interactions with the lag geometry are shown in Figure 3b.

Because each ICESat-2 overpass is an instantaneous snapshot, the waves’ crest di-
rection can only be determined in 180◦ compass angle pairs (e.g., 0–180◦ or 45–225◦) and
the actual direction of wave travel can be inferred through the dominant regional wave
patterns in relation to the coast (i.e., waves generally travel from open water toward the
coast). The main assumption in determining directionality is that the strong and weak
beams must have very clear waveforms in the photon returns, and those detected waves
must be coherent/in phase to allow for comparison. In the near-coastal environment, there
are also several factors that could impact coherence of the wave signals and the ability to
measure directionality: velocity variation due to bathymetry, wave refraction by coastal
features, wave reflections from the coast, and constructive or destructive interference. We
chose to approach this problem from both a theoretical perspective, with simulated waves,
and a practical perspective, with actual data.

For the simulated waves, we generated several 3-dimensional wave fields over an area
of 2 km by 2 km. Each simulated wavefield was created using a sine wave with constant
wavelengths between 40–300 m and an amplitude of 1 m with Gaussian noise added
to the elevation to simulate ICESat-2 surface returns. To simulate waves from different
compass directions, we rotated the wave field and extracted points from the wave fields
using two profiles inclined at 92◦ and separated by 90 m to mimic ICESat-2′s orbit and
beam separation. The extracted surface points were then resampled to a regular along-
track interval using a rolling median filter (window size = 2 m) and a Piecewise Cubic
Hermite Interpolating Polynomial (PCHIP). The analysis of ICESat-2 data followed the
same resampling workflow.
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and trigonometric calculations.

To calculate the wave direction in both the simulated data and ICESat-2 data we
used a cross-correlation technique (Scipy’s signal.correlate and signal.correlation_lags) [60]
to evaluate the waveforms in each beam track. The output of the cross correlation is a
matrix with discrete linear cross-correlation values and the corresponding lag distances.
The lag distance with the highest cross correlation value was taken as the offset for
Equations (9) and (10).

3. Results
3.1. Wave Height

Measurements of significant wave heights compared favorably with the WW3 modeled
wave heights, with a mean error of 0.07 m ( RMSE = 0.29) and minimum and maximum
of ±0.58 m (Figure 4). At smaller wave heights (<1 m), the ICESat-2 measurements tended
to overestimate the wave heights (ICESat-2 > WW3). While significant wave heights >1 m,
were over- or underestimated compared with the WW3 model.

3.2. Wavelength

From the Lomb-Scargle frequency analysis of each track we interpreted the frequency
with the highest spectral power as the dominant wavelength in the track. A direct compari-
son with the WW3 model values shows a significant amount of error (Figure 5a), because
we are comparing the apparent wavelengths from ICESat-2 with the “true” WW3 wave-
lengths of waves coming from a variety of directions. To make these values comparable, we
calculated what the apparent wavelength would be from the WW3 data based on ICESat-2′s
orbit and the 1/cos(θ) relationship explained above. In Figure 5b, the comparison of appar-
ent wavelengths, the spread of the errors is very large; however, in the range of 0–500 m
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the correspondence between ICESat-2 and WW3 is closer to the 1:1 line. Beyond 1000 m
apparent wavelengths, the errors are considerably larger. These results suggest that that
the overall peak frequency metric from a Lomb–Scargle analysis might be oversimplifying
the actual patterns and may not be the best metric for trying to extract wavelengths from
ICESat-2 data.
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Figure 5. Wavelength results. (a) Scatterplot of peak wavelengths calculated for ICESat-2 vs. WW3
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peak wavelengths (adjusted for WW3 wave direction to account for ICESat-2′s orbital inclination).
(c) Boxplots showing the distribution of wavelength differences in ((a), Real) and ((b), Apparent).



J. Mar. Sci. Eng. 2023, 11, 2082 11 of 19

3.3. Wavelets

For the wavelet analysis, we focused on only the strong beam tracks. Because of the
sparse data density for the weak beams, the wavelet outputs were extremely noisy and
tended to favor the extreme longer wavelengths. Overall, the non-uniform wavelet analyses
were able to extract the spatial patterns of wavelengths along each track. In Figure 6, the
surface-photon returns are shown (top) and the corresponding wavelet plots (bottom)
illustrate the wavelet amplitude for each wavelength (y-axis) for 50 m segments away from
shore (x-axis). In both surface-return plots, there is a clear decrease in wavelengths closer
to the shore, and the same decrease can be seen in the wavelet plots.
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The wavelet plot for Oahu (Figure 6d) also illustrates one of the issues that did arise in
this analysis, i.e., the mis-calculation of wavelengths because of the nature of the surface
return data. From 4 to 5.5 km offshore, the peak wavelet power jumps from a wavelength
of 350 m at 4 km from shore to a 1200 m wavelength at 4.25 km to 5.5 km offshore. In the
surface-return data from 4–5.5 km, the wavelength shift is caused by a broad parabolic
pattern with some shorter wavelength periodicity. The parabolic pattern dominates the
frequency spectrum for this length of the track and artificially inflates the wavelengths.

3.4. Directionality

By simulating wavefields at different wavelengths and sampling them at known wave
angles, we were able to determine that there is a minimum wavelength necessary in order
to calculate all possible compass directions. When the theoretical offset distance (Table 2)
for any given wave angle exceeds the wavelength, the cross-correlation lag parameters
default to the shortest distance to achieve the maximum correlation. These shorter distances
are not directly relatable to the wave angles and cause significant errors in the calculated
angles (Figure 3b). For shorter wavelengths, it is possible to accurately calculate directions
where the wavelength is less than the theoretical lag distance; however, to calculate all
possible wave directions the wavelengths must be greater than 180 m.

For the Kaua’i and O’ahu sites, the dominant wave directions in the wave climatologies
are from the north; therefore, the wave angles should be calculable for a wide range of
wavelengths. For the North Carolina site, the dominant wave directions are from the
northeast and east, which requires longer wavelengths to calculate the full range of wave
directions. Figure 7 illustrates an example of cross correlation for Oahu (RGT1219-GT3,
2022-MAR-12). The Lomb–Scargle wavelengths were calculated at 666 m for the strong
beam and 665 m for the weak beam (WW3 model apparent wavelength = 591 m). The peak
cross-correlation lag distance in Figure 7b is −114 m, which corresponds to a wave angle of
130.29/310.29◦. From the WW3 model data, the overall wave direction was 304◦ and the
swell direction was 308.5◦. The difference in the overall wave direction was 6.29◦ and the
difference in the swell direction was 1.79◦.
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In Figure 8, the histograms of cross correlation direction for all tracks illustrate signif-
icant spread in the results for this method. When comparing the calculated angle to the
overall wave direction in the WW3 data (Figure 8a), this method correctly predicted the
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wave direction at ±10 degrees for 21% of the tracks and ±20 degrees for 30% of the tracks.
Compared with the WW3 Swell direction (Figure 8b), our method correctly predicted
±10 degrees for 19% of the tracks and ±20 degrees for 41% of the tracks.
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Figure 8. Histograms showing the absolute differences between the calculated wave direction and
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We also split each track into smaller segments (0–5 km from shore, 5–10 km, 10–15 km)
(Figure 8c–e) to see whether there was any influence of distance from the shore affecting the
distance calculations (e.g., more complex waveforms affecting the cross correlations) and to
test whether smaller segments of the overall waveform would produce different results.
All three distance groups performed similarly, with no significant difference between them.

4. Discussion
4.1. Basic Wave Metrics

The accuracy of the significant wave heights matches with similar analyses in previous
studies using ICESat-2 in the open ocean, which that reported errors in the range of
±0.5 m [19,20]. Our results also compare well with those produced by studies comparing
Sentinel-1 data with WW3. Kahn et al. [61] reported mean significant wave height errors
of 0.15–0.32 m (RMSE 0.64–0.76 m) and Wang et al. [62] had mean wave height errors of
0.21–0.32 m (RMSE 0.5–0.64). The sources of error in significant wave height are likely to
be the result of incorrectly classified surface points affecting the standard deviation of the
elevation calculation. In both strong and weak beams, there are often photon returns from
close to the water surface that are either in the air or water column and are classified as
surface points. Because of their proximity to actual surface points, they are difficult to filter
out without affecting the overall surface classification.

Wavelength measurements in coastal settings using ICESat-2 are complicated by both
the wave direction and the physical interactions of different types of waves. While the
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results presented here do have considerable errors, the study by Yu et al. [20] in an open
ocean setting compared with to WW3 data also showed a considerable range of error in
wavelength calculation ranging across ±450 m with a mean difference of 57 m and an
RMSE of 151 m. Our results suggest that there are other wave interactions happening
that affect the wavelength spectra and calculations. As mentioned above, the apparent
wavelength that ICESat-2 observes is a function of the wave direction, with little difference
between apparent and actual wavelengths at 0/180◦ and stretching the wavelengths by
117% at 30/210◦, 213% at 60/250◦, and 444% at 75/255◦. Wave refraction near/around
shore features and around whole islands in the case of our Hawaiian sites can create
waveforms that are compressed and stretched differentially based on their interaction with
the shoreline. Wave reflections from the shore can also impact the calculated wave spectra
through constructive and destructive interference. The overall interactions between swell
and wind waves can also affect the wave spectra measured by ICESat-2. Wind waves
impart a higher frequency/shorter wavelength onto the overall signal; however, depending
on the strength and direction of the local wind compared with the overall swell direction,
the influence of the wind can create a complicated overall waveform. Figure 9 illustrates
some of these interactions as seen from the Sentinel-1 synthetic aperture radar satellite
image around O’ahu and demonstrates how spatially variable the wave patterns can be.
In Figure 9b, the coastal detail image, the main swell pattern can be seen coming from the
northwest, reflected waves are visible at the coast, and the interaction of wind from the east
can be seen on the surface. In the overview panel (Figure 9a), the spatial extent of the local
wind patterns can also be observed in the “wind shadows” on the west facing coastlines of
the island.

J. Mar. Sci. Eng. 2023, 11, 2082 15 of 20 
 

 

that are compressed and stretched differentially based on their interaction with the shore-
line. Wave reflections from the shore can also impact the calculated wave spectra through 
constructive and destructive interference. The overall interactions between swell and 
wind waves can also affect the wave spectra measured by ICESat-2. Wind waves impart a 
higher frequency/shorter wavelength onto the overall signal; however, depending on the 
strength and direction of the local wind compared with the overall swell direction, the 
influence of the wind can create a complicated overall waveform. Figure 9 illustrates some 
of these interactions as seen from the Sentinel-1 synthetic aperture radar satellite image 
around O’ahu and demonstrates how spatially variable the wave patterns can be. In Figure 
9b, the coastal detail image, the main swell pattern can be seen coming from the northwest, 
reflected waves are visible at the coast, and the interaction of wind from the east can be 
seen on the surface. In the overview panel (Figure 9a), the spatial extent of the local wind 
patterns can also be observed in the “wind shadows” on the west facing coastlines of the 
island. 

 
Figure 9. Sentinel-1A synthetic aperture radar image (VV polarization) illustrating some of the com-
plex wave dynamics around O’ahu. (a) overview of wave and wind patterns around O’ahu and (b) 
inset of the northern part of the island illustrating the interaction between swell and wind-generated 
waves. Image taken 19 December 2020. 

One of ICESat-2′s advantages is that it collects nearly instantaneous elevation profiles 
by traveling at a surface equivalent velocity of ~7500 m/s. This can also be a disadvantage 
compared with most physical measurement techniques (e.g., buoys) and numeric models 
that use smoothing techniques and temporal averages to ameliorate the noise inherent in 
measuring a dynamic sea surface. The wave structure that ICESat-2 captures is a discrete 
snapshot of the surface elevation and can therefore have a structure, like the parabolic 
structure affecting Figure 6d, that may or may not be representative of the overall signal. 

4.2. Wavelets 
The wavelet analysis of ICESat-2 tracks is advantageous over the Lomb–Scargle 

method because it can extract the along-track spatial patterns of wavelengths rather than 
just the overall wave spectra. The spatial patterns of wavelength are important because 
wave characteristics can change rapidly in the coastal zone. The rapid change in wave 
parameters in the coastal zone can be indicative of shoaling, as waves interact with the 
seafloor and wavelengths decrease and wave heights increase. Shoaling characteristics are 
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complex wave dynamics around O’ahu. (a) overview of wave and wind patterns around O’ahu
and (b) inset of the northern part of the island illustrating the interaction between swell and wind-
generated waves. Image taken 19 December 2020.

One of ICESat-2′s advantages is that it collects nearly instantaneous elevation profiles
by traveling at a surface equivalent velocity of ~7500 m/s. This can also be a disadvantage
compared with most physical measurement techniques (e.g., buoys) and numeric models
that use smoothing techniques and temporal averages to ameliorate the noise inherent in
measuring a dynamic sea surface. The wave structure that ICESat-2 captures is a discrete
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snapshot of the surface elevation and can therefore have a structure, like the parabolic
structure affecting Figure 6d, that may or may not be representative of the overall signal.

4.2. Wavelets

The wavelet analysis of ICESat-2 tracks is advantageous over the Lomb–Scargle
method because it can extract the along-track spatial patterns of wavelengths rather than
just the overall wave spectra. The spatial patterns of wavelength are important because
wave characteristics can change rapidly in the coastal zone. The rapid change in wave
parameters in the coastal zone can be indicative of shoaling, as waves interact with the
seafloor and wavelengths decrease and wave heights increase. Shoaling characteristics are
evident in many of the ICESat-2 tracks (ex. Figure 6a @ ~2 km and Figure 6c @ ~1 km),
but not all tracks. Since shoaling is a function of a combination of factors such as wave
height, wavelength, wave direction, depth, and seabed slope, certain combinations of
these parameters could create larger differences in the breaking waves, which ICESat-2
can measure, or smaller differences that may not be visible in the ICESat-2 data. Where
shoaling is clear, with the addition of local estimates of wave height it would be possible
to use ICESat-2 data as part of a bathymetry inversion to estimate the bathymetry based
on the wave and shoaling patterns [28,63–65]. Similar to the overall wavelength calcula-
tions, the complicated waveforms that ICESat-2 captures can have an adverse effect on the
wavelet analysis.

4.3. Directionality

The key underlying assumption for calculating wave direction from ICESat-2 is that
the waves are coherent/in phase between the strong and weak beams. In the simulated data,
this is an easy variable to control and the patterns of wavelength and direction are clear,
including the challenges associated with measuring the direction at shorter wavelengths.
Based on our results, when calculating directionality, most coastal ICESat-2 tracks are
probably violating the assumption of coherence. This is likely to be one of the biggest
sources of error and a key limitation in attempting to calculate wave directionality from
ICESat-2. All the complexities of the wave field already discussed are amplified, since the
directionality calculations are essentially extending two one-dimensional elevation profiles
into a three-dimensional analysis space with an unknown sea state in the 90 m gap between
the strong and weak beams. The errors we are seeing are not unlike those reported for open
sea conditions by Yu et al. [20], who used more tracks than were presented here but had a
range of errors that extended to ±90◦. Because of the broad spatial coverage provided by
radar and imaging satellite sensors like Sentinel-1, directionality is more straightforward.
Khan et al. [61] were able to calculate wave direction with mean errors of ~3◦ (RMSE ~30◦).

Another limitation in making the directionality calculations is the weak beam density.
The decreased density of photon returns can adversely affect the creation of the waveform
for the cross correlation and potentially affect some of the other metrics as well. In this
research, the weak beam densities for the water surface returns were on average 39% of the
strong beam, which is similar to results over forested landscapes [66] and in line with the
original design specifications for ICESat-2 [42]. This difference between power and point
density can lead to waveforms that can be too smooth or potentially at different frequencies
than the strong beam. When possible, we recommend using the strong beams for most
wave-parameter extraction operations.

5. Conclusions

We have demonstrated that ICESat-2 can be used for extracting basic wave metrics
in the near-coastal zone and that the results are similar those of similar ICESat-2 studies
carried out in the open ocean. ICESat-2 can provide significant wave heights with a mean
error of 0.7 m. These wave metrics can provide important data in support of validating
wave and tidal models as well as for ICESat-2 bathymetric corrections and satellite-derived
bathymetry. There are limitations when using ICESat-2 to measure wavelengths and wave



J. Mar. Sci. Eng. 2023, 11, 2082 16 of 19

directionality related to the way that ICESat-2 measures elevations as near instantaneous
elevation profiles. Wavelength measurements are influenced by the direction of travel of
the wave relative to ICESat-2′s orbit and directionality is dependent on the correlation of
the wave surface profiles between strong and weak beams. More research is needed on
these two topics which may include employing or developing more robust techniques for
handling missing data along the tracks and handling the differences in data density between
the strong and weak beams. Adding ancillary data, such as buoy data, wave models (e.g.,
WW3), or other Earth-observation satellite data, would be another way to improve a wave-
processing workflow that would complement ICESat-2 data and potentially create a more
robust dataset for wave analysis. These data and future improvements to ICESat-2-derived
wave metrics have a wide range of uses for validating wave and tidal models, as critical
data for ICESat-2 bathymetric corrections and satellite-derived bathymetry, and for possible
future ICESat-2 data products.
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Table A1. Dates, Reference Ground Tracks, and beams for the ICESat-2 data used in this study.

O’ahu Kaua’i North Carolina
Date RGT Beams Date RGT Beams Date RGT Beams

5 December 2020 1105 1, 2, 3 17 October 2018 282 1, 2, 3 1 October 2019 65 1, 2, 3
4 March 2022 1105 1, 2, 3 15 October 2019 282 1, 2, 3 29 June 2020 65 1, 2, 3

2 September 2022 1105 1, 2, 3 11 January 2021 282 1, 2, 3 28 December 2020 65 1, 2
15 September 2019 1219 1 12 April 2021 282 1, 2, 3 27 June 2021 65 1, 2, 3
13 December 2020 1219 1, 2, 3 9 October 2022 282 1, 2, 3 26 September 2021 65 1, 2, 3

12 March 2022 1219 1, 2, 3 20 June 2021 1341 1, 2, 3 26 December 2021 65 1, 2, 3
17 September 2022 1341 1, 2, 3 27 March 2022 65 1, 2, 3

26 June 2022 65 1, 2, 3
24 September 2022 65 1, 2, 3

1 March 2020 1010 2, 3
29 November 2020 1010 1, 2, 3
28 February 2021 1010 1, 2, 3

27 November 2021 1010 1, 2, 3
27 December 2018 1368 1, 2, 3

28 March 2019 1368 1, 2, 3
25 September 2019 1368 1, 2, 3
25 December 2019 1368 1, 2, 3

24 June 2020 1368 1, 2, 3
22 September 2020 1368 1, 2, 3
22 December 2020 1368 1, 2, 3

22 June 2021 1368 1, 2, 3
21 March 2022 1368 1, 2, 3

19 September 2022 1368 1, 2, 3
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