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Abstract: The underwater maneuvering platform generates self-noise when sailing, which shows
spatial directionality to the arrays fixed on the platform. In this paper, it is called spatially colored
noise (SCN). The direction of arrival (DOA) estimation results are often influenced by this self-noise,
leading to a decrease in estimation accuracy and to the appearance of spurious peaks. To resolve this
problem, a sparse Bayesian learning (SBL) method adapted to underwater maneuvering platform
noise is proposed in this paper. The SBL framework with unknown SCN is established first. Then,
the SCN covariance matrix is estimated by projecting the received data covariance matrix into the
noise subspace, and the DOA estimation results are finally obtained through multiple iterations.
The simulation results show that the proposed method avoids spurious peaks, and compared to the
existing methods, the proposed method achieves a higher accuracy in the case of low SNRs and small
snapshot numbers. The sea trial data processing results show that the proposed method provides
lower and flatter noise spectrum levels without spurious peaks.

Keywords: DOA estimation; sparse Bayesian learning; underwater maneuvering platform noise;
spatially colored noise

1. Introduction

Direction of arrival (DOA) estimation is a substantial part of passive sonar detec-
tion, and different types of DOA estimation methods have emerged. Lots of classical
beamforming methods such as conventional beamforming (CBF) and minimum variance
distortionless response (MVDR) have been widely used for a long time [1–5]. To improve
the resolution of adjacent signals, a number of eigenspace-based high-resolution methods
have been proposed, such as multiple signal classification (MUSIC) [6–8]. However, the
performance of these eigenspace-based methods deteriorates when incident signals are
coherent. Maximum likelihood (ML) methods can achieve good performance, but they
are unable to balance estimation accuracy against computational time [9]. In recent years,
sparse reconstruction (SR)-based methods have gained much attention [10–17]. Among
them, sparse Bayesian learning (SBL) is a representative one. Taking advantage of the
spatial sparsity of signals, SBL employs a priori assumption on the signals by applying the
signal power, and the results are derived through the Bayesian theorem. Compared with
beamforming methods and eigenspace-based methods, SBL performs well in the case of
low signal-to-noise ratios (SNRs), small snapshot numbers, and coherent signals.

Most DOA estimation methods presume that the noise is isotropic noise. However,
during the navigation of the underwater maneuvering platform, self-noise is generated
by internal mechanical vibration, propeller rotation, and other factors. This self-noise is
usually time-varying and unknown. For the sonar arrays that are fixed on the platform,
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the received noise presents directionality in the spatial domain. In this paper, we call it
spatially colored noise (SCN). When estimating DOAs in such a situation, the performance
of the methods mentioned above degrades, e.g., the estimation accuracy decreases, and
even spurious peaks occur.

To address the DOA estimation problem in unknown SCN, some researchers have
conducted relevant work. In [18], the SCN covariance matrix is expressed with a finite
Fourier series, and then an ML method is used to obtain the results. Based on [18], a
particle swarm optimization technique was proposed to optimize the calculation speed [19].
Ref. [20] proposes to project the data covariance matrix to the noise subspace to acquire
the approximate expression of the SCN covariance matrix and then iteratively solve the
problem through an ML method. However, these methods have a heavy computational
burden due to their multi-dimensional search. There are also some SR-based methods to
deal with SCN. Directional noise field sparse spectrum fitting (DN-SpSF) was proposed
based on sparse spectrum fitting (SpSF) using a finite Fourier series to represent the noise
covariance matrix, and the problem is solved by convex optimization [21]. In [22], this idea
is extended under the SBL framework. However, the regularization parameters in [21] are
difficult to select, and because these two methods use covariance vectors for estimation,
the computational complexity increases intensively when the array aperture increases.
A method named SCN-MSBL is proposed in [23], characterizing the noise using prolate
spheroidal wave functions. However, when the modeling error between the noise model
and the real received noise becomes larger, its performance gradually gets worse.

Exploiting the spatial sparsity of source signals, we propose an SBL-based method
adapted to underwater maneuvering platform noise. Unlike DN-SpSF and SCN-MSBL, in
which the noise is fitted by constructing a parametric model, we obtain the noise covariance
matrix by projecting the received data covariance matrix into the noise subspace. The main
contribution of the paper is as follows. (1) The spatial characteristics of the underwater
maneuvering platform noise are analyzed by using sampled noise from real environments.
(2) The SBL framework is extended to that in unknown SCN, and the SCN covariance matrix
is fitted by projecting the received data covariance matrix into the noise subspace. (3) The
performance and effectiveness of the proposed method are tested through simulation and
sea trial data processing. The simulation results show that the proposed method provides a
high estimation accuracy without spurious peaks. The sea trial results verify the feasibility
of this method in underwater maneuvering platform noise.

2. Problem Description
2.1. Spatial Distribution of Underwater Maneuvering Platform Noise

To explore the influence of the underwater maneuvering platform noise on DOA
estimation using sonar arrays mounted on the platform, the noise spatial distribution was
first analyzed. We processed 50 s data obtained from a sea trial. This segment of data were
received by a 25-element linear array carried by an underwater maneuvering platform. It
should be noted that during this period, there were no targets in the far-field. Therefore,
it can be considered that the main part of the array receiving noise was the self-noise
generated by the platform motion. The corresponding directions of the stern and bow of
the underwater platform during the sea trial are shown in Figure 1.
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As shown in Figure 1, 0◦ denotes the stern direction of the platform, and 180◦ denotes
the bow direction. Figure 2 shows the bearing time record (BTR) of underwater platform
noise in a certain frequency band using CBF. As shown, the underwater platform self-noise
is obviously directional in the spatial domain. Due to the influence of the mechanical noise
and the propeller noise, the spectrum level in the area near the stern of the platform (0–60◦,
300–359◦) is significantly higher than that in other areas. Additionally, the noise spectrum
level in the area near the bow (170–190◦) is also higher than that in the side area.
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Figure 2. BTR of the underwater platform noise.

In order to show the spatial distribution of the noise more intuitively, Figure 3 shows
the spatial spectrum at different times. Comparing Figure 3a,b, it is noticed that the noise
spatial distribution varies from time to time, and it is hard to obtain a stationary noise
covariance matrix [24]. Therefore, we need a DOA estimation method in an unknown SCN
environment, which can provide a high estimation accuracy under limited array apertures
and low SNR conditions.

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 3 of 15 
 

 

As shown in Figure 1, 0° denotes the stern direction of the platform, and 180° denotes 
the bow direction. Figure 2 shows the bearing time record (BTR) of underwater platform 
noise in a certain frequency band using CBF. As shown, the underwater platform self-
noise is obviously directional in the spatial domain. Due to the influence of the mechanical 
noise and the propeller noise, the spectrum level in the area near the stern of the platform 
(0–60°, 300–359°) is significantly higher than that in other areas. Additionally, the noise 
spectrum level in the area near the bow (170–190°) is also higher than that in the side area.  

 
Figure 2. BTR of the underwater platform noise. 

In order to show the spatial distribution of the noise more intuitively, Figure 3 shows 
the spatial spectrum at different times. Comparing Figure 3a,b, it is noticed that the noise 
spatial distribution varies from time to time, and it is hard to obtain a stationary noise 
covariance matrix [24]. Therefore, we need a DOA estimation method in an unknown SCN 
environment, which can provide a high estimation accuracy under limited array apertures 
and low SNR conditions. 

  
(a) (b) 

Figure 3. The noise spatial spectrum at different times. (a) 17th s, (b) 32nd s. 

2.2. Establishment of Noise Model 
In this subsection, we divide the noise into two parts. One minor part is the isotropic 

noise, representing the environmental noise. The other major part is the SCN, representing 
the underwater maneuvering platform noise. 

According to [25], we make the following assumptions for the isotropic noise: 
(1) Assume that there is a spherical surface on which Nw discrete points are randomly 

distributed. 
(2) Each discrete point is placed with independent narrow-band noise with the same 

power. 

0 50 100 150 200 250 300 350
Angle(°)

-8

-6

-4

-2

0

Figure 3. The noise spatial spectrum at different times. (a) 17th s, (b) 32nd s.

2.2. Establishment of Noise Model

In this subsection, we divide the noise into two parts. One minor part is the isotropic
noise, representing the environmental noise. The other major part is the SCN, representing
the underwater maneuvering platform noise.

According to [25], we make the following assumptions for the isotropic noise:

(1) Assume that there is a spherical surface on which Nw discrete points are ran-
domly distributed.
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(2) Each discrete point is placed with independent narrow-band noise with the same power.
(3) A receiving array is placed at the sphere center, and the sphere radius is significantly

large compared to the array aperture. Therefore, the noise is approximated as a
plane wave.

Following the above assumptions, the received isotropic noise data can be expressed as

nFF =
Nw

∑
i=1

aF(θi, ϕi)sθi ,ϕi (1)

where θi denotes the azimuth angle, ϕi denotes the elevation angle, and sθi ,ϕi denotes the
received noise generated at (θi, ϕi). Assume an M-element uniform linear array (ULA);
aF(θi, ϕi) denotes the steering vector of the noise at (θi, ϕi), shown as

aF(θi, ϕi) = [1, exp(jwd cos θi cos ϕi), · · · , exp(jw(M− 1)d cos θi cos ϕi)]
T (2)

where d is the element spacing, w = 2π/λ is the wavenumber, and λ is the wavelength.
Similar to the isotropic noise condition, the SCN can be represented by adding enough

discrete noise sources in some regions of the near field, denoted as

nNF =
Nc

∑
k=1

aN(rk)srk (3)

where Nc is the number of near-field discrete noise sources. rk is the distance from the k-th
near-field noise source to the reference element. aN(rk) is the near-field steering vector,
denoted as

aN(rk) =

[
1,

rk
r2k

exp(−jw(r2k − rk)), . . . ,
rk

rMk
exp(−jw(rMk − rk))

]T
(4)

where rMk denotes the distance from the k-th noise source to the M-th element.
Therefore, the underwater platform noise can be expressed as

n = nNF + nFF

=
Nc
∑

k=1
aN(rk)srk +

Nw
∑

i=1
aF(θi, ϕi)sθi ,ϕi

(5)

To verify the effectiveness of the noise model, Figure 4 shows the spatial spectrum of
the simulation noise. As shown, the noise is spatially colored, and the spectrum level is
higher near the endfire directions, which shows similarity to the noise spatial distribution
presented in Figure 4.
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2.3. Received Data Model

Assume that K signals are incident from the far-field, the received data model at
snapshot t can be expressed as

x(t) = A(θ)s(t) + n(t), t ∈ {1, 2, · · · , T} (6)

where T represents the total snapshot number, A(θ) = [a(θ1), · · · , a(θK)], and a(θk) is
denoted as [1, · · · , exp(jw(M− 1)d cos(θk))]

T .
For the multi-snapshot case of the SR model, Equation (6) is extended as

X = AS + N (7)

where N = [n(1), · · · , n(T)], X = [x(1), · · · , x(T)], A = [a(θ1), · · · , a(θL)] is an overcom-
plete dictionary formed by the steering vectors corresponding to θ = {θ1, · · · , θL}, where L
satisfies L� M > K, and S = [s(1), · · · , s(T)] is the zero-padding extension of S.

3. Proposed Method

Since SBL achieves a high accuracy under low SNRs and small snapshot numbers
compared to CBF and MUSIC, in this section, we first extend the SBL framework to that
under an unknown SCN covariance matrix. Then, to reconstruct this noise covariance
matrix, we project the received data covariance matrix to the noise subspace through
a maximum likelihood method, and the final estimation results are obtained through
multiple iterations. Unlike SCN-MSBL and DN-SpSF, the proposed method does not set a
parameterized model to obtain an approximate representation of the noise, but it rather
directly acquires the SCN covariance matrix by projecting the received data covariance
matrix to the noise subspace.

3.1. Sparse Bayesian Learning Framework under an Unknown SCN Covariance Matrix

Assume that the signals and the noise are uncorrelated, and the received data from
different snapshots are independent of each other. The probability density of the SCN is
expressed as

p(N; Σn) =
T

∏
t=1
CN (n(t); 0, Σn) (8)

where Σn represents the noise covariance matrix. It is worth noting that if the noise is
isotropic white Gaussian noise, Σn = Σ2I, where Σ2 denotes the noise power. Since N
exhibits correlation in the spatial domain, Σn cannot be represented by a diagonal matrix.

Depending on the received data model provided in Equation (7), the likelihood func-
tion of X is expressed as

p(X|S; Σn) =
T

∏
t=1
|πΣn|−1 exp

{
−
[
x(t)−As(t)

]H
Σ−1

n
[
x(t)−As(t)

]}
(9)

where |·| denotes the determinant operation.
Assuming that S is zero-mean complex Gaussian and distributed in the spatial domain,

it can be expressed as

p(S; γγγ) =
T

∏
t=1

L

∏
l=1

1
πγγγl

exp

(
−|sl(t)|2

γγγl

)
(10)
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where Γ = diag(γγγ), the hyperparameter γγγ = [γ1, γ2 · · · γL] ≥ 0, and each γl represents the
signal power corresponding to θl . sl(t) denotes the l-th element in s(t). Then, the evidence
p(X; γγγ, Σn) is expressed as

p(X; γγγ, Σn) =
T

∏
t=1
|πΣx|−1 exp

{
−xH(t)Σ−1

x x(t)
}

(11)

where Σx represents the covariance matrix of X, expressed as

Σx = AΓAH
+ Σn (12)

Following the Bayesian framework, the posterior probability of S with respect to X
can be derived by using Equations (9)–(11), expressed as

p(S|X; γγγ, Σn) = CN (S|µ, Σs)

=
T
∏

t=1
|πΣs|−1 exp

{
−[s(t)− µt]

HΣ−1
s [s(t)− µt]

} (13)

where µ = [µ1, µ2, · · · , µT ] represents the expectation of S, and Σs represents the variance
of S. To obtain the expressions of Σs and µ, we rewrite Equation (9) to change the expression
to that in the original SBL [11,12], shown as

p(X|S; Σn) =
T
∏

t=1
|πΣn|−1 exp

{
−
[
x(t)−As(t)

]H
Σ−1

n
[
x(t)−As(t)

]}
=

T
∏

t=1
|πΣn|−1 exp

{
−
∥∥x̃(t)− Ãs(t)

∥∥2
2

} (14)

where x̃(t) = Σ
− 1

2
n x(t) and Ã = Σ

− 1
2

n A. Using the Woodbury identity, Σs and µ can be
expressed as

Σs = (ÃHÃ + Γ−1)
−1

= (AH
Σ−1

n A + Γ−1)
−1

= Γ− ΓAH
(AΓAH

+ Σn)
−1

AΓ

(15)

µ = ΣsÃ
HX̃

= ΣsA
H

Σ−1
n X

= ΓAH
(AΓAH

+ Σn)
−1

X

(16)

It is obvious that the calculation of Σs and µ needs the defined hyperparameters γγγ and
Σn. According to Equation (10), the distribution of S depends on γγγ, which means the value
of γγγ will affect the final result of the sparse reconstruction. To obtain a more reasonable γγγ,
we first obtain the log function of Equation (11) and neglect the constant term, i.e.,

log(p(X; γγγ, Σn)) ∝ −T log
∣∣∣Σx

∣∣∣−tr(XHΣ−1
x X) (17)

where tr(·) represents the trace operation. By maximizing the above equation, the estimates
of γγγ and Σn are obtained. Here, we adopt the expectation maximization method to resolve
this problem since it is hard to take the partial derivatives of γγγ and Σn directly. Therefore,
γγγ is represented as

γl =
µl·µl·

H

T
+ (Σs)l,l (18)

where µl· is the l-th row of µ, and (Σs)l,l is the l-th diagonal element of Σs.
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Due to the fact that it is hard to acquire an accurate distribution of the SCN covariance
matrix Σn, we are not able to utilize the above method for updating. Therefore, it is
necessary to acquire a new method to estimate Σn.

3.2. SCN Covariance Matrix Estimation

We maximize the log function of Equation (9) with respect to the potential targets Sκ .
For a fixed Σn and Aκ , Sκ is expressed as

Sκ = (AH
κ Σ−1

n Aκ)
−1

AκΣ−1
n X (19)

where κ is the number of potential targets, and Aκ consists of the steering vectors corre-
sponding to the κ highest peaks from A. When the target number K is known, κ = K, and

Sκ = S = (AHΣ−1
n A)

−1
AHΣ−1

n X.
Thus, the noise N can be expressed as

N = X−ASκ

= P⊥AX
(20)

where P⊥A = I−Aκ(A
H
κ Σ−1

n Aκ)
−1

AH
κ Σ−1

n .
Furthermore, Σn is approximately denoted as

Σn = NNH

T
= P⊥AR̂P⊥H

A
(21)

where R̂ = XXH/N denotes the sample covariance matrix. Therefore, Σn retains most of
the SCN information, and the final results are obtained through multiple iterative steps.

3.3. Iterative Steps and Computational Complexity

Since this proposed method is adapted to underwater maneuvering platform noise, it
is named underwater maneuvering platform noise sparse Bayesian learning (UNSBL).

The iterative steps are as Algorithm 1:

Algorithm 1: Underwater maneuvering platform noise sparse Bayesian learning (UNSBL)

Input: X, A;
Initialization: hyperparameters γγγ and Σn; maximum number of iterations imax; iteration
termination parameter ε;
While not converge do
(1) Calculate Σs and µ using Equations (15) and (16);
(2) Update γγγ using Equation (18);
(3) Update Σn using Equation (21);

(4) If
∥∥∥γγγnew −γγγold

∥∥∥
2
/‖γγγnew‖

2
< ε or i = imax, break;

(5) Else, go to step (1);
(6) End if
End while
Output: γγγ;

In subsequent experiments, initialize γγγ and Σn as identity matrices, imax = 2000, and
ε = 10−4.

According to the above steps, it can be seen that in each iteration, the calculations
of µ, Σs, and γγγ are almost the same as those of classical SBL methods. For the update of
Σn, O

(
κM2) complex multiplications are added. The computational complexity of the

conventional SBL methods is O
(

M2L + MLT
)
. Because κ < M � L, the computational

complexity of UNSBL is approximately the same as that of the conventional SBL methods.
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4. Simulation Analysis

Several simulation experiments were conducted to test the performance of UNSBL in
this section. We compared the performance with that of several existing methods mentioned
above, including CBF, MUSIC, SBL, DN-SpSF, and SCN-MSBL. The regularization parame-
ter of DN-SpSF was selected as 8 in the following experiments. Due to the non-uniform
distribution of the noise probability density, in the case of SCN, SNR can be defined as

SNR = 10lg
2πE[s(t)s∗(t)]∫ 2π

0 vn(θ)dθ
(22)

where vn(θ) represents the noise power at θ.

4.1. Spatial Spectra

First, the spatial spectrum estimation results of each method are examined in the
presence of isotropic noise as well as SCN. Assume that a 10-element ULA with half-
wavelength spacing is used to receive the source signal. A far-field narrowband signal is
incident from 120◦, the snapshot number is 100, and the discrete angle interval is set to 1◦.
The SCN model is established according to Section 2.2. Figure 5 shows the spatial spectra
of the isotropic noise and the SCN received by the array in the case of no incident signal.
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As shown, the spatial spectrum amplitude difference of the isotropic noise is within
2 dB. Unlike the isotropic noise, the simulated spatial spectrum amplitude difference of the
SCN is about 9 dB. The peak and valley values of the noise appear around 160◦ and 30◦,
respectively. The noise spectrum level is higher near 0◦ and 180◦, which is similar to the
noise spatial distribution of the underwater platform mentioned in Section 2.2.

Next, we investigate the spatial spectra of the tested methods under different noise
sources and SNRs. The results are shown in Figure 6.

As can be seen, the SR-based methods (SBL, SCN-MSBL, DN-SpSF, UNSBL) have
sharper spectral peaks than MUSIC and CBF. Comparing Figure 6a,c and Figure 6b,d, we
find that in the isotropic noise, all the tested methods can accurately estimate the target
direction without spurious peaks. Moreover, the noise spectrum of each method is relatively
flat, while under the SCN, the noise spectrum of CBF becomes higher in the ranges of 0–30◦

and 150–180◦. The performance of SBL deteriorates under this situation. It has spurious
peaks at 160◦ and 130◦, which will cause misjudgment of the target in practical applications.
MUSIC, SCN-MSBL, DN-SpSF, and the proposed UNSBL perform well under these two
noise conditions. Thus, they are robust to different spatial distributions of noise. However,
the performance of SCN-MSBL is greatly affected by SNRs.
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Figure 6. Spatial spectra under different noise sources and SNRs. (a) Isotropic noise SNR = 5 dB,
(b) SCN SNR = 5 dB, (c) Isotropic noise SNR = −5 dB, (d) SCN SNR = −5 dB.

Finally, we examine the spatial spectra of the tested methods with coherent signals.
Assume that two coherent signals are incident from 120◦ and 140◦, and the remaining
simulation conditions are the same as in Figure 6d. Figure 7 shows the results of differ-
ent methods.
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enlarged view.

As shown, MUSIC cannot deal with coherent signals, and the rest methods are able
to estimate the DOAs. In Figure 7a, SBL still has spurious peaks due to the influence of
SCN; it is worth noting that DN-SpSF generates spurious peaks because the regularization
parameter used in the previous experiment is slightly small in this case. This fact indicates
that the performance of DN-SpSF is sensitive to the selection of the regularization parameter.
SCN-MSBL and the proposed UNSBL achieve good and robust performance with coherent
signals compared to the other methods.
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4.2. Statistical Performance

We analyze the statistical performance of the tested methods in SCN, including the
root mean square errors (RMSEs) under different SNRs and different snapshot numbers,
and the angle resolution ability of adjacent target signals. The SCN model is the same as
that in Figure 5. The RMSE and the criteria for successfully distinguishing adjacent signals
can be defined as follows

RMSEθ =

√√√√ 1
K× I

I

∑
i

K

∑
k=1

(
θ̂ki − θk

)2
(23)

2

∑
k=1

∣∣θ̂ki − θk
∣∣ < |θ1 − θ2| (24)

where I denotes the total number of Monte Carlo tests under each condition, and θ̂ki is the
i-th estimate of θk.

First, assume that there are two uncorrelated far-field targets incident from 120.3◦ and
140.3◦, respectively. The SNR changes from −5 dB to 15 dB, the discrete angle interval is
2◦, the number of snapshots is 100, and 200 independent Monte Carlo tests are performed
under each condition. Figure 8 shows the results of RMSE versus SNR. As shown, the
proposed UNSBL provides a higher estimation accuracy, especially in the case of low
SNRs. However, the other methods have higher RMSEs in such cases. Compared to them,
the estimation accuracy of UNSBL is less affected when the SCN level becomes larger.
Therefore, UNSBL is more robust than the other methods under low SNRs.
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Figure 8. RMSE versus SNR.

Then, the SNR is fixed at 0 dB, and the number of snapshots changes from 20 to 200.
Figure 9 shows the results of RMSE versus the number of snapshots. As shown, DN-SpSF
has the highest RMSE when the number of snapshots is 20. The overall RMSEs of CBF are
slightly higher than those of the other methods. DN-SpSF provides the highest RMSEs
when the number of snapshots is 20. UNSBL achieves a higher estimation accuracy than
the other methods. In other words, the proposed UNSBL achieves better robustness under
small snapshot numbers, compared to the rest methods.
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Finally, assume that there are two adjacent signals incident from the far-field. We
set the number of snapshots to 100 and SNR to 5 dB, and the angle interval between two
adjacent signals increases from 4◦ to 20◦. Figure 10 shows the resolution probability with
different angle intervals. CBF performs the worst due to the Rayleigh limit. UNSBL is
slightly better than MUSIC but inferior to SCN-MSBL and DN-SpSF. The reason is that
Σn is regarded as the projection of the received data covariance matrix in the noise space
according to Equation (21). When the targets are spatially close, the similarity of the steering
vectors of the two targets is too high, so the signal subspace bases are too similar, and they
are easy to be judged as the same target.
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5. Sea Trial

In this section, we test the effectiveness of UNSBL using the results of the sea trial data
processing. The sea trial scenario is shown in Figure 11. The underwater mobile platform is
equipped with a 25-elment linear array. The element spacing is half the wavelength corre-
sponding to the highest frequency of the incident signal. In the sea trial, the underwater
mobile platform sails at a depth of about 15 m. The source is suspended by the test ship
in the water at a depth of about 15 m and placed at a distance of about 5 km from the
underwater mobile platform.
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Figure 11. Sea trial situation.

We took 50 s received data and processed 200 frequency domain snapshots per second
within a certain narrowband. The BTRs of CBF, MUSIC, SBL, SCN-MSBL, DN-SpSF, and
the proposed UNSBL are shown in Figure 12. Here, 0◦ and 180◦ correspond to the stern
and bow of the underwater platform, respectively. According to the GPS provided by the
test ship, the target DOA changes from about 90◦ to about 94◦. Figure 13 shows the GPS
results and DOA results using different methods (ignoring the spurious peaks).
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Figure 13. GPS results and DOA results using different methods. (a) CBF, (b) MUSIC, (c) SBL,
(d) SCN-MSBL, (e) DN-SpSF, and (f) UNSBL.

As shown in Figures 12 and 13, all the tested methods can provide the approximate
DOA estimation (all RMSEs are about 1.2◦) while the performance varies considerably. In
Figure 12a, CBF is affected by the local noise, and the noise spectrum level is generally high
from 0◦ to 60◦. In Figure 12b, the noise spectrum level of MUSIC is the highest. Comparing
the BTRs of the SR-based methods shown in Figure 12c–f shows that SBL has multiple
spurious peaks from 0◦ to 80◦ due to the local noise, which may be misjudged as spurious
signals. DN-SpSF provides the lowest noise spectrum level while it has some spurious
peaks at some time points. SCN-MSBL and the proposed UNSBL are highly suitable for
the local noise, and UNSBL provides a lower noise spectrum level than SCN-MSBL. Then,
we display the spatial spectra of the above methods at 45 s, and the results are shown in
Figure 14. The difference between the highest and lowest noise spectrum levels is about
7 dB for CBF. DN-SpSF has the sharpest peak and the lowest noise spectrum level, while
it has a spurious peak at about 60◦. The proposed UNSBL has better performance with a
lower and flatter noise spectrum level and a sharper peak compared to the rest methods.
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6. Conclusions

For the sonar arrays fixed on an underwater maneuvering platform, the received noise
is spatially directional, time-varying, and unknown. To estimate the DOAs of the far-field
targets under such a condition and acquire better performance in low SNRs and small
snapshot numbers, an SBL-based method is proposed in this paper, abbreviated as UNSBL.
First, the SBL framework under an unknown noise covariance matrix is established. Then,
this noise covariance matrix is estimated by projecting the covariance matrix of the received
data into the noise subspace through a maximum likelihood method. The final DOA
estimation results are obtained with multiple iterations. The proposed UNSBL performance
and effectiveness are tested by simulation and sea trial data processing. The results show
that UNSBL is superior in the following aspects:

(1) UNSBL avoids spurious peaks and yields good and robust performance with various
SNRs and coherent signals through spatial spectrum analysis.

(2) UNSBL achieves a higher accuracy in the case of low SNRs and small snapshot
numbers through statistical analysis, compared to the existing methods. In other
words, UNSBL is more robust to such cases than the other methods.

(3) The feasibility and stability of UNSBL are validated through sea trial data processing.
UNSBL provides a lower and flatter noise spectrum level without spurious peaks in
the real underwater maneuvering platform noise.

Although UNSBL has advantages in the above aspects, there are still some aspects
that need to be improved. The major one is the resolution probability of UNSBL. We will
continue to improve the capability of UNSBL in this aspect.
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