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Abstract: As an image processing method, underwater image enhancement (UIE) plays an impor-
tant role in the field of underwater resource detection and engineering research. Currently, the
convolutional neural network (CNN)- and Transformer-based methods are the mainstream methods
for UIE. However, CNNs usually use pooling to expand the receptive field, which may lead to
information loss that is not conducive to feature extraction and analysis. At the same time, edge
blurring can easily occur in enhanced images obtained by the existing methods. To address this
issue, this paper proposes a framework that combines CNN and Transformer, employs the wavelet
transform and inverse wavelet transform for encoding and decoding, and progressively embeds the
edge information on the raw image in the encoding process. Specifically, first, features of the raw
image and its edge detection image are extracted step by step using the convolution module and the
residual dense attention module, respectively, to obtain mixed feature maps of different resolutions.
Next, the residual structure Swin Transformer group is used to extract global features. Then, the
resulting feature map and the encoder’s hybrid feature map are used for high-resolution feature map
reconstruction by the decoder. The experimental results show that the proposed method can achieve
an excellent effect in edge information protection and visual reconstruction of images. In addition,
the effectiveness of each component of the proposed model is verified by ablation experiments.

Keywords: underwater image enhancement; wavelet transform; edge detection; Transformer

1. Introduction

Underwater images play an essential role in the field of underwater resource detection
and underwater engineering research [1,2]. However, images acquired underwater are
often degraded by light absorption and scattering, such as blur, color cast, and marine
snow. This has a severe impact on both underwater detection and engineering research.
Traditional methods for underwater image enhancement (UIE) mostly use manual feature
modeling methods to enhance visuals, such as prior knowledge-based methods [3,4],
wavelet transform-based methods [5,6], and retinex-based method [7]. However, these
methods are effective only in specific scenarios and have limited robustness in complex
scenarios. With the rapid development of deep learning, convolutional neural network
(CNN)- and Transformer-based methods have been widely used in the field of image
processing [8–14].

At present, the CNN- and Transformer-based methods are the mainstream methods in
the field of computer vision. Although the CNN-based methods have been shown to be
able to capture local features between contexts, they cannot effectively model long-range
dependencies due to the local property of convolutional kernels. In contrast, Transformer-
based methods can capture global interactions between contexts and have shown promising
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performance in long-range dependency modeling, but they perform poorly in capturing
local contexts. Nevertheless, both local and global features are crucial for computer vision
tasks, especially for image enhancement. Different from the existing CNN and Transformer
combination methods, we add the Swin Transformer [15] group with residual structure in
the transformation part of encoding and decoding, which can better integrate local and
global information and improve the visual effect of enhanced images.

Due to its sparse representation ability for images and good reconstruction and time-
frequency localization properties, wavelet transform has been widely used in image restora-
tion and enhancement tasks [5,6]. In deep-learning-based methods, CNNs usually use
pooling to expand the receptive field, but such an approach may lead to the loss of im-
portant information, such as the color or edge of an image, which is not conducive to
feature extraction and analysis. To solve this problem, Liu et al. [16] proposed embedding
wavelet transform into the CNN architecture to reduce the resolution of feature maps while
increasing the receptive field. After that, many studies on computer vision have embedded
wavelet transform into their network to recover detailed information from the raw image,
and good results have been achieved [17–19], which has been an inspiration for the method
proposed in this study.

Although the existing deep-learning-based methods can achieve excellent performance
on UIE, they often produce blurred edges in enhanced images. Recently, edge information
has been used in deep-learning-based models and applied to a wide range of computer
vision tasks [20–22]. However, although edge information has the potential to improve the
performance of UIE, it has not been commonly adopted by the CNN- and Transformer-
based methods. To reinforce the ability of the UIE network to recover edge information,
first, the edge information of the raw image should be obtained by the Sobel edge detector;
then, both the raw image and the edge detection image should be used as the input of a
deep-learning-based network to strengthen the learning effect of edge information in the
encoding and decoding processes.

In this work, to obtain high-quality underwater visual images, a UIE method that uses
CNN and Transformer as the main framework and combines the wavelet transform and
edge detection, called WE-Net, is proposed. Specifically, first, the Sobel edge detection
algorithm is applied to the raw image to obtain the corresponding edge image, and then
these two images are used as input and sent to the hybrid encoder. In the hybrid encoder, a
feature extraction module consisting of a convolutional block and a residual dense attention
module (RDAM) is designed, and a discrete wavelet transform is employed to reduce the
resolution of the feature map progressively. The RDAM is composed of a dense residual
module and attention blocks. The effectiveness of dense residual blocks has been verified
in [23,24], and it has been shown that they have a positive effect on color correction. In the
attention blocks, we use pixel attention, channel attention, and spatial attention combined
in a parallel manner, which is encouraged to focus on the effective information of the
image. Next, the encoded feature maps are fed to the residual-structured Swin Transformer
group to learn the global features of the context. Finally, the obtained feature maps and the
mixed feature map obtained by the encoding process are sent to the decoder for resolution
reconstruction. To be in accordance with the encoder, the decoder adopted in this study
consists of deconvolutional and residual dense attention modules.

The main contributions of our work are as follows:

• An improved UIE model that combines CNN and Transformer is proposed, and
discrete wavelet transform and edge detection are added to the network to improve
its feature representation and edge enhancement performances;

• A dense residual attention module, which consists of a dense residual block and three
attention modules, is designed and embedded into the encoder-decoder network for
feature encoding and decoding;

• The effectiveness of the proposed WE-Net is verified by comparison with the existing
methods on the full- and non-reference datasets for UIE. In addition, the robustness
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of the proposed model is demonstrated by ablation studies, and quantitative and
qualitative tests.

2. Related Work

As a branch of image processing, UIE is mainly intended to enhance the visual effect
of degraded images. With the outstanding performance of deep learning, the focus of
researchers has shifted from traditional hand-crafted feature-based modeling methods to
data-driven deep-learning-based methods. In this section, some of the common methods
related to the proposed method are introduced.

CNN-Transformer-Based Methods: CNN (encoder-decoder architecture) and Trans-
former, as essential deep learning models, have achieved encouraging results in the com-
puter vision field. Recently, many studies have effectively integrated these two models,
using their advantages to compensate for their shortcomings [25–28]. Li et al. [25] com-
bined a Transformer with a 3D CNN to effectively model local and global features for
medical image segmentation, while introducing a deformable bottleneck module to capture
more shape-aware feature representations. Song et al. [26] proposed a hybrid network
similar to the U-Net and combined the Transformer and CNN to extract global and local
information for medical image registration. Gao et al. [27] proposed an efficient CNN-
Transformer cooperation network for face super-resolution tasks, using the multi-scale
connected encoder-decoder architecture as the backbone. Chen et al. [28] adopted a hy-
brid CNN-Transformer structure to exploit high-resolution spatial information from CNN
features and Transformer-encoded global context. The aforementioned works use the
advantages of the CNN and Transformer to capture the local and global information of the
context well and obtain satisfactory results, which has also provided ideas for this work.

Wavelet-Based Methods: The wavelet transform decomposes the input signal into dif-
ferent frequency components and represents a powerful tool for image processing and time-
frequency representation. Traditional wavelet transform-based image denoising and image
restoration have been widely studied since before the advent of deep learning [5,6,29,30].
For instance, Zhou et al. [31] performed wavelet decomposition on color-corrected and
contrast-stretched underwater images, and fused the decomposed components in equal
proportions to improve the color recovery effect. However, traditional methods use hand-
crafted features and cannot remove uneven noise information well. Wavelet transform
has been embedded into deep learning models to perform various vision tasks, such as
image inpainting [32], medical image super-resolution [33], image deraining [19], image
denoising [16,18], image ISP [24], and underwater image enhancement [17]. Inspired by
the previous work, this study reduces the resolution of feature maps and increases the
receptive field using the wavelet transform in encoding, and reconstructs high-resolution
feature maps using inverse wavelet transform in decoding.

Edge-Enhancement-Based Methods: The essence of UIE is to improve the clarity of
an image, and edge information is one of the critical indicators of image enhancement.
Many recent studies have incorporated edge prior knowledge into deep-learning-based
models. For instance, Chen et al. [20] designed a novel deblurring model by explicitly
modeling edge information as prior knowledge. Kim et al. [22] proposed combining a
dense edge detection network and feature merge network to enhance edge information for
image super-resolution. Liang et al. [21] proposed a densely connected CNN based on edge
enhancement for low-dose CT denoising. Different from the above-mentioned embedding
methods of edge information, this study uses the prior edge knowledge and a raw image
as input to perform mixed encoding of the network and sends the fused information to the
decoder for decoding through skip connections. This ensures that edge information can be
paid attention to during both input feature extraction and reconstruction.

3. Proposed Method

In this section, the concept of discrete wavelet transform and Sobel edge detection
are briefly introduced, and the main motivation for this work is explained. The proposed
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WE-Net based on RDAM and its network architecture for UIE is presented. Finally, a loss
function is introduced.

3.1. Proposed Architecture Background

Discrete Wavelet Transform: Wavelet transform has been an important method in
image processing. It can decompose the image into independent sub-bands containing low-
and high-frequency information; these sub-bands can provide important information for
subsequent feature extraction and analysis. In this work, the Haar wavelet transform is

used, where four filter kernels are used for image decomposition: fLL =

[
1 1
1 1

]
, fLH =[

−1 −1
1 1

]
, fHL =

[
−1 1
−1 1

]
, fHH =

[
1 −1
−1 1

]
, where indexes L and H represent low

and high frequencies, respectively. The low-pass filter fLL captures smooth surfaces and
textures, while the other three high-pass filters extract vertical, horizontal, and diagonal
edge information. Given an input image I, wavelet transform can be performed through
convolution and down-sampling operations, which can be expressed by:

DWTi = (I ⊗ fi) ↓ 2, i ∈ {LL, LH, HL, HH} (1)

where ⊗ represents the convolution operation, and ↓ 2 represents the standard down-
sampling operator with a factor of two. According to Equation (1), the DWT can be deemed
a convolution process on an input image I, which uses four 2× 2 convolution kernels with
fixed weights and a stride of two. Therefore, through the DWT process, four decomposed
sub-bands {DWTLL, DWTLH , DWTHL, DWTHH}, are obtained, and each sub-band is half
the size of I.

According to the orthogonal property of four filters, we can reconstruct the four sub-
bands to the target image through IDWT without information loss. It is precisely because of
the information-lossless properties of DWT and IDWT that they are widely used in CNNs
for image processing. Inspired by [16,24], the DWT and IDWT can be employed to replace
down-sampling and up-sampling operations in an encoder-decoder network. As shown
in Figure 1, this study uses the DWT in the encoding module to reduce the feature map
resolution while increasing the receptive field and the IDWT in the decoding module to
reconstruct feature maps.
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Figure 1. The overall architecture of the proposed WE-Net. Figure 1. The overall architecture of the proposed WE-Net.

Edge Detection: The edge refers to the collection of pixels whose grayscale changes
sharply in the image, and this is the most basic image feature. Edge detection has been a
fundamental problem in the field of image processing and computer vision, and its purpose
is to identify points in an image with significant changes in brightness. In deep-learning-
based methods, the nonlinear mapping between the raw image and the corresponding
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degraded image is usually learned in an end-to-end manner without considering that the
image edge information can be easily lost during the learning process, which can make
the enhanced image edge view unclear. Therefore, edge detection is performed on the raw
image during the encoding process of the network, and the obtained image is used as an
input of the encoder together with the raw image. In this study, the Sobel edge detection
algorithm is used to obtain the edge images.

The Sobel operator represents a combination of Gaussian smoothing and differential
operations. It has a strong anti-noise ability, and the resulting edges are smooth and
continuous, so it has been widely used in edge-detection tasks. Given an input image

I, the Sobel operator contains two 3× 3 convolution filters, that is, Sx =

−1 0 1
−2 0 2
−1 0 1

,

Sy =

 1 2 1
0 0 0
−1 −2 −1

. Then, the two convolution filters are convolved with an input

image I to obtain the image grayscale values Gx and Gy for horizontal and vertical edge
detection, respectively, which is given by:

Gi = Si ⊗ I, i ∈ {x, y} (2)

Next, according to the obtained Gx and Gy, the magnitude of the gradient value G is
calculated by:

G =
√

G2
x + G2

y (3)

In this work, the Sobel edge detection is implemented by calling the Sobel function
from the Kornia library [34].

3.2. Overall Architecture

The structure of the proposed WE-Net is presented in Figure 1. Given an input under-
water image Iraw ∈ RC×H×W and its edge image Iedge ∈ RC×H×W with a spatial resolution
of H×W and C channels, first, feature maps are obtained from the input image and its edge
images separately by a convolution block and the proposed RDAM, and the mixed feature
maps are fed to the next level via DWT. After that, the Swin Transformer is employed to
refine and enhance the mixed-encoded features further. Finally, the IDWT, RDAM, and
deconvolutional block are repeatedly applied to gradually produce an enhanced result.

Encoder Stage: As mentioned above, the encoding stage is designed for feature
extraction. First, the edge image Iedge is obtained by performing the Sobel edge detection
method on the raw image Iraw. Then, a convolution block and two specially designed
RDAMs are applied to each encoding stage to extract the features of the raw image branch
and edge image branch, respectively. The convolution block consists of a 3× 3 convolutional
layer and has a PReLU activation function. Next, the feature maps of the raw image branch
and the edge image branch are fused, and the feature map resolution is reduced by the DWT.
Therefore, after each encoding stage, the size of the output feature maps is halved, while
the number of output channels is doubled. Thus, the i-th stage of the encoder produces
the feature maps IE(i) ∈ RiC× H

i ×
W
i . The mathematical process of the encoder stage can be

expressed as follows:

I′raw(i) = RDAM(RDAM(ConvBlo(Iraw(i−1))))⊕ RDAM(RDAM(ConvBlo(Iedge(i−1))))

Iraw(i) = DWT(I′raw(i)) i ∈ {1, 2, 3, 4}
(4)

where ConvBlo(·) represents the PReLU(Conv(·)) operation sequence, and Iraw(0) and
Iedge(0) represent the raw image and its edge image, respectively.
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Bottleneck Stage: There exists a bottleneck stage between the encoding and decoding
stages. To achieve better usage of these features in the decoding stage, the Swin Transformer
block (STB) is used to refine and enhance the encoded features further. The Transformer is
used mainly because it can compensate for the inability of the encoding stage to efficiently
model long-term dependencies and learn global interactions. In the proposed design, the
L Swin Transformers are used for concatenation, and skip connections are added at the
beginning and end. This can not only effectively transform the encoded features but also
retain the detailed features. The output of the s-th (s∈ [1, 2, . . . , L]) Transformer layer can
be calculated by:

X′s = W −MSA(LN(Xs−1)) + Xs−1
Xs = MLP(LN(X′s)) + X′s

X′s+1 = SW −MSA(LN(Xs) + Xs
Xs+1 = MLP(LN(X′s+1)) + X′s+1

(5)

where X′s and Xs represent the output features of the window-based multi-head self-
attention (W-MSA) and MLP module of block s, respectively, while LN(·) denotes layer
normalization. The specific implementation details of the W-MSA and SW-MSA can be
found in [15].

Decoder stage: To generate full-resolution enhanced results as the raw image space
(3× H ×W), a decoder is introduced to reconstruct feature maps, which consist of the
RDAM, deconvolution block, and IDWT. Specifically, the decoder uses the bottleneck
layer output and hybrid feature of the encoder as inputs and progressively fuses them
through the RDAM and deconvolution block to reconstruct high-quality representations.
The deconvolution block consists of a 3× 3 deconvolutional layer with a stride of one and
the PReLU activation function. In accordance with the encoding stage, the IDWT is used
for feature map up-sampling in the decoding stage. Therefore, each decoder halves the
number of output feature channels while doubling the size of output feature maps, as
shown in Figure 1. The mathematical expression of the decoder stage is given by:

Irecon(i) = IDWT(DeConvBlo(RDAM(RDAM(Irecon(i−1)))))⊕ I′raw(4−i)i ∈ {1, 2, 3} (6)

where DeConvBlo(·) represents the PReLU(DeConv(·)) operation sequence, and Irecon(0)
represents the output feature map of the bottleneck layer.

3.3. Residual Dense Attention Module (RDAM)

As one of the most important modules in WE-Net, the RDAM is designed for feature
extraction and reconstruction using convolution and deconvolution blocks. The RDAM
consists of a residual dense block and a triple attention module (TAM). Residual dense
blocks have been widely used in computer vision tasks and have been proven to be effec-
tive in feature extraction; learning residual information helps to improve color mapping
performance [23,24,35]. In the proposed model, the residual dense block consists of five
3× 3 convolutional layers, four PReLU activation functions, and four BatchNorm layers,
as shown in Figure 2. In the convolutional layer, the first four layers aim to increase the
number of feature maps, while the last layer concatenates all feature maps generated from
the first four convolutional layers, PReLU activation function, and BatchNorm layers. At
the end of the residual dense block, the TAM is introduced to encourage the network to
learn the key spatial-, pixel-, and channel-wise information. As shown in Figure 2, the TAM
includes channel attention, spatial attention [36], and pixel attention [37], which has been
shown to be an effective combination in a parallel manner in our previous work [38]. Given
an input feature map Fin ∈ RC×H×W , the TAM is obtained as follows:

FRDB(1) = CRB(Fin) + Fin
FRDB(2) = CRB(FRDB(1)) + FRDB(1) + Fin

FRDB(i) = CRB(FRDB(i−1)) + FRDB(i−1) + · · ·+ FRDB1 + Fin
FRDB(5) = Conv(CRB(FRDB(4)) + FRDB(4) + FRDB(3) + FRDB(2) + FRDB(1) + Fin)

(7)
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FCA = σ(Conv(ReLU(Conv(GAP(FRDB(5))))))⊗ FRDB(5)
FPA = σ(Conv(ReLU(Conv(FRDB(5)))))⊗ FRDB(5)

FSA = σ(Conv([GAP
(

FRDB(5)

)
; GMP(FRDB(5))]))⊗ FRDB(5)

Fout = Conv(Conv(Conv(FRDB(5) ⊕ FCA)⊕ FPA)⊕ FSA)⊕ Fin

(8)

where CRB(·) represents the operation sequence PReLU(BatchNorm(Conv(·))); FRDB(i)
denotes the i-th layer of the residual dense block; FRDB(5) represents the output of the
residual dense block; σ is the sigmoid activation function; GAP and GMP stand for the
global average pooling and the global max pooling, respectively; and FCA, FPA, and FSA
represent the feature maps obtained based on the output of channel, pixel, and spatial
attention sub-modules, respectively.

Figure 2. Illustration of the RDAM.

3.4. Loss Function

In this work, the WE-Net parameters are optimized by minimizing the pixel loss Ll1
as follows:

Ll1 =
H

∑
x=1

W

∑
y=1

∣∣∣Irecon − Ire f

∣∣∣ (9)

where Irecon and Ire f represent the reconstructed images and the corresponding reference
images, respectively. For the UIE task, this study uses only the naïve Ll1 pixel loss to
demonstrate the effectiveness of the proposed network.

4. Experiments

In this section, first, the implementation details are introduced; then, the proposed
method is compared with the state-of-the-art (SOTA) methods both qualitatively and
quantitatively on the full- and non-reference datasets, respectively. Ablation experiments
are conducted to validate the effectiveness of each component of the proposed WE-Net.

4.1. Implementation Details

Datasets: To train WE-Net, 10,090 pairs of underwater images from the EUVP datasets [39],
1120 pairs of underwater images from the UFO-120 datasets [40], and 790 pairs of under-
water images from the UIEB datasets [41] were randomly selected. Therefore, a total of
12,000 pairs of underwater images were used for model training. For testing, the remaining
100 pairs of underwater images from the UIEB dataset, 500 pairs of underwater images
from the UFO-120 dataset, and 1345 pairs of underwater images of the EUVP datasets
were used. To verify the robustness of the proposed network, comprehensive experiments
were conducted on the non-reference datasets (i.e., the Test-C76 and RUIE datasets [42]).
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The Test-C76 dataset contained 60 underwater images without reference images provided
in the UIEB dataset and 16 representative examples presented on the project page of the
SQUID [43]. For the RUIE dataset, its subset UTTS, which contained a total of 300 images,
was used as a test set named RUIE-UTTS. For training and testing datasets, the resolution
of the images was adjusted to 256 × 256.

Experimental Settings: To implement the proposed network, we use Pytorch as
the deep learning framework on an Intel i9-10900X CPU with 32Gb RAM, and a Nvidia
GeForce GTX 3090 GPU with 24 Gb of VRAM. To optimize the proposed model, the Adam
optimizer was adopted with a momentum of 0.9. The learning rate used a cosine annealing
strategy [44], with an initial value of 1e-4. The number of epochs was set to 200, and
the batch size was set to eight. The number of STBs was empirically set to eight. In all
comparative experiments, the same training and testing datasets were used.

Comparison Methods: WE-Net was compared with eight methods, including two
traditional methods (UDCP [3] and ULAP [45]), a residual-network-based method (URe-
snet [8]), a shallow-network-based method (shallow-UWnet [9]), a color-balance-based
method (UIEC2Net [11]), a physical model and CNN-fusion-based method (Chen et al. [46]),
a multi-stage method (Deep-WaveNet [10]), and a DWT-based method (Ma et al. [17]).

Evaluation Metrics: For full-reference datasets, full-reference evaluations were con-
ducted using the PSNR [47], SSIM [48], PCQI [49], and MSE [50] metrics. The PSNR and
MSE were used to assess content similarities between the enhanced and reference images;
a higher PSNR value (a lower MSE) indicated that the result was closer to the reference in
terms of image content. The SSIM and PCQI were used to assess contrast and structure
similarity; a higher SSIM value (a higher PCQI value) indicated that the result was more
similar to the reference in terms of image structure and texture. For non-reference datasets
that did not have reference images, the non-reference evaluation metrics UIQM and UCIQE
were used to measure the performance of the methods. UIQM [51] and UCIQE [52] were
used to assess the non-uniform color cast and contrast of enhanced images; a higher UIQM
value (a higher UCIQE value) indicated better results.

4.2. Comparisons with SOTA Methods on Full-Reference Datasets

Visual Comparisons: Due to the absorption of light as it propagated through water
(red corresponds to the longest wavelength, which is absorbed first, followed by orange and
yellow), images captured underwater were predominantly bluish, greenish, and yellowish,
as shown in Figure 3a, Figure 4a, and Figure 5a, respectively. However, images captured
underwater were also affected by other factors, such as light source and sea area. Based
on this aspect, images were divided into low-light and shallow-water images, as shown
in Figures 6a and 7a. To illustrate the effect of the proposed network on different types of
underwater images better, inspired by [11], the test images were divided into five types:
bluish underwater images, greenish underwater images, yellowish underwater images,
low-illuminated underwater images, and shallow-water images, as shown in Figures 3–7,
respectively. The ULAP mostly relied on underwater imaging models and prior knowledge,
which made it less robust to complex scenes and even aggravated the effect of the color
cast. As shown in Figures 3–5, the Shallow-UWnet and UResnet could not effectively
remove color casts from bluish, greenish, and yellowish underwater images. The models of
Chen et al., Ma et al., Deep WaveNet, UIEC2Net, and the proposed network performed
comparatively better for color correction. Among them, the proposed method performed
best regarding both color correction and detail preservation. As shown in Figure 6, neither
the traditional method nor the deep learning method performed very well when the raw
image was collected under low-illuminated conditions. However, compared to the other
methods, the results of the proposed method were the closest to the reference image. As
shown in Figure 8, the method of Ma et al. and the proposed method performed better in
image detail information preservation when the raw image was a shallow-water image.
Moreover, in Figures 3–7, it can be seen that the proposed method achieved the highest
PSNR score among all methods. This verified the effectiveness of the proposed method.
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The number presented on the top-right corner of each image refers to its PSNR. More results are
shown in Figure A2 [8–11,17,45,46].
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Quantitative Comparisons: A quantitative comparison of the methods was per-
formed on the UIEB, UFO-120, and EUVP datasets in terms of average values of the PSNR,
SSIM, MSE, and PCQI metrics. The quantitative results are presented in Tables 1–3. As
presented in Table 1, the proposed WE-Net outperformed all methods in terms of the PSNR,
SSIM, and MSE metrics on the UIEB dataset. Compared with the second-best-performing
method, the proposed method achieved improvements of 5.95%, 4.33%, and 21.06% in
terms of the PSNR, SSIM, and MSE metrics, respectively. As presented in Tables 2 and 3,
the proposed WE-Net outperformed all competing methods on all metrics on the UFO-120
and EUVP datasets. Compared with the second-best-performing method, the proposed
method achieved improvements of 3.42%, 1.55%, 15.83%, and 1.27%, and 3.42%, 1.12%,
11.82%, and 0.8% in terms of PSNR, SSIM, MSE, and PCQI metrics on the UFO-120 and
EUVP, respectively. According to the results on different datasets, the proposed network
had significant advantages compared to the competing methods.

Table 1. The evaluation of different methods on the UIEB dataset in terms of average PSNR (dB), SSIM,
MSE, and PCQI. Bold and underlined values denote the best and second-best results, respectively.

Method PSNR↑ SSIM↑ MSE↓ PCQI↑
UDCP [3] 11.68 0.5362 5.1172 0.8521
ULAP [45] 15.59 0.7345 2.8694 0.9177

Shallow-UWnet [9] 17.36 0.7686 1.7166 1.0816
UResnet [8] 17.91 0.7498 1.4731 0.7698

Chen et al. [46] 17.81 0.7552 1.5475 0.8876
Deep WaveNet [10] 18.71 0.8127 1.3427 1.0178

UIEC2Net [11] 21.31 0.8310 0.7739 0.8429
Ma et al. [17] 19.87 0.8536 1.0449 0.9618

Ours 22.58 0.8906 0.6109 0.9206

Table 2. The evaluation of different methods on the UFO-120 dataset in terms of average
PSNR (dB), SSIM, MSE, and PCQI. Bold and underlined values denote the best and second-best
results, respectively.

Method PSNR↑ SSIM↑ MSE↓ PCQI↑
UDCP [3] 14.48 0.5252 2.8719 0.6968
ULAP [45] 19.47 0.6952 0.8744 0.6660

Shallow-UWnet [9] 23.56 0.7629 0.3142 0.7619
UResnet [8] 23.30 0.7686 0.3346 0.6782

Chen et al. [46] 23.21 0.7589 0.3666 0.7404
Deep WaveNet [10] 24.42 0.7791 0.2625 0.7663

UIEC2Net [11] 24.15 0.8033 0.2806 0.7213
Ma et al. [17] 26.30 0.8055 0.1768 0.7609

Ours 27.20 0.8180 0.1488 0.7706

Table 3. The evaluation of different methods on the EUVP dataset in terms of average PSNR
(dB), SSIM, MSE, and PCQI. Bold and underlined values denote the best and second-best
results, respectively.

Method PSNR↑ SSIM↑ MSE↓ PCQI↑
UDCP [3] 13.81 0.6174 3.2111 0.7340
ULAP [45] 18.10 0.7384 1.2602 0.7063

Shallow-UWnet [9] 21.17 0.8406 0.6862 0.8524
UResnet [8] 21.32 0.8256 0.6431 0.7678

Chen et al. [46] 22.92 0.8566 0.4675 0.8520
Deep WaveNet [10] 23.13 0.8601 0.4676 0.8696

UIEC2Net [11] 23.35 0.8740 0.4286 0.8454
Ma et al. [17] 23.96 0.8728 0.3900 0.8721

Ours 24.78 0.8838 0.3439 0.8791

4.3. Comparisons with SOTA Methods on Non-Reference Datasets

To demonstrate the robustness of the proposed network, comparative experiments
on non-reference datasets Test76 and RUIE-UTTS were conducted. The qualitative results
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are shown in Figures 8 and 9, where it can be observed that the enhanced results obtained
by the proposed network preserved both essential colors and detailed image information.
Moreover, the proposed method achieved the highest UIQM (Figure 8) and the highest
UCIQE (Figure 9) among all competing methods. The quantitative comparison results
of different methods on the Test76 and RUIE-UTTS datasets are given in Table 4, where
the average values of the non-reference evaluation metrics UIQM and UCIQE of different
methods are presented. As shown in Table 4, the proposed model achieved the best
quantitative performance on the non-reference datasets among all competing methods,
except for the UIQM metric on the RUIE-UTTS, which was lower than those of the UResnet,
UIEC2Net, and method of Ma et al. According to the quantitative and qualitative results,
the proposed WE-Net had high effectiveness.
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Figure 9. The visual comparison results of different methods on the underwater images from the
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Table 4. The evaluation of different methods on the Test76 and RUIE-UTTS datasets in terms
of average UIQM and UCIQE. Bold and underlined values denote the best and second-best
results, respectively.

Method
Test76 RUIE-UTTS

UIQM↑ UCIQE↑ UIQM↑ UCIQE↑
UDCP [3] 1.3489 0.5386 2.2369 0.5201
ULAP [45] 1.5708 0.5222 2.6003 0.5275

Shallow-UWnet [9] 2.1192 0.4659 2.8849 0.4577
UResnet [8] 2.3534 0.5218 3.0769 0.5076

Chen et al. [46] 2.2492 0.4993 2.8633 0.4850
Deep WaveNet [10] 2.3492 0.4977 2.9712 0.4788

UIEC2Net [11] 2.5421 0.5473 3.0514 0.5181
Ma et al. [17] 2.4884 0.5361 3.0436 0.5200

Ours 2.5596 0.5589 3.0229 0.5425

4.4. Ablation Studies

Extensive ablation experiments were performed to analyze the effects of the main
components of the proposed WE-Net, including the residual-structured Swin Transformer
group (RSTG), the edge enhancement branch (EEB), the DWT, and the RDAM. More
specifically, w/o RSTG denotes the proposed WE-Net without the residual-structured Swin
Transformer group; w/o EEB denotes the proposed WE-Net without the edge enhancement
branch; and w/o DWT denotes the proposed WE-Net without both the DWT and the IDWT
(the convolution and deconvolution stride values were adjusted to replace down- and
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up-sampling operations, respectively); w/o RDAM denotes the proposed WE-Net without
the RDAM; and lastly, w/one RDAM represents the proposed WE-Net with one RDAM.

As presented in Table 5, the full proposed model achieved the best quantitative
performance on the EUVP and UFO-120 datasets when compared with the ablated models,
except that the MSE metric on the EUVP dataset and the PCQI on the UFO-120 dataset
were lower than those of w/o DWT and w/o RSTG, respectively. As shown in Figure 10,
the full proposed model achieved the best visual results in terms of essential color recovery
and detailed information preservation among all methods. As shown in Figure 10, for w/o
RSTG, w/o DWT, w/o EEB, and w/o RDAM, although the noise in the enhanced images
was significantly reduced, the color bias was severe. Generally, the improvements in the
color cast of w/o RDAM and the proposed method were more obvious and closer to the
reference image than those of the other methods. The qualitative and quantitative results
indicated the high effectiveness of each component in the proposed model.

Table 5. The quantitative results of the ablation study in terms of average PSNR (dB), SSIM, MSE,
and PCQI values. Bold values show the best performer.

Method
EUVP UFO-120

PSNR↑ SSIM↑ MSE↓ PCQI↑ PSNR↑ SSIM↑ MSE↓ PCQI↑
w/o RSTG 24.44 0.8812 0.3668 0.8742 27.07 0.8179 0.1512 0.7718
w/o EEB 24.55 0.8812 0.3600 0.8778 26.90 0.8178 0.1565 0.7632

w/o RDAM 24.52 0.8792 0.3605 0.8698 26.93 0.8108 0.1581 0.7651
w/one RDAM 24.75 0.8830 0.3445 0.8765 27.14 0.8148 0.1504 0.7682

w/o DWT 24.76 0.8828 0.3421 0.8782 27.04 0.8143 0.1527 0.7710
Full model 24.78 0.8838 0.3439 0.8791 27.20 0.8180 0.1488 0.7706
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4.5. Limitations

From the above qualitative and quantitative experiments, it is observed that our
proposed algorithm is significantly better than other methods in terms of visual effects,
especially in dealing with bluish, greenish, yellowish, low-illuminated, and shallow-water
images. This is mainly due to four parts: first, we introduced DWT and IDWT to replace
traditional down-sampling and up-sampling operations, which can alleviate the informa-
tion loss caused by the change of feature map; second, we introduced EEB to strengthen
the protection of edge information; third, we introduced an RDAM, which can improve the
ability of network color correction and detail information learning; finally, we added an
RSTG module to the encoder-decoder to effectively learn the global features of the context.

However, it is the addition of these modules that also brings some limitations, includ-
ing complexity and execution time. As shown in Figure 11, we compare the test time of
our method with six SOTA methods based on the full- and non-reference datasets via a PC
with a single Nvidia GeForce GTX 3090 GPU. From that, we observe that the test time of
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our proposed method on five test datasets is higher than other methods. As we all know,
the Transformer model has good global feature learning ability, but its model complexity is
significantly higher. We added EEB and RSTG to the proposed model, which also makes
our model more complex than other models. In the future, we will improve the enhanced
visual effect by designing a low-complexity multi-path network structure to grade details,
color, and noise through a separate pipeline.
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of our method with six SOTA methods based on the full- and non-reference datasets via 
a PC with a single Nvidia GeForce GTX 3090 GPU. From that, we observe that the test 
time of our proposed method on five test datasets is higher than other methods. As we all 
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Figure 11. Comparison of our proposed network with other methods in terms of test time on five test
datasets [8–11,17,46].

5. Conclusions

In this paper, WE-Net, which combines discrete wavelet transform and edge enhance-
ment information, is proposed for underwater image enhancement. In the encoding stage,
first, the edge image is obtained by performing the edge detection on a raw image and then
used as input of a hybrid encoder, which can strengthen the fusion of edge information in
the original feature maps. Then, the encoded feature map is fed to the residual-structured
Swin Transformer group to obtain global features. Finally, feature decoding is performed
to reconstruct the image. In the encoding and decoding processes, an improved residual
dense attention module is used to extract and reconstruct features. Experiments on the full-
and non-reference datasets show that the proposed method has excellent performance. The
effectiveness of each component of the proposed model is verified by ablation experiments.
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As shown in Figures A1–A7, we provide more visual results of our method and others
as a supplement to the visualizations in the main paper.
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As shown in Figures A1–A7, we provide more visual results of our method and oth-

ers as a supplement to the visualizations in the main paper. 

 

Figure A1. More visual comparison of different methods on bluish underwater images. The number
presented on the top-right corner of each image refers to its PSNR [8–11,17,45,46].
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