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Abstract: This paper aims to focus on the path planning problem of AUV in the marine environment.
As well as considering the path length and safe obstacle avoidance, ocean currents should not be
ignored as the main factor affecting the navigation energy consumption of AUV. At the same time, the
path should satisfy the mobility constraint of AUV; otherwise, the path is inaccessible to AUV. For the
above problems, this paper presents a path planning algorithm based on an improved particle swarm
(EPA-PSO); the fitness function is designed based on path length, energy consumption, and mobility
constraints. The updated law of particle velocity and the initialization law of particles are improved,
and the possible optimal solutions are stored in the feasible solution set; finally, the optimal solutions
are obtained by comparison. The local jumping ability is given to the particle swarm so that the
particles can jump out of the local optimal solution. The path planning simulation experiment is
compared with the traditional PSO algorithm. The results show that the EPA-PSO algorithm proposed
in this paper can be used in the AUV three-dimensional path planning process. It can effectively save
energy and make the navigation path of AUV satisfy the requirements of maneuverability. The field
experiment was completed in Shanghai, China, and the experiment proved that it was feasible to
obtain a path satisfying the maneuverability constraints with optimal energy consumption for the
problems studied in this paper.

Keywords: autonomous underwater vehicle; path planning; energy; mobility; PSO

1. Introduction

With further exploration of the marine environment, there are still many areas that
cannot be touched by humans. An autonomous underwater robot (AUV) is a better tool
to explore the ocean instead of human beings. At present, AUV has played an important
role in the exploration of the marine environment [1], military combat support [2], sub-
marine pipeline detection [3] and other aspects. An excellent path planning system is the
prerequisite for AUV to perform tasks [4]; however, a complex marine environment will
make it difficult for AUV to perform underwater tasks sharply. The quality of the planned
path will directly have a huge impact on the efficiency of AUV’s task execution and AUV’s
safety. With the development of science and technology at the present stage, scholars have
developed more and more path planning algorithms, such as Dijkstra [5] algorithm, A* [6]
algorithm, artificial potential field method [7], RRT [8] algorithm, and other algorithms,
which are applied in the field of AUV.

In the three-dimensional environment with irregular obstacles and ocean currents, the
traditional graph search path planning algorithm has the disadvantage of large computation
in high latitude space [9], which is obviously not suitable. At the same time, when the
planned path has the characteristics of a large depth span and short horizontal sailing
distance, the planned path may be difficult to reach by ignoring the mobility constraints of
the AUV, which will also increase the risk of AUV performing tasks. Therefore, the planning
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process should pay more attention to the mobility requirements of AUV. Maneuverability
constraints of AUV in a three-dimensional environment are more complex than those in
constant depth. To keep the attitude stability of AUV, not only the rotation limit of AUV
should be considered, but also the pitch angle of AUV should be kept within a certain
range. At the same time, due to the limited onboard energy of AUV, ocean currents will
also have a great impact on the energy consumption of AUV. Considering the energy
consumption in the planning process can improve the endurance of AUV and extend
the service life of AUV. To sum up, in the process of AUV 3D path planning, a path that
can save energy and satisfy the requirements of mobility is of great significance to the
completion of follow-up tracking tasks and control processes. Swarm intelligence algorithm
has the advantages of easy implementation, high precision and fast convergence [10], which
has attracted extensive attention in the academic circles and has shown its advantages in
solving practical problems.

At present, scholars have also made great achievements in AUV energy-saving path
planning. AUV energy-saving path planning can be studied in two ways. One method is
to reduce energy consumption through the rational use of ocean currents, and the other
method is to develop energy-saving algorithms. Teong Beng Koay et al. [11] proposed the
motion strategy of using ocean currents to maximize the use of favorable ocean currents
while minimizing the use of propulsion force. In this way, the energy consumption of the
propulsion system can be reduced to achieve the purpose of energy conservation. PENG
YAO [12] applied the improved Interferometric Fluid Dynamic System (IIFDS) to AUV
3D path planning in an environment with complex static obstacles, ocean currents, and
dynamic threats. By leading into the weight coefficient of the flow field, the algorithm
can balance the path length and flow utilization rate. IIFDS combined with the reverse
avoidance strategy can obtain a feasible path when there is a simple dynamic threat in
the environment. However, the paths obtained in the above studies are all downstream
navigation paths as far as possible, which is very unfavorable for AUV jointly controlled
by rudder OARS. Downstream will significantly reduce the rudder efficiency of AUV, thus
affecting the maneuverability of AUV.

Mohamed Saad et al. [13] studied the energy-saving shortest path planning problem
of AUV, proposed a new composite routing metric, combined the path energy cost with
its length, and created a variant of the famous Dijkstra path planning algorithm. The
resulting terrain path is 13% shorter than the path generated purely by minimizing energy
consumption, while the additional energy cost is less than 2.5%. Bing Sun et al. [14]
modified the cost function of the D* algorithm and added obstacle cost and the terms of
the steering angle to make the AUV navigation path safer and the steering angle smaller.
To reduce energy costs, the ocean current effect is used for rational utilization. An ocean
current energy cost model is designed and incorporated into the improved D* algorithm.
Simulation results show that the improved algorithm can not only safely plan the path,
but also enable the AUV to plan a more energy-saving path in the current environment.
Dylan Jones et al. [15] proposed a generalized trajectory optimization algorithm that can
change the travel time between waypoints. This allows additional cost functions to be
considered and is applied to the problem of finding the path with energy efficiency through
ocean flow. The algorithm was verified in both simulation and real scenarios; it generates
more energy-efficient paths. Although the algorithm proposed in the above literature can
solve the energy problem in the process of AUV path planning to a certain extent, the path
obtained by the above path planning algorithm is not smooth, which is not convenient for
the requirements of follow-up tracking tasks.

Juan Li et al. [16] proposed an AUV path planning algorithm based on improved RRT
(Rapidly-exploring random tree) and Bezier optimization, in order to improve the search
speed, avoid path distortion and improve path smoothness. The method takes the cost
formula of the A* algorithm as the sampling standard and adopts a pruning strategy to
simplify the path. Then, the initial solution to the planning problem is generated by using
Bezier curve fitting, to improve the feasibility of generating the path. The energy consump-
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tion of AUV path planning is reduced. Zheng Zeng et al. [17] proposed a new QPSO path
planner for underwater robots based on the B-spline curve. To make the AUV pass through
the turbulent field in the presence of various irregular obstacles, the optimal trajectory
is generated with the minimum time consumption. Kantapon Tanakitkorn et al. [18] pro-
posed an improved cost function for the path planning problem of the grid-based genetic
algorithm (GA) in a 2D static environment. It seeks a path that requires the least effort
for the AUV. Matlab is used for simulation, and the results of the genetic algorithm with
improved cost function are compared with those of the optimal distance method and
A* method. The study found that the results of improving the cost function required less
energy than those of other techniques. Yi-ning Ma et al. [19] developed a nature-inspired
ant colony optimization algorithm to search for the optimal path. Their algorithm is called
alarm pheromone-assisted ant colony system (AP-ACS) because it adds alarm pheromones
to the traditional guide pheromones. The alarm pheromone alerts the ant to infeasible areas
to save ineffective searches and increase search efficiency. The length, energy consumption,
and risk of the path are evaluated comprehensively. The research of the above literature can
solve the problem of the unsmooth path in AUV energy-saving path planning. However,
the constraints caused by the mobility of AUV are not considered. Although the planned
path is safe enough and can reduce energy consumption, there are many path points for
the planned path that do not satisfy the restrictions of a minimum turning radius and pitch
angle, so the AUV cannot sail along the planned path, which will pose a threat to the safety
of AUV.

To solve the above problems, Zhao Wang et al. [20] proposed an algorithm combin-
ing the A* algorithm with the B-spline curve to smooth the zigzag path planned by the
A* algorithm, to satisfy the requirements of AUV mobility constraints in a two-dimensional
plane. However, the environmental considerations were too singular and the constraints of
ocean currents and obstacles were not considered. The quantitative analysis of mobility
constraints is not provided. LanYong Zhang et al. [21] overcome the disadvantages of slow
convergence speed and low convergence accuracy of the Wolf algorithm by improving the
three intelligent behaviors of detection, summoning, and siege of the Wolf algorithm. By
establishing the underwater environment threat model under the constraint of autonomous
underwater vehicles, the Dubins path planning method, based on improved WPA, is pro-
posed. Simulation results show that the improved WPA algorithm has high convergence
speed and good local search ability in high-precision, high-dimensional and multimodal
functions. However, the existence of ocean currents are not considered, and ocean currents
are the main factor that affects energy consumption. The pitch angle limit during AUV
diving is not considered, so the path is still difficult to reach. Guanzhong Chen et al. [22]
put forward a path planning method based on behavior decision (PPM-BBD) to make
autonomous underwater vehicles (AUV) save energy during diving. Their core idea is
that the adaptive differential evolution algorithm is applied to energy optimization, and
mobility constraints will also be considered during diving to ensure that the path points
can be reached. The most suitable control parameters are determined by a simulation exper-
iment, and the effects of PPM-BBD, L-SHADE, and five DE were compared. Experimental
evaluation was carried out by sea trials in Tuandao Bay, Qingdao, China. The results show
that the PPM-BBD algorithm saves at least 9% energy compared with other algorithms.
However, the path was not smoothed, resulting in a polyline sequence. At the same time,
the limitation of turning radius in AUV path planning is ignored, which also leads to the
fact that AUV cannot track the planned path on the horizontal plane during the experiment.

To sum up, although researchers have been able to make good use of intelligent
planning algorithms to solve the path planning problem of AUV, the energy consumption
of AUV is not well-considered, and the mobility constraints of AUV are rarely considered.
For path planning problems with multiple constraints, it is indeed very difficult, but
for AUV path planning problems with many constraints, feasible solutions satisfying
constraints are more important than accurate solutions [23]. If the constraint of mobility is
ignored, the planned path will not be smooth enough in the case of complex environmental
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obstacles and ocean currents, which will greatly affect the follow-up tracking tasks, increase
the control difficulty, consume more energy and reduce the service life of AUV. Therefore,
the energy-saving path which satisfies the mobility requirements of AUV is very important.

Compared with most path planning algorithms at the present stage, the PSO algorithm
has the advantages of faster convergence speed and higher computational efficiency, and the
PSO algorithm has certain advantages in solving multi-constraint satisfaction problems [24].
Therefore, this paper put forward an AUV three-dimensional path planning particle swarm
optimization algorithm (EPA-PSO) based on the PSO algorithm. The fitness function of
multiple constraints is designed, but it is difficult to select the degree of consideration of
each constraint condition in the problem; the weight will directly affect the performance
of the algorithm, so this paper designed the adaptive weight modification to solve this
kind of problem. The traditional PSO algorithm is improved by adding the jump term of
particle velocity, changing the initialization rules of particle swarm position, and storing
the possible optimal solution in the feasible solution set. The optimal solution is obtained
through the final comparison, which solves the problem that the traditional PSO algorithm
falls into the local optimal solution. The proposed algorithm solves the problems of energy
consumption and mobility in the process of AUV path planning, making the planned path
conducive to the follow-up tracking task and reducing the difficulty of control.

The main contributions of this paper are as follows:

1. By changing the speed and position updating mode of the traditional PSO algorithm
and putting forward the concept of a feasible solution set, the optimal solution to the
problem is obtained from the feasible solution set, which solves the problem that the
traditional PSO algorithm is premature and easy to fall into a locally optimal solution.

2. The EPA-PSO algorithm proposed in this paper is compared with the traditional PSO
algorithm, which can solve the energy-saving path planning problem that satisfies the
mobility constraints of AUV in the environment of multiple obstacles and unsteady
ocean currents. The feasibility of the EPA-PSO algorithm is verified.

The structure of the paper is as follows: Section 2 describes the main problems studied
in this paper, Section 3 introduces the EPA-PSO algorithm in detail, Section 4 carries out
relevant simulation experiments, Section 5 is the actual field experiment, and Section 6 is
the conclusion.

2. Problem Statement

Aiming at the problems studied in this paper, we set up a three-dimensional Cartesian
coordinate system to describe the movement space of AUV, and set up an environmental
obstacle model, a current model, a resistance model and a mobility constraint model.

2.1. The AUV Coordinate System

The right-hand Cartesian coordinate system is shown in Figure 1. One is the geodetic
coordinate system E-ξηζ, referred to as the “fixed system”, which is fixed to the earth. The
other is the body coordinate system G-xyz, referred to as the “motion system”, which is
moving with the underwater robot.
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Figure 1. AUV motion coordinate system. 
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The space position χ1 of the underwater robot can be determined by the coordinate
(ξ, η, ζ) of the motion system relative to the fixed system and three attitude angles (ϕ, θ, ψ)
of the motion system relative to the fixed system, that is, χ1 =

[
ξ η ζ ϕ θ ψ

]
. The

state information χ2 can be expressed by the velocity (u, v, w) and angular velocity (p, q, r)
of the underwater vehicle under the motion system, that is, χ2 =

[
u v w p q r

]
,

the force and torque provided by the actuator of the underwater robot are expressed
as τ =

[
X Y Z K M N

]
. The velocity, angular velocity, force, and torque of the

underwater robot are expressed by the parameters in Table 1.

Table 1. Description of system parameters.

Physical Quantity x -axis y -axis z -axis

Velocity V u v w

Angular velocity Ω p q r

Force F X Y Z

Torque T K M N

2.2. The Mathematical Model Used in This Paper

When AUV performs tasks, the environment is complicated and there are many static
obstacles. In this paper, the mathematical model of obstacles in the Marine environment is:

ζ(ξ, η) =
n

∑
i=1

hi exp(−( ξ − ξi
ξsi

)
2
− (

η − ηi
ηsi

)
2
) (1)

where n is the number of obstacles, (ξi, ηi) represents the central coordinate of the i− th
obstacle, hi is the terrain parameter, controls the height of obstacles, ξsi and ηsi respectively
are the attenuation amount and control slope of the i− th obstacle along the ξ-axis and
η-axis, ζ(ξ, η) is the height of the terrain expressed as the absolute position (ξ, η).

Ocean currents are an important factor that needs to be considered in the environment
when AUV performs tasks. Reasonable use of ocean currents can reduce the difficulty of
AUV operation, reduce navigation energy consumption and extend the service life of AUV.
The mathematical model of ocean current is:

uc = −1.0(ζbd − ζ)/ζbd
vc = −1.0(ζbd − ζ)/ζbd

wc = 0
(2)
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where ζbd is the map’s maximum depth, uc, vc, wc respectively are the velocity of the current
along the direction of ξ, η, ζ; the strength of the current decreases with increasing depth.

Due to the existence of ocean currents, the actual sailing speed is different from the
speed under the motion system. It is necessary to synthesize ocean current velocity and
AUV velocity, and the mathematical formula is:

→
Vh =

→
V AUV +

→
Vc (3)

where
→
Vh is the resultant velocity vector of AUV in the case of ocean current,

→
V AUV is the

velocity vector of AUV, and is the velocity vector of ocean current.
AUV will encounter longitudinal resistance from the ocean currents during navigation,

and the energy consumption of navigation mostly comes from overcoming the resistance
energy consumption of navigation. The mathematical model of longitudinal resistance and
pitch angle θ is:

XR = 0.0783θ2 − 0.0753θ + 5.3 (4)

where XR is the longitudinal resistance, and θ is the longitudinal inclination of AUV. It is

assumed that |
→
Vh| is a constant value during AUV motion, so AUV longitudinal thrust

X = XR.
In the path planning process of AUV, there are still some shortcomings in the way

of considering the path length and energy consumption constraints. In order to ensure
that the planned path is a smooth and feasible path, it is necessary to consider the mobility
constraints of AUV in the planning process; a smooth feasible path can save energy and
improve the efficiency of the control system. The mobility constraint model is:{

Rpath >= RAUV
θmin =< θpath <= θmax

(5)

where Rpath is the radius of curvature of the path point, RAUV is the minimum radius of
rotation of AUV, θpath is the angle between the path point and the horizontal plane, that
is, it represents the inclination angle of AUV under ideal conditions; θmin and θmax are the
minimum and maximum of the safe inclination angle of AUV.

3. Improved Particle Swarm Optimization Algorithm Based on Multiple Constraints
3.1. Mathematical Model of AUV Path Planning Problem

Normally, AUV path planning has three objectives: (1) to move the AUV from the
starting point to the target point; (2) to make the planned path satisfy the requirements of
AUV motion security; (3) to find the shortest path in the path planning.

However, for the study of this paper, in addition to the above two objectives, the
following two objectives need to be satisfied: (1) to optimize the AUV path and plan a more
energy-saving path; (2) to plan the path more in line with the mobility requirements of
AUV. Therefore, the AUV path planning problem can be transformed into the optimization
problem.

min
np−1

∑
j=1

qj = Kpathqpath + Keqe + Krqr + Kaqa

s.t. qpath
qe

Rpath ≥ RAUV
θmin ≤ θ ≤ θmax

(6)

where np is the number of path points, qj is the comprehensive cost function, that is, the
optimization function of the planning problem, Kpath, Ke, KR, Ka is the weight of each
constraint cost function qpath, qe, qR, qa, respectively.
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3.1.1. Path Cost Function

Although this paper aims to study the energy-saving path planning problem of AUV
that satisfies the mobility constrain, the length of the path should be considered. In a
complex environment, reducing the task path length of AUV will also increase the security
of AUV task execution, so the path cost function of this paper is:

qpath =
np−1

∑
j=1

pj (7)

where pj is the length of the path of segment j.
The updating principle of path cost weight Kpath is:

Kpath = Kpinit − cos(µπpj+1/(
pj + pj+1

2
))Kurp (8)

where Kpinit is the initial value of the weight of the path cost, µ is the vibration coefficient,
and Kurp is the maximum updating range of Kpath. If pj+1 is larger than pj, Kpath will also
be larger, which means that the attention to path length in the iteration is increased.

3.1.2. Energy Cost Function

The energy consumption cost function considered in this paper is:

qe = qea + qet (9)

where qe is mainly composed of two parts, one is the energy consumption of the propeller
qet, and the other is energy consumption qea caused by the angle between AUV and ocean
current direction, as shown in Equations (10) and (11):

qet =
np−1

∑
j=1

∣∣∣∣X∥∥∥∥→V AUV

∥∥∥∥∣∣∣∣ (10)

qea =
np−1

∑
j=1

{
e(|cos(θuc)|)|X cos(θuc)uc| i f (π/2 < θuc <

3
2 π)

e(−|cos(θuc)|)|X cos(θuc)uc| else
(11)

Among them, θuc is the angle between the velocity direction of AUV and the velocity
direction of ocean current. qet alone is not enough to represent the energy consumption
of AUV sailing. Most AUV are not equipped with a side propeller, so when the AUV is
perpendicular to the direction of the ocean current, it will affect the maneuverability of
the AUV and consume more energy. With the existence of qea, the tangent of the planned
route will be as low as possible perpendicular to the current direction, which is of great
significance to reduce the energy consumption of AUV and improve its maneuverability.

The updating principle of energy cost weight is:

Ke = Keinit − cos(µπqe j+1/(
qe j + qe j+1

2
))Kure (12)

where Keinit is the default weight value, Kure is the maximum weight update range.
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3.1.3. Mobility Cost Function

The mobility cost function considered in this paper is:

Kr = Krinit − Kurr cos(µπ(qrj+1 − qrj))
Ka = Kainit − Kura cos(µπ(qaj+1 − qaj))

qr = Kr

np−1

∑
j=1

(rmj − RAUV)
2

qa = Ka

np−1

∑
j=1

(θMj − θmax)
2 + (θmj − θmin)

2

(13)

where Krinit and Kainit are the initial value of weight, Kurr and Kura are the maximum
update range of the weight, rmj represents the radius of path points that do not satisfy the
minimum turning radius of AUV, θMj and θmj are the inclination angles of path points that
do not satisfy the constraint of inclination angles, qr and qa represent the radius of gyration
and trim angle cost function, which means to describe the unsatisfied degree of path points
and maneuverability constraints. The way to update the weight is to increase the degree
of attention in the comprehensive function when the degree of dissatisfaction increases,
that is, to give a punishment mechanism to this behavior, and to optimize the path in the
direction of satisfying the mobility constraint.

To sum up, the particle swarm fitness function f it is set as the comprehensive cost
function qj.

3.2. Particle Swarm Renewal Law
3.2.1. Particle Swarm Velocity Renewal Law

In this paper, the speed updating method of traditional particle swarm optimization is
improved, and the improved method is:

vλ,δ = wpvλ−1,δ + c1r1(pbestλ
− xλ−1,δ) + c2r2(gbest − xλ−1,δ) + c3r3ns/nsmax (14)

where wp is the inertia weight, representing the degree of trust in the current speed direction,
c1 and c2 respectively represent the learning efficiency in the individual and in the whole
particle, r1, r2, r3 are the random values between [0, 1], increase the search randomness,
c3 represents the degree of trust in the speed jump, vλ,δ represents the speed of the δ− th
particle in the λ generation, x represents the position, pbestλ

and gbest respectively represent
the individual optimal fitness and global optimal fitness, ns is the number of the same
global fitness in each generation, and nsmax is the maximum number of the same global
fitness. The detailed meaning is that when the global fitness in each generation increases
for the same number of times, the randomness is increased so that the particle has a chance
to jump out of the local optimal solution.

The velocity of each particle must be between the minimum particle velocity vpmin
and the maximum particle velocity vpmax.

vpmin ≤ vλ,δ ≤ vpmax (15)

As for the prematurity of traditional particle swarm optimization algorithms, wp, c1, c2
and c3 are updated according to the nonlinear processing mode, and the detailed formula
is: 

c1 = c1 + (c1max − c1)pj/(αp pn)
c2 = c2 + (c2max − c2)pj/(αg pn)
c3 = c3 − (c3 − c3min)pj/(αju pn)

wp = 2/(|2− c1 − c2 − c3 −
√
(c1 + c2 + c3)

2 − 4(c1 + c2 + c3)|)

(16)

where pj is the current iteration number, pn is the maximum iteration number, αp, αg
and αju are respectively the attenuation proportional coefficient of particle’s local learning
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efficiency, the attenuation proportional coefficient of particle’s global learning efficiency, and
the attenuation coefficient of particle’s trust in speed jump. The compression factor is used
to update the inertia weight wp. In this way, different regions can be searched effectively,
high-quality solutions can be obtained, and the convergence speed of the algorithm can be
appropriately increased. c3min is the minimum value that speed jump weight can reach,
c1max and c2max are the maximum value that learning efficiency can reach. In this paper, it is
hoped that the inertia weight decreases gradually with the increase in iteration times, while
c1 increases gradually to increase the local searchability. At the same time, c3 will decrease
with the increase in the number of iterations, which means that with the learning of each
generation of particles, particles will be more confident in the judgment of individuals
and populations, the random jump of speed will be weakened, and particles will become
more intelligent.

3.2.2. Particle Swarm Initialization Renewal Law

When ns > nsmax, it is considered to be trapped in the local optimal solution, and
the population needs to be re-initialized. If the population is randomly initialized, the
convergence speed of the algorithm will be slowed down. Therefore, the initialization
population rule is:

xλ,δ = xλ,δ + sd(xλ,δ) (17)

where sd(·) is the standardized function. By standardizing the solution set trapped in the
local optimal solution and combining it with the local optimal solution, a new solution
set is obtained, which increases the probability of the particle jumping out of the local
optimal solution without deviating too far from the high-quality solution set and reduces
randomness. At the same time, these locally optimal solutions are packaged in a feasible
solution set, because the most suitable solution is most likely to be in this solution set.
Finally, the feasible solution set is compared with the global optimal fitness, and the smaller
one is the optimal solution of the EPA-PSO algorithm.

After the above algorithm is improved, the flow of the algorithm is shown in Figure 2:
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4. The Simulation Results

At first, it is convenient for the experiment to proceed smoothly; this paper makes
some assumptions about the path planning of AUV: (1) AUV is considered as a particle,
and the external size of AUV is ignored. (2) The thrust of the AUV is equal to the resistance
during navigation, and the resistance is only related to the inclination of the AUV. (3) In the
ocean current environment, the AUV velocity is strictly parallel to the tangent line of the
planned path.

The task environment of AUV is shown in Figure 3, and the number of obstacles
n is 10.
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Figure 3. Simulated environment obstacles.

Some parameters of the improved algorithm in this paper are shown in Table 2, where
pλ is the number of particles.

Table 2. Values of the initial parameters.

RAUV `min `max np

8 m −20◦ 20◦ 500

Kpinit Kurp Keinit Kure

0.25 0.01 0.25 0.01

Krinit Kurr Kainit Kura

0.25 0.01 0.25 0.01

wp c1 c2 c3

1.2 1.5 1.5 2.5

αw αp αg αju

10 10 10 10

pλ pn vpmin vpmax

50 100/200/500 −20 20

wpmin c1max/c2max c3min nsmax

0.8 2.5 1.5 15

The starting point of AUV is set to (xs ys zs) = (33m 37m 25m), the finish point
(xg yg zg) = (74m 77m 97m), comparing the PSO algorithm considering only the

path length with the PSO algorithm considering constraints (temporarily named M-PSO
algorithm) and the EPA-PSO algorithm proposed in this paper, the AUV path planning sim-
ulation experiment is conducted. Iteration times pλ are set to 100, 200, 500 respectively. At
the same time, since the units of each cost function are inconsistent, normalization is carried
out for them, and the simulation results are finally obtained as shown in Figures 4–24:
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Figure 17. Numerical comparison of cost functions of radius of gyration after 200 iterations. 
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Figure 20. Numerical comparison of cost functions of trim angle after 200 iterations. 
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Figure 4 shows that with the increase in iteration times with the traditional PSO
algorithm, the problem of constant fitness of traditional PSO algorithm has become more
and more prominent, which will lead to too many instances of staying on a solution that
satisfies the constraint and wastes too much time. M-PSO has the same problem, the
algorithm will be too precocious, the fitness will not change much for the later iteration.
It can be seen in Figure 6 that although the convergence speed of the EPA-PSO algorithm
proposed in this paper is slower, it can solve the premature problem of the traditional PSO
algorithm, enhance the random searchability of the traditional algorithm, and make it more
likely to find the optimal solution in line with constraints.

Inertia weight adjustment strategy as shown in Figure 7 shows the rate of its adjust-
ment is not static, but gradually decreases with the increase in algebra. When the algebra is
small, the update rate is relatively slow, which makes the algorithm have a good global
searchability. With the increase in algebra, it gradually decreases, thus enhancing the
local searchability.

Figures 8 and 9 are c1, c2, c3 respectively. With the number of iterations increasing, c1
and c2 first increase slowly, then increase rapidly, and finally tend to be stable, which makes
it have a better global search ability at the initial stage of iteration, and then enhances its
local search ability. With the increase in iteration times, c3 will gradually become smaller,
which means that particles are more and more trusting in the judgment of individuals and
populations in the process of evolution, and will reduce the probability of speed jump.

Figures 10–12 can reflect that the weight of each cost function can be dynamically
adjusted during the implementation of the algorithm, that is, the reward and punishment
mechanism of the cost function takes effect and makes the algorithm run in the direction of
the optimal solution more effectively.

According to the energy consumption comparison test in Figures 13–15, both M-PSO
and EPA-PSO can significantly reduce the energy consumption in the planning process.
Compared with the traditional PSO algorithm, M-PSO has 100 iterations and 200 iterations
respectively. The energy efficiency of 500 iterations reached 66.67%, 63.21%, and 73.95%. At
the same time, compared with M-PSO, EPA-PSO proposed in this paper is more effective in
reducing energy consumption in AUV path planning, with energy rates reaching 70.81%,
75.18%, and 81.99% in 100 iterations, 200 iterations, and 500 iterations.

It can be seen from the comparison test of rotation performance in Figures 16–18 that
both M-PSO and EPA-PSO can significantly increase the feasibility of the AUV planning
path. M-PSO is in 100 iterations, 200 iterations, and 500 iterations, the cost reduction rates
of the radius of rotation are 58.80%, 78.05%, and 36.68%, and the results obtained by the
EPA-PSO algorithm are better than those obtained by M-PSO algorithm. In 100 iterations,
200 iterations, and 500 iterations, the cost reduction rates of the radius of rotation are
68.78%, 82.64%, and 79.66%.

As can be seen from the longitudinal angle comparison test in Figures 19–21, M-PSO
and EPA-PSO can significantly reduce the degree of unsatisfied AUV safety trim angle in
the planned AUV path. M-PSO is in 100 iterations, 200 iterations, and 500 iterations, the
reduction rate of qa was 82.76%, 77.59%, and 80.65%. The EPA-PSO algorithm proposed
in this paper is more effective than M-PSO, and the reduction rate is 85.28%, 77.98%,
and 90.70% in 100 iterations, 200 iterations, and 500 iterations. As can be seen from
Figures 22–24, with the increase in iterations, the path length planned by the EPA-PSO
algorithm is gradually getting longer; in other words, the increase in path length is necessary
and reasonable in exchange for a path with lower energy consumption and better mobility
of AUV

It can be seen in Table 3 that both M-PSO and EPA-PSO can reduce energy consumption
in the process of AUV planning and make the path satisfy the requirements of AUV mobility.
However, the overall effect of the EPA-PSO algorithm proposed in this paper is better.
Meanwhile, compared with the experiment of M-PSO, it can be seen that simply changing
the fitness function still leads to the problem that the PSO algorithm is easy to fall into
the local optimal solution, resultingly the effect of 500 iterations is not as good as that
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of 200 iterations. Compared with the EPA-PSO algorithm proposed in this paper, better
solutions can still be found as the number of iterations increases.

Table 3. The numerical analysis of cost function.

Method Fitness qe qr qa qpath

100 iterations
PSO 93.81 280.36 77.81 283.50 93.81

M-PSO 92.87 104.68 32.05 48.87 185.87

EPA-PSO 80.76 81.83 24.29 41.73 206.58

200 iterations
PSO 96.23 335.12 71.39 194.20 96.23

M-PSO 92.07 123.28 15.67 43.52 187.80

EPA-PSO 67.44 83.19 12.39 42.77 195.14

500 iterations
PSO 93.41 334.00 43.02 268.97 93.41

M-PSO 96.61 87.00 27.24 52.05 220.12

EPA-PSO 65.71 60.16 8.75 25.01 218.81

Therefore, EPA-PSO can solve the problem of the local optimal solution of the tradi-
tional PSO algorithm, but the weight of each cost function of the EPA-PSO algorithm is
different, so it is necessary to use the evaluation criteria of Equation (18) and radar diagram
to intuitively reflect the superiority of EPA-PSO algorithm in AUV path planning.

f f =
1
4
(qpath + qe + qr + qa) (18)

The results are shown in Table 4 and Figure 25:

Table 4. The table of fitness correction.

Method ff

100 iterations

PSO 183.87

M-PSO 92.87

EPA-PSO 88.60

200 iterations

PSO 174.24

M-PSO 92.07

EPA-PSO 83.37

500 iterations

PSO 248.42

M-PSO 109.71

EPA-PSO 79.43

According to the new standard, it can be seen that the EPA-PSO algorithm proposed in
this paper is more advantageous than the traditional PSO algorithm and M-PSO algorithm,
and in the radar diagram the area enclosed by the EPA-PSO algorithm is the smallest in
500 iterations. Therefore, EPA-PSO proposed in this paper can solve the problem of AUV
energy-saving path planning considering mobility constraints.
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5. Field Test

The feasibility of the EPA-PSO algorithm was verified in a series of offshore trials in
Shanghai in February 2022. The validation platform was an AUV developed by Harbin
Engineering University, which was mainly equipped with a tail propeller, cross rudder,
side propeller, vertical propeller and other actuators. At the same time, it is equipped
with sensors such as the Doppler Velocity Sonar (DVL), Magnetic Compass, altimeter,
depth gauge, Inertial Navigation System (INS), the Beidou navigation system, and a radio
communication system. According to relevant basic control experiments, the radius of
rotation of AUV is about 5 m.

As shown in Figure 26, it is the experimental AUV used in the field test. Figure 27
shows the global planned route (red line in the figure) and the real AUV navigation
route (black line in the figure) under the condition that obstacle information is known
through the EPA-PSO algorithm proposed in this paper. The latitude and longitude of
AUV are 438331.6250 s N and 112860.2660 s E, 438325.7190 s N and 112853.1560 s E. The
longitude and latitude of the planned starting point and endpoint are 438330.0940 s N and
112860.2660 s E, 438325.6500 s N and 112853.2300 s E. As shown in Figure 28, it is the state
that the AUV is ready to accept task instructions in the dock. Figures 29 and 30 are pictures
of AUV avoiding obstacles on the surface and starting to perform underwater tasks.
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Figure 30. AUV performs depth determination task.

Due to the restriction of the shape of the obstacle, it is not easy to draw it in the figure.
The obstacle is located at the corner of the planned route. The shape of the obstacle is the
cone in Figure 29. To ensure the smooth progress of the experiment, we set a safe height of
3 m. When the height is less than 3 m, the AUV will rise to the surface immediately. At the
same time, the AUV is navigated at a depth of 2 m. Through the algorithm proposed in
this paper, a path satisfying the constraints can be planned. It can be seen from Figure 28
that the flow velocity in the test site is slow, and the actual flow velocity measured is about
0.5m · s−1.

From Figures 31–35, the path length planned by the EPA-PSO algorithm is 290.31 m,
and the actual straight-line distance is 258.40 m. The energy consumption obtained by the
EPA-PSO algorithm is 65.18. Meanwhile, the planned path points all satisfy the constraints
of the minimum turning radius of AUV, namely qr = 0, the planned time is 407.12 s, the
actual AUV completes the planned task with a path length of 392.93 m, and the total process
energy consumption is 156.64, qr = 0.
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Figure 35. The weight of cost function of EPA-PSO algorithm after 100 iterations. 
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According to the experimental results, it can be verified that the EPA-PSO algorithm
can obtain a reliable path in the sea test experiment with a low flow rate, but if the actual
marine environment is harsh, the result will become unreliable; meanwhile, for the curve
shown in Figure 27, due to the error of the actual AUV motion control, the final tracking
effect is not satisfactory, which also leads to the AUV consuming more energy and sailing a
longer distance in the tracking task. The next step is to continue to study how to improve
the control performance of AUV, so that AUV can track the optimal route planned by
EPA-PSO algorithm as much as possible, and achieve the purpose of further reducing
energy consumption during navigation.

6. Conclusions

We propose a multi-constraint EPA-PSO algorithm based on path length constraint,
energy consumption constraint, and AUV mobility constraint. The algorithm finally de-
termines the optimal solution in the feasible solution set, which can effectively solve the
problem that the traditional PSO algorithm is prone to premature development and falls
into the local optimal solution. Simulation experiments also show that the algorithm can
effectively reduce the navigation energy consumption of AUV, and plan a path that satisfies
the actual maneuverability of AUV. The EPA-PSO algorithm reduces the control cost, which
is of great significance to reduce the operation difficulty of AUV and improve the endurance
of AUV. The traditional PSO algorithm, which only considers the path length constraint,
cannot satisfy the requirements of maneuverability and will consume more energy in the
complex marine environment. Although M-PSO can solve the corresponding problems to a
certain extent, its adjustment of constraints is random, and there is also the problem that
the traditional PSO algorithm easily falls into the local optimal solution. In this paper, the
superiority of the proposed EPA-PSO algorithm in planning under multi-constraint condi-
tions is verified by simulation. Although the path length planned by EPA-PSO algorithm
increases, it is of great practical value to plan a path that is more energy-saving and more
in line with AUV mobility. The feasibility of the EPA-PSO algorithm is also verified in the
field test in Shanghai. The next step is to further improve the control performance of AUV,
make it track the path planned by EPA-PSO algorithm as much as possible, and achieve the
purpose of further saving energy and reducing control cost.
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