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Abstract: The importance of autonomous marine vehicles is increasing in a wide range of ocean sci-
ence and engineering applications. Multi-objective optimization, where trade-offs between multiple
conflicting objectives are achieved (such as minimizing expected mission time, energy consumption,
and environmental energy harvesting), is crucial for planning optimal routes in stochastic dynamic
ocean environments. We develop a multi-objective path planner in stochastic dynamic flows by fur-
ther developing and improving our recently developed end-to-end GPU-accelerated single-objective
Markov Decision Process path planner. MDPs with scalarized rewards for multiple objectives are
formulated and solved in idealized stochastic dynamic ocean environments with dynamic obstacles.
Three simulated mission scenarios are completed to elucidate our approach and capabilities: (i) an
agent moving from a start to target by minimizing travel time and net-energy consumption when
harvesting solar energy in an uncertain flow; (ii) an agent moving from a start to target by minimizing
travel time and-energy consumption with uncertainties in obstacle initial positions; (iii) an agent at-
tempting to cross a shipping channel while avoiding multiple fast moving ships in an uncertain flow.
Optimal operating curves are computed in a fraction of the time that would be required for existing
solvers and algorithms. Crucially, our solution can serve as the benchmark for other approximate AI
algorithms such as Reinforcement Learning and help improve explainability of those models.

Keywords: multi-objective planning; path planning; markov decision process; GPU-accelerated
algorithms; explainable AI

1. Introduction

Optimal routing is essential for autonomous marine vehicles exploring the world’s
oceans and assisting in scientific, commercial, and maritime security applications. In sev-
eral situations, these vehicles are required to perform complex multi-objective missions
in a stochastic and dynamic oceanic environment where they get significantly advected
by the currents [1,2]. Recent work has utilized these flows for reducing operational costs
in single-objective missions (either time- or energy-optimal) [3–6]. Optimal routing where
an appropriate trade-off between multiple objectives is achieved is useful to improve
operational efficiency and reduce costs. However, such simultaneous multi-objective
planning, where travel time and net-energy (fuel) requirements are minimized in uncer-
tain dynamic environments specified by stochastic forecasts from rigorous flow physics
models has not been attempted yet. The challenge is primarily the computational cost
(e.g., [7–9]). Existing Markov Decision Process (MDP) [4] or Reinforcement Learning [10,11]
path planners are slow for realistic real-time applications. Path planners based on Dijk-
stra’s algorithm [12], variants of A∗ [13,14] and Delayed D∗ [15] work well in deterministic
settings, but their Monte Carlo versions are computationally inefficient. [16] provides a
survey of many such path planning algorithms. On the other hand, there are efficient level-
set path planners [17,18] which have only been developed for single objective missions in
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stochastic environments and their extension requires further theoretical and methodological
development.

Recently, we developed an end-to-end GPU accelerated MDP-based planner for single-
objective missions of autonomous marine vehicles in stochastic dynamic flows [19]. The
planner first builds the MDP model state transition probability and rewards. Next, it solves
the built MDP efficiently using a GPU. Our single objective planner is based on two key
ideas: (i) state transition probabilities and expected one-step rewards involve multiple
independent computations that can be efficiently parallelized using a GPU, by writing new
CUDA kernels specifically for this computation, and (ii) the state transition probability
matrices (STMs) are sparse, allowing the use of efficient GPU-implemented libraries for
sparse matrix operations. Multiple innovations in the implementation resulted in speed-
ups of 600–1000× compared to conventional sequential methods. We also introduced more
complicated planning environments with a stochastic dynamic scalar field and a stochas-
tic dynamic flow field. The present paper further develops the above end-to-end GPU
accelerated MDP-based optimal path planner to solve multi-objective planning problems.

1.1. Problem Statement

Let x ∈ Rn (n = 2, 3 for 2, 3-D space) denote space and t ∈ [0, ∞) denote time of
a spatio-temporal domain (Figure 1A) where an autonomous agent completes a mission
by traveling from xs at time t = 0 to x f in an manner that optimizes multiple objectives.
Let v(x, t; ωv) be a stochastic, dynamic flow in the domain that strongly advects the agent.
Further, let g(x, t; ωg) be a stochastic dynamic scalar field (like solar, wind or wave energy)
that the agent must collect during its mission. Here, ωv and ωg are samples of random
variables Ωv and Ωg drawn from their respective probability distribution functions. Each
sample ωv and ωg corresponds to a realization of the random velocity field and random
scalar field, respectively. The agent maneuvers by performing an action a according to a
deterministic policy π and is simultaneously advected by the instantaneous velocity field
V. The agent must avoid dynamic obstacles along the way. For demonstration, we assume
different configurations of obstacles (shown as striped rectangular boxes) for different
applications. For example, in the first two applications (Sections 4.1 and 4.2), we consider
two such obstacles moving eastwards with the same speed and separated by a distance d.
The x-coordinate of the obstacle on the left at time t = 0 is p0 (Figure 1A).

Figure 1. Schematic of the problem statement in continuous and discrete settings: (A) The au-
tonomous agent’s mission is to travel from xs to x f in a domain under the influence of a stochastic
dynamic flow field v(x, t; ωv) and a stochastic dynamic scalar field g(x, t; ωg) that must be collected.
We seek a set of optimal policies π∗(x, t) that optimizes a multi-objective cost function. (B) In the
discretized spatio-temporal grid, the agent takes an action a = π(s) from state s at discrete time t to
reach s′ in the next time-step t′ under the influence of random discrete velocity V(s).

Our goal is to find a set of optimal policies that approximate the Pareto-optimal front
to obtain an operating curve for competing objectives of minimizing the expected travel
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time and expected energy consumption or net-energy consumption. An end user can select
any point from the operating curve that satisfies other operational requirements.

1.2. Prior Work

Multi-objective optimization [20–22] involves selecting the best solution from a Pareto-
optimal front or operating curve using user-specified preferences that quantify the impor-
tance of conflicting objectives. If the preferences are known a-priori, the most common
method used is the weighted sum method. Here, a linear sum of all the objectives is
considered as a single objective and a solution is computed. For a-posteriori preference
articulation, bio-inspired techniques such as genetic algorithms [23] and particle swarm
optimization [24] have been proposed, which are heuristic-based methods and do not guar-
antee convergence to the optimal solution. Hence, these methods find limited applications
in stochastic control applications.

Multi-objective MDPs (MOMDPs) formulate rewards as vectors instead of scalars,
where each vector component is a separate independent objective. Ref. [25] discusses
different classes of single-policy and multi-policy methods available to solve MOMDPs.
A common single-policy approach is to convert the multi-objective reward vector into a
scalarized value, making it possible to use existing methods to solve MDPs if weights are
known apriori. Alternatively, Ref. [26] uses a nonlinear Tchebycheff function to scalarize
the reward vector. Lexicographic MDPs [27] can be useful when a higher number of
objectives are present and can be ordered in terms of significance (such as safety over cost
and time, etc.). Constrained MDPs (CMDPs) optimize for a single objective with bounds for
other objectives and various methods have been described in [28] to solve such problems.
Ref. [29] discusses a dynamic programming based approach to formulate a multi-objective
voyage optimization problem.

Another approach is to model the MOMDP as a partially observable MDP (POMDP) [30].
The unobserved state in the POMDP formulation is equivalent to the actual objective and
the belief vector is equivalent to the MOMDP weight vector. GPU-based parallel implemen-
tations that use the Monte-Carlo Value Iteration algorithm to solve the continuous-state
POMDPs have been proposed [31,32]. Approximate point-based methods [33–35] have
also been implemented with GPUs to solve POMDPs [36]. Despite the available methods,
solving MOMDPs and POMDPs remains computationally demanding and prohibitive for
large-scale problems, especially for path planning of autonomous marine vehicles.

In [37], a linear combination of rewards is used to find the convex hull (a subset of
Pareto front) by the Convex Hull Value Iteration algorithm. Multiple runs of a weighted
sum method to get an approximate Pareto front or operating curve was proposed [20,25],
but a single run itself was computationally infeasible for large scale applications. We
propose using our recent GPU accelerated algorithm [19] to make this approach feasible.

The present paper’s key contributions are: (i) development and implementation of
a computationally efficient GPU-accelerated algorithm to solve multi-objective optimal
path planning problems in stochastic dynamic environments. We build an MDP model
with a scalarized weighted sum reward function, compute optimal policies and operating
curves in a fraction of the time required by traditional solvers, and (ii) demonstration of our
algorithm for two applications in an idealized stochastic ocean flow environment, including
a novel “shipping channel crossing” mission. Further, the uncertain environment flow is
modeled using the dynamically orthogonal stochastic flow equations.

In what follows, we first briefly introduce the MDP framework for optimal planning
(Section 2). Next, we develop our multi-objective optimal planner (Section 3). Then, we
demonstrate its applications and highlight the computational advantages in Section 4.
Finally, we conclude in Section 5.

2. Optimal Path Planning with MDPs

We use a finite horizon, undiscounted, total cost MDP defined by the tuple 〈S ,A, P, R〉
to solve our problem statement. Here, S and A are the sets of states and actions, P is
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the state transition probabilities, and R is the expected one-step rewards. The compu-
tational domain is discretized to a spatio-temporal grid world (Figure 1B), where each
discrete state (shown as a cell) s is indexed by discrete (xs, ts). The random velocity at s
is v(s; ωv). At each state s, the agent can take an action a. The spatial motion is given by
x′ = f (x, a; ωv) = x + (v(s; ωv) + a)∆t, and the temporal update is t′ = t + ∆t. Such
kinematic models are common in many practical applications [4,5,38–42], especially for
autonomous marine vehicles where strong flows advect slow-moving agents. The successor
state is defined as s′ = cell(x′, t′), where the cell() function maps the spatial and temporal
coordinates to the appropriate discrete state in the domain. Simultaneously, the agent also
collects energy g(s; ωg) and g(s′; ωg) at s and s′, respectively. The agent receives a one-step
reward R(s, a; s′) upon making the transition.The state transition probabilities and one-step
rewards are Pa

s,s′ = Pr(St+1 = s′|St = s, At = a) and R(s, a) = E[Rt+1|St = s, At = a].
Here, St, At, Rt are random variables that denote the state, action, and reward at time t, and
s, s′ ∈ S , a ∈ A. A policy π is a mapping from the state space S to a probability distribution
over the action space A. An exact optimal policy π∗(s) ∀ s ∈ S can be computed using the
Bellman optimality conditions and dynamic programming as

π∗(s) = arg max
a∈A

[
R(s, a) + ∑

s′
Pa

s,s′v
∗(s′)

]
. (1)

For large state spaces corresponding to realistic problems without closed-form ex-
pression for flow uncertainty, computing the state transition matrices (STMs) and optimal
policies is computationally infeasible. Hence, efficient and scalable algorithms are required.
To this end, we recently developed an end-to-end GPU-accelerated planner [19] that com-
putes these STMs and solves a single-objective MDP to obtain an optimal policy in a fraction
of the time required by conventional sequential methods without resorting to approximate
methods like Reinforcement Learning.

A forecast of the stochastic dynamic environmental flow field and energy field is
required to compute the STMs and rewards for the MDP-based optimal planning problem.
The stochastic flow field is obtained using the Dynamically Orthogonal (DO) barotropic
Quasi-Geostrophic (QG) stochastic equations for canonical flows [17,18,43] and is decom-
posed in the form v(x, t; ωv) = v̄(x, t) + ∑i µi(t; ωv)ṽi(x, t), where v̄(x, t) is the so-called
DO mean, ṽi(x, t) are the DO modes, and µi(t; ωv) are the DO coefficients. The fluid flow
data is obtained through the DO mean, modes, and coefficients, which are solved numeri-
cally using the computationally efficient stochastic DO Navier-Stokes equations [44–46].

The DO equations provide a significant computational advantage (100–10,000×
speedup) over alternate techniques such as ensemble ocean forecasting to obtain the
stochastic flow field [47]. Similarly, the energy field to be collected (e.g., solar, wind)
must be obtained using appropriate environmental models [48,49]. The usage of flow
simulations from the DO equations for the multi-objective planning missions is itself novel,
and makes our approach stand apart from other path planning methods.

3. Multi-Objective Planning

Multi-objective problems can be converted into single objective problems using a suit-
able scalarization function [25,50]. Now, we formulate a weighted scalar reward function
for our multi-objective path planning problem.

3.1. Multi-Objective Reward Formulation

The general reward structure for a single objective problem is as follows:

Rk(s, a; s′) =


rterm s′ ∈ Starg

routbound s′ ∈ Spenalty

Rk,gen(s, a; s′) o.w.

(2)
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Here, k ∈ {1, 2, 3} and represents some mission objective. The agent is given a positive
reward rterm if it reaches a state in the set of target states Starg. This set contains all states
corresponding to the target position x f at any timestep. The agent is penalized with a
large negative reward routbound if it reaches a state in the set of penalizable states Spenalty.
This set includes states that are outside the domain’s boundary, that coincide with a state
occupied by an obstacle or states at the last time-step Nt. Therefore, the agent is penalized
with routbound if it lands in a state s′ that is marked as an obstacle or if s′ is not inside the
spatial domain. It is also penalized if it cannot reach the target location until the last time-
step Nt. This incentivizes the agent to avoid collision with obstacles and stay within the
spatio-temporal domain. Otherwise, (i.e., if s′ ∈ S \ (Starg

⋃ Spenalty)), the agent receives a
general objective-specific one-step reward Rk,gen(s, a; s′). It is to be noted that for a given
(s, a), s′ depends on the random sample ωv.

For the multi-objective reward formulation, we consider problems that have two
competing cost objectives. The first objective is to minimize expected travel time with the
corresponding one-step reward

R1,gen(s, a; s′) = −∆t , (3)

i.e, the agent is penalized a constant value for each time-step. The second objective is to
minimize either (i) Expected energy consumption with the one-step reward defined as

R2,gen(s, a; s′) = −c f F2∆t , (4)

or (ii) Expected net energy consumption with the one-step reward

R3,gen(s, a; s′) =
[
−c f F2 + cr

(
g(s) + g(s′)

2

)]
∆t . (5)

In the former, the agent’s energy consumption is modeled as a function of its speed F
(c f is a conversion constant). In the latter, the agent is equipped with an energy harvesting
mechanism that collects from the stochastic dynamic energy field g(•), and cr is a constant.
The mission specific expected one-step reward is defined as

Rk(s, a) = E[Rk(s, a; s′)] k = {1, 2, 3} , (6)

where the expectation is taken over the joint distribution P(s′, ωg|s, a).
To solve a multi-objective problem, we first scalarize the one-step rewards by taking a

linear combination of the rewards of the corresponding single-objective problems.

Rα(s, a) = (1− α)Rm(s, a) + αRn(s, a) m, n ∈ {1, 2, 3} m 6= n . (7)

In the present paper, we consider two multi-objective problems. In one problem, we
optimize the expected travel time and energy consumption. In the other, we optimize the
expected travel time and net-energy consumption. The net energy consumption is the
difference between the energy consumed by the agent’s propulsion for manoeuvring and
the energy collected from the scalar energy (wind/solar) field. The scalarized one-step
rewards for the two problems are defined as

Rα12(s, a) = (1− α12)R1(s, a) + α12R2(s, a) , (8)

Rα13(s, a) = (1− α13)R1(s, a) + α13R3(s, a) , (9)

where α12, α13 are scalar weights. This is the weighted-sum approach to scalarization.
Scalarization may also be done using other methods like an exponentially weighted product
of objectives. We have experimented with the same and reported similar results (not shown
here) without any improvement over the weighted-sum approach.



J. Mar. Sci. Eng. 2022, 10, 533 6 of 18

Then we compute the optimal value function for the problem by solving the Bellman
optimality equation

v∗α(s) = max
a∈A

[
Rα(s, a) + ∑

s′
Pa

s,s′v
∗
α(s
′)

]
, (10)

where α = α12 or α = α13, depending on the multi-objective problem. v∗α is the optimal value
function that maximizes the expected weighted sum of scalarized rewards Rα, given that
the agent starts at a state s. v∗α can be numerically computed using dynamic programming
based algorithms like value iteration. Once v∗α is obtained, we compute the corresponding
optimal policy π∗α using Equation (1).

3.2. GPU Accelerated Algorithm

Algorithm 1 shows an overview of our GPU accelerated planning algorithm imple-
mented on CUDA [51]. There are two phases of the algorithm: (i) the initial model building
phase (Lines 1–13); (ii) the reward scalarization and optimal policy computation phase
(Line 14–17). The algorithm efficiently executes the first phase once and the second phase
nα number of α values in [0, 1] (Line 14). The algorithm takes as input the environment
data and other problem specific parameters and returns a set of nα optimal policies and
value functions as output.

Let us consider solving the first multi-objective problem, where we optimize the ex-
pected travel time and energy consumption. In the initial model building phase, computing
the STM Pa and the expected one-step reward vectors Ra

1, Ra
2 corresponding to the two ob-

jectives (Line 10) requires s′(ωv) and Rk(s, a; s′(ωv)), k = {1, 2}, which are “embarrassingly
parallel” computations that can be done simultaneously across states, actions, and realiza-
tions. However, limited GPU memory poses a challenge that we overcame by using the DO
representation of the ocean flow and using sparse matrix formats for Pa. We also proved
that using the mean of the scalar field is sufficient for the posed problem [19]. Moreover,
Lines 5, 6, 8, and 9 inside the for-loops (Lines 3 and 4) correspond to efficient CUDA kernels
that perform parallel computations for all states at time t and all realizations. For example,
computing the STM Pa for a given action a requires launching three CUDA kernels in
sequence. Each kernel launches an optimal predetermined number of threads to perform
a specific task in parallel. The first kernel (Line 5) computes s′(ωv) and corresponding
one-step rewards R1(s, a; s′(ωv)) and R2(s, a; s′(ωv)) for all realizations ωv, for all states at
time t, in parallel, and stores them in an array. The next kernel (Line 6) accesses this array
through multiple threads in parallel to count the number of times each s′ is reached from
the given (s, a) across all realizations. Finally, another kernel (Line 8) reduces the count
information to a structured STM Pa,t in sparse format after memory is allocated for the same
(Line 7). Similarly, another kernel (Line 9) is responsible for computing the mean of the one-
step rewards across all realizations and the values are stored in the reward vectors Ra,t

1 , Ra,t
2 .

At the end of the loop the model for timestep t (i.e., Pa,t, Ra,t
1 , Ra,t

2 ) is appended to that of
the previous timestep. Consequently, after the last timestep we obtain Pa, Ra

1, Ra
2 ∀a ∈ A.

Finally, all Pa, Ra
1, Ra

2 are appended across actions to obtain P, R1, R2 (Line 13), which is
necessary at a later stage for providing the appropriate input data structure to the sparse
value iteration algorithm (Line 16). We refer the reader to the single objective version of the
algorithm [19] for further details of the CUDA kernels and appending operations.

In the second phase, we compute the final model by scalarizing the expected one-
step reward using a given α (Line 15). Thereafter, the optimal policy π∗α is computed by
plugging P, Rα into a sparse value iteration algorithm (Line 16, [52]) with efficient parallel
GPU-implementation of matrix operations. We obtain a set of optimal polices {π∗α} by
executing the second phase for nα different values of α. It must be noted that the initial
model building phase is independent of α and is executed just once.
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Algorithm 1: GPU Accelerated Planning Algorithm.
Input: env_data, prob_type, prob_params, grid_params
Output: {v∗α},{π∗α}

1: Copy data to GPU;
2: Allocate GPU memory for intermediate data, Ra

1 and Ra
2 ∀a;

3: for (t = 0; t < Nt; t ++) do
4: for a ∈ A do
5: Compute s′(ωv), R1(s, a; s′(ωv)) and R2(s, a; s′(ωv)) ∀s ∈ St ∀ωv;
6: Count number of times s′ is reached for given (s, a);
7: Allocate memory for Pa,t;
8: Reduce the count data to a sparse STM Pa,t;
9: Compute R1(s, a) := Eωv [R1(s, a; s′(ωv))] and R2(s, a) := Eωv [R2(s, a; s′(ωv))]

through sample mean and store in Ra,t
1 , Ra,t

2 ;
10: Pa, Ra

1, Ra
2 ← Append_model_in_time(Pa,t, Ra,t

1 , Ra,t
2 );

11: end for
12: end for
13: P, R1, R2 ← Append_model_in_actions({Pa}, {Ra

1}, {Ra
2});

14: for α in range(0, 1, nα) do
15: Compute Rα := (1− α)R1 + αR2

16: v∗α, π∗α ← Sparse_Value_Iter(P, Rα);
17: end for

We achieve a 600–1000× reduction in the time required for the model building phase,
depending on the GPU [19].

3.3. Operating Curves

For each α, our algorithm computes the optimal policy π∗α . When α = 0, the optimal
policy simply minimizes the expected travel time, whereas when α = 1 it minimizes the
energy objective. Any other α ∈ (0, 1) minimizes a weighted combination of the two.

The optimal operating curve is computed by executing the optimal policy π∗α over all
the realizations of the stochastic velocity field to obtain the average travel time Tavg(α) and
energy (or net-energy) consumption Eavg(α) for each α. An appropriate point can be chosen
from the operating curve for field execution based on other operational requirements. In
the following section, we demonstrate applications of our multi-objective planner.

4. Applications

We demonstrate two different multi-objective missions in a stochastic double-gyre
ocean flow field obtained by solving the dynamically orthogonal quasi-geostrophic equa-
tions [44]. Such wind-driven double-gyre flows are encountered in several realistic scenar-
ios in mid-latitude regional oceans such as the Northwest Atlantic ocean (Gulf Stream and
eddies) [53,54]. See [17] for the equations and dynamics of this flow field that has been
often used to demonstrate new methods for path planning. For easy reference, we have
included the equations used to simulate the double-gyre flow field in Appendix B.

The planning is performed on a discrete spatio-temporal grid of size 100× 100× 120,
with ∆x = ∆y = 1 and ∆t = 1 non-dimensional units. The environment and the di-
mensional scales are common for the first two applications, (Sections 4.1 and 4.2) and are
described next. The scales for the third application are different (see Section 4.3). For the
first two applications, the non-dimensionalization is done such that one non-dimensional
unit of space is 4 km and time is 0.115 days. Such state space dimensions are realistic [5,55]
and have been chosen to demonstrate the computational capability of our algorithm with
realistic grid dimensions. Note that for the algorithm developed in the present paper, the
computational effort depends only on the grid size. Thus, it suffices to use an idealized
flow field for demonstration.
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Figure 2 shows the complete environment at t = 0 for an example realization of
the velocity field (Figure 2A) and the scalar energy field (Figure 2B). Both the fields are
stochastic and dynamic (time-varying), but Figure 2 shows just one realization at t = 0. The
evolution of the environment with time can be seen in the backgrounds of Figures 3 and 4
and also in the corresponding videos (Table A1 in Appendix A). The stochastic energy
field g used for the energy collection objective is assumed to be a solar radiation incident
on the ocean surface, simulating a cloud cover moving westwards (Figure 2B). The red
region is a relatively sunny (high radiation) region whereas the yellow region is a relatively
cloudy region (low radiation). An agent may spend time in the sunny regions of the
domain to collect energy depending on its mission requirement. Further, the dynamic
obstacles are assumed to be restricted zones that move eastwards with a known speed
without affecting the flow. The starting positions of dynamic obstacles are assumed to
be known in the first application (p0 = 10) (Section 4.1) and as uncertain in the second
application (Section 4.2). In non-dimensional units, the size of each obstacle is 10× 10
with d = 50 and their speeds being 0.5. The action space is discretized to 32 actions–16
possible headings, each with 2 possible magnitudes. It is to be noted that our planner
can easily accommodate multiple vehicle speeds and headings, with different maximum
speeds. These quantities are input parameters fed to the planner through a configuration
file, which one can simply edit to simulate different vehicle speed capabilities. We highlight
the same in Section 4.3 where we demonstrate the shipping channel crossing problem
with two different agent capabilities; 5000 realizations of the flow field are considered.
In dimensional units, the maximum magnitude of the flow field is 2.28 m/s (5.7 non-
dimensional units), and the agent’s maximum speed is 0.8 m/s (2 non-dimensional units).
These velocity magnitudes are derived from realistic flows and have been used for path
planning applications [42]. Since the flow is relatively strong, the autonomous marine
agent modeled here gets strongly advected. The agent’s mission is to start at xs = (40, 15)
(represented by a circular marker) to arrive at the position x f = (40, 85) (represented by a
star-shaped marker) while optimizing multiple-objectives.

Figure 2. Mission Environment (A) An example realization at t = 0 of the stochastic double gyre
flow shown as streamlines overlaid on a color plot of the magnitude. (B) Same as A, but showing an
example scalar radiation field as the background color, on which the velocity streamlines are placed.
The dynamic obstacles are shown as gray filled patches.
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Figure 3. Time evolution of trajectory distribution obtained by following the optimal policy for
different α values for optimal time and net energy mission. (A) α = 0, equivalent to time optimal
planning; (B) α = 0.3, intermediate behavior between α = 0 and α = 1; (C) α = 1, equivalent to
net-energy optimal planning. The background is colored with the solar radiation’s magnitude and
overlaid with flow streamlines. Trajectories are colored with their net-energy consumption. Note that
the time stamp of individual snapshots are different.

Figure 4. Operating curves and trajectories for optimal time and net energy mission with unknown
p0: (A) Expected Time vs Energy operating curves for different initial positions p0 of the obstacles.
Each point is colored with its α value. (B) Distribution of final trajectories obtained by following the
optimal policy for α = 0.3. Each plot along the row displays these trajectories for a given value of p0.
(C) Same as (B) but for α = 0.7. All plots along a column correspond to the same p0.
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4.1. Optimal Time and Net Energy Missions

First, we consider a scenario where the agent must complete its mission while minimiz-
ing its expected travel time and net-energy consumption. We use the scalarized one-step
rewards defined in Equation (9) for building and solving MDPs for multiple values of
α ∈ [0, 1] at intervals of 0.05 with our GPU accelerated algorithm (Algorithm 1). We obtain
the optimal operating curve (Figure 5) for expected time vs net-energy using the procedure
defined in Section 3. Here, each point on the curve corresponds to a particular α value and
shows the trade-off between the average mission travel time and net energy consumption
for the corresponding optimal policy π∗α . Figure 3A–C show the temporal evolution of
the trajectory distribution obtained by following the optimal policies for α = 0, 0.3 and
1, respectively. For example, Figure 3A shows a distribution of trajectories that was ob-
tained by following the optimal policy π∗α=0 across the 5000 realizations of the velocity
field. Each trajectory is colored by the net-energy consumed by the agent in following it.
The triangular marker at the end of each trajectory represents the position of the agent at
the time (mentioned above each snapshot). As can be seen, the optimal policy and hence
the trajectories for different α values have significantly different properties. When α = 0
(Figure 3A), the Rα is simply the same as R1(s, a) and π∗α=0 is a pure time-optimal policy.
Therefore, the agent’s policy is to take high-speed actions while trying to utilize the flow to
reach the target in the shortest possible time. Similarly, when α = 1 (Figure 3C), π∗α=1 is a
pure net-energy optimal policy. Here, the agent takes low-speed actions and follows more
time-consuming paths while utilizing the flow to expend less energy, thereby minimizing
the net-energy consumption. In fact, for certain realizations, the agent loops around in the
sunny region in the lower half of the domain. For these realizations, when the agent is in
the region X ∈ [50, 70], Y ∈ [43, 47] (t = 40) the obstacle prevents the agent from moving up
to the upper half of the domain. So instead of expending more energy to go against the flow
to avoid the obstacle, it simply loops around in the lower half, utilizing the flow, collecting
more energy from the radiation, and then proceeds towards the target unobstructed by the
obstacle. For α = 0.3 (Figure 3B) the trajectories display an intermediate behavior between
that of α = 0 and α = 1. Here, minimizing the net-energy consumption is prioritized just
enough to make the agent take longer paths, but not enough to make loops in the sunny
region as the agent also prioritizes its travel time to a certain extent. Please note that the
timestamps of the snapshots in Figure 3A–C are different for better visualization of the
evolving path distributions, but the radiation field is the same.

Figure 5. Expected Travel Time vs. Net Energy operating curve for optimal time and net energy
missions. Each point is for an α value colored as per the color bar.
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4.2. Optimal Time and Energy Missions with Unknown p0

Second, we consider a mission where an Autonomous Underwater Vehicle (AUV)
must reach its target x f while minimizing its expected travel time and energy consumption.
However, in this case we assume that the initial position p0 of the obstacle is unknown at
t = 0 (see Figure 1)) and model it as a uniform random variable. As our GPU-accelerated
planner efficiently computes the optimal time-energy operating curve, the key idea now
is to take samples of p0 and obtain time-energy operating curves for each sample. In this
application, the AUV is not collecting external energy as the focus is on time vs energy
expenditure for an underwater application. Figure 4A shows the optimal time-energy
operating curves for various values of p0. Each plot along the row of Figure 4B shows
the distribution of full trajectories obtained by following the optimal policy at α = 0.3
but for varying values of p0. Figure 4C is similar to Figure 4B, but for α = 0.7. All plots
along a column of Figure 4 correspond to the same p0. The trajectories are colored by their
energy consummations and the background is colored with the flow magnitude overlaid
with streamlines. An interesting observation for p0 = 20 and p0 = 30 is that the operating
curve has a U-shape, with the minima occurring at approximately α = 0.3. The part of the
curve corresponding to α > 0.3 is not Pareto-optimal since the mission could be completed
at a shorter travel time for some α < 0.3 with the same average energy consumption.
For example, for p0 = 20 in Figure 4A, the policies for α = 0.25 (light green dot) and
α = 0.55 (light brown dot) consume nearly the same amount of average energy (70 units)
but the average travel time for the former is nearly 10 units less compared to the latter.
This makes the policy at α = 0.55 sub-optimal in the Pareto sense. A similar argument
holds true for all policies with α > 0.3. The U-shape is a consequence of the following.
As we increase α, more weight is given to the energy objective, which results in the agent
taking low-velocity actions, utilizing the flow and consuming less energy at the expense
of more time. However, the relative velocities of the flow, the obstacles and the AUV are
such that, for most realizations, the obstacle blocks the AUV’s path from the north as the
AUV moves from west to east in the region Y ∈ [40, 50]. As a result, the AUV has to
maneuver and wait for the obstacle to move away (see the region X ∈ [70, 80], Y ∈ [40, 50]
in Figure 4C for p0 = 20 and p0 = 30). In contrast, for α = 0.3, p0 = 20 (Figure 4B), the AUV
easily maneuvers through the space between the two obstacles. This results in the AUV
consuming more energy on average because of the delay caused by the obstacle. Another
interesting observation is the apparently erratic behavior of the agent for some realizations
(yellow colored trajectories) around the region X ∈ [65, 75], Y ∈ [55, 65] in Figure 4B for
p0 = 20. The reason is that these realizations of the flow field have a larger southern
gyre, and the said region experiences strong currents in the southern and south-eastern
directions (see Figure A1 in Appendix A). On the other hand, the agent’s policy is to move
in the opposite direction towards the target, hence resulting in small loops or sharp turns.
Such loops in trajectories are typical of low-speed agents that get advected by eddies and
gyres [3]. In real operations, we could analyze a series of time-energy operating curves to
obtain the Pareto-optimal operating region (in this case α ∈ [0.1, 0.3]). Then, an AUV can be
operated at a suitable operating point in this region as per other operational requirements.

4.3. Shipping Channel Crossing Problem

Third, we demonstrate a shipping channel crossing problem. The shipping channel
is the purple rectangular region in the domain, which is continuously used by ships to
traverse across the grid (Figure 6). The agent must avoid possible collisions with these ships
and safely cross the shipping channel to reach the target location while optimizing time and
energy consumption. We consider a time-energy problem as the focus is on demonstration
of our computational algorithm in a busy ship channel crossing application. However, we
can just as easily consider scenarios where the agent also collects a scalar field along the
way to optimize for its net-energy consumption. Here, the dynamic obstacles (shown in
thin striped horizontal rectangles) represent two queues of ships continuously moving
through the channel. Ships in the upper and lower queues move eastwards and westwards,
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respectively. While the size spatio-temporal grid is still 100× 100× 120, the dimensional
scales for this “shipping channel crossing” problem have been reduced to demonstrate the
working of our planner in more complex and realistic scenarios. 1 non-dimensional unit of
space is 50 m, and time is 30 s. The maximum speed of the AUV is considered to be 3 m/s,
and the maximum flow velocity is 3 m/s (refer to Figure 2A for the spatial distribution of
the flow speeds). The velocity of the ships is 8 m/s (15.5) knots, which is typical of large
carrier ships. The shape of the obstacles (16 × 2 units) is also derived from typical carrier
ship dimensions, which are 400 m × 50 m, and some buffer accounting for AUV safety
and uncertainties in ship positions. The horizontal gap between two successive ships is
d = 15 units and remains constant. The distance between the two queues is eight units.
The agent’s mission starts at xs = (40, 15) and the target location is x f = (40, 85).

Figure 6. Schematic of the shipping channel crossing problem: The purple region is the shipping chan-
nel that ships use for traversing across the domain. Thin horizontal striped boxes represent the ships
(obstacles). The ships in the top and bottom queues move eastwards and westwards, respectively.

Figure 7A–C show the temporal evolution of trajectory distributions that were obtained
by executing the optimal policies for α = 0, α = 0.4 and α = 1 , respectively. Here, the agent
can move at two possible speeds—3 m/s or 1.5 m/s. Similar to the description in Section 4.1,
when α = 0 (Figure 7A), the optimal policy is purely a time-optimal policy. Hence, the agent
typically takes high-speed actions to reach the target location, consequently consuming
more energy. When α = 1 (Figure 7C), the optimal policy is purely an energy-optimal
policy, where the agent typically takes low-speed actions and utilizes the flow to reach
the target location, resulting in more curved trajectories. When α = 0.4 (Figure 7B), the
trajectories show an intermediate behavior as the optimal policy optimizes a weighted
combination of both objectives. Please note that the timestamps of the snapshots for the
three sub-figures are different for better visualization of the evolving path distributions,
but the velocity field is the same.

A common feature of this application is that the agent efficiently utilizes the gaps in the
queues of the ships to cross the shipping channel. Consequently, the trajectory distribution
breaks into multiple thin bands based on the agent’s crossing these gaps across different
realizations of the velocity field. The optimal policies also make the agent wait behind or
move opposite a nearby ship to pass through the next possible gap quickly. This behavior
can be observed in regions like X ∈ [45, 55], Y ∈ [45, 48] in Figure 7B,C. We refer the reader
to Table A1 in Appendix A for the videos of the same for better visualization.

We also demonstrate the shipping channel crossing problem with an agent capable of
moving with three possible speeds—zero-speed, cruising speed (1.5 m/s), and maximum
speed (3 m/s). Figure 8 shows a distribution of full trajectories for α = 0, α = 0.4, and α = 1
for this case. A noticeable difference can be seen for α = 1 (energy-optimal planning) when
compared to Figure 7C due to the agent’s use of the zero-speed action to conserve energy
for its minimization. We have assumed a known initial position of the queue of ships for
this scenario for clarity and visualization. However, we can easily extend the problem to
one with uncertain initial positions similar to our demonstration in Section 4.2 and analyze
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corresponding operating curves. Moreover, we note that extending the action space is a
trivial task for our planner and requires a simple change in the configuration file.

Figure 7. Time evolution of trajectory distribution obtained by following the optimal policy for
different α values for the “shipping channel crossing” mission: (A) α = 0, equivalent to time optimal
planning; (B) α = 0.4, intermediate behavior between α = 0 and α = 1; (C) α = 1, equivalent to
energy optimal planning.

Figure 8. Shipping channel mission with an agent capable of executing an additional zero-speed
action: Distribution of final trajectories by following the optimal policy for α = 0, α = 0.4 and α = 1
for the shipping channel mission. Here the agent is capable of an additional zero-speed action.

4.4. Computational Efficiency

Our GPU-accelerated planner computes a set of optimal policies based on the forecast
of the stochastic, dynamic velocity, and scalar fields as done in [4,10,19] in a fraction of the
time compared to sequential MDP-based methods of similar problem sizes [4,38]. The above
applications were run on a NVIDIA RTX 8000 GPU. The average total computation time for
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each value of α is around 1 min. Similar problems with a larger state space 200× 200× 200
take an average total time of 4 min per MDP. This is orders of magnitude smaller than
conventional solvers (e.g., [4]). Thus, we may compute an optimal operating curve within a
few hours on a single GPU. Further, as the solution of each MDP is independent of the other,
we may use multi-GPU systems to solve multiple MDPs in parallel and achieve an even
smaller overall computation time. It is to be noted that though larger grid sizes lead to larger
compute times, the speed-up compared to its sequential counterpart remains the same, as
evident in Figure 8 of [19]. Moreover, using more complicated velocity or energy fields
or complex-shaped obstacles does not affect the computational time or speed-up, as these
are simply inputs to the planner in the form of matrices and independent of the algorithm.
Another advantage is that multiple operating curves, as demonstrated in (Section 4.2), can
be computed within a few hours. This allows us to update our environment model with the
latest information on the velocity and scalar fields available up to the day of the mission
itself. Consequently, it enables us to compute more accurate policies, which would be
impossible using conventional sequential algorithms that could take weeks.

4.5. Discussion and Future Extension

Among the set of optimal policies computed by our planner, each policy offers a
trade-off between the two objectives, which is visible in the optimal operating curve. The
AUV operator must choose one of the policies for mission operation based on his needs
and experience. The agent traverses the environment by executing the chosen optimal
policy (open-loop control), without taking measurements from the environment. As part of
our future work, we plan to extend the algorithm for onboard routing through periodic re-
planning (closed-loop control), which would require measurements of the observed velocity
field through sensors like ADCP and solar/wind sensors to measure the solar/wind field.

The focus of this work is on the methodological development of a fast and exact
algorithm for efficient planning of multi-objective missions for a single agent. We plan
to conduct experiments with a physical AUV(or USV) in the future, similar to our earlier
experiments to test our previously developed level-set based solution [42]. It is to be noted
that we can extend our proposed algorithm for multi-agent planning by (i) including the
coordinates of all the robots in the MDP’s state definition, (ii) defining the reward function
as per the mission requirements of the multi-robot system. However, the size of the state
space increases exponentially with the number of robots, which require new CUDA kernels
to be written and can be taken up as future work.

5. Conclusions

We developed a multi-objective planner for optimal path planning of autonomous
agents in stochastic dynamic flows. The multi-objective problem was converted into a
single-objective MDP by scalarizing the one-step rewards with the weight α. We used our
end-to-end GPU accelerated planner to efficiently build the MDP by computing the state
transition probabilities, the expected scalarized one-step rewards and optimal policies for
multiple values of α . Then we obtained a time vs energy (or time vs net-energy) operating
curve in a fraction of the time required to solve just one MDP by traditional solvers. We
demonstrated three multi-objective problems. In the first, we minimize the expected travel
time and net-energy consumption of a surface vehicle collecting solar energy. In the second,
we minimize the travel time and energy consumption of an AUV while considering an
unknown initial positions of the obstacles. In the third, we minimize the expected travel
time and energy consumption of an AUV crossing a shipping channel. We demonstrate that
our planner is capable of computing optimal operating curves quickly for large realistic grid
sizes. This allows us to plan paths for AUVs in real-time to use the most recent environment
forecast data. Even though we emphasized an idealized flow field scenario, the algorithm
works with any complex flow fields and the compute time only depends on the grid size.
For future work, we plan to use our multi-objective planner for more complex missions,
pursuit-evasion games, and on-board routing. Our results can serve as a benchmark for
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POMDPs, MOMDPs, and RL algorithms (with or without GPU acceleration). They can also
serve as a benchmark for heuristic-based algorithms like NSGA II for optimal planning
in stochastic dynamic environments. A major issue of explainable AI is explaining why
approximate and heuristic algorithms such as RL or NSGA II compute whatever paths
they compute. Our results can serve as the solution those algorithms must achieve, thereby
improving their explainability.
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Appendix A

To help visualize dynamically evolving trajectories presented in the paper we have
provided corresponding videos for the figures on youtube and the links are provided in
Table A1.

Table A1. Figures with trajectories and links to corresponding videos.

Figure Number URL

Figure 3A https://youtu.be/wn7VoLGuDl0, accessed on 4 April 2022
Figure 3B https://youtu.be/9QTuTSBzg3Y, accessed on 4 April 2022
Figure 3C https://youtu.be/Da4mIU691A8, accessed on 4 April 2022
Figure 4B https://youtu.be/3V_GnrsOVaA, accessed on 4 April 2022
Figure 4C https://youtu.be/hX6Qmm2WSJ4, accessed on 4 April 2022
Figure 7A https://youtu.be/9bmKnY0LE5c, accessed on 4 April 2022
Figure 7B https://youtu.be/MTUUQaHrxJc, accessed on 4 April 2022
Figure 7C https://youtu.be/ZMv-31RTyvY, accessed on 4 April 2022

https://youtu.be/wn7VoLGuDl0
https://youtu.be/9QTuTSBzg3Y
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In all the figures in the main text we have shown trajectories overlaid on a given real-
ization of the stochastic dynamic velocity field since it is impossible to show all realizations
simultaneously. In Figure A1, we exclusively show another realization which was referred
to in Section 4.2. The highlighted region inside the pink box is where the agent experiences
currents flowing in the southern and south-eastern directions.

Figure A1. Another realization of the stochastic velocity field: The streamlines and background
correspond to a different realization of the stochastic velocity field.

Appendix B

Briefly, the stochastic double gyre flow field is defined by the following equations [17].

∇ · V̄ = 0 , (A1)

∂V̄
∂t

=
1

Re
∇2V̄−∇ · (V̄V̄)− Cµmµn∇ · (ṼmṼn)− f k̂× V̄−∇ p̃ + αø , (A2)

dµi
dt

= µm

〈
1

Re
∇2Ṽm −∇ · (ṼmV̄)−∇ · (V̄Ṽm)−∇ p̃− f k̂× Ṽm, Ṽi

〉
(A3)

− (µmµn − Cµmµn)
〈
∇ · (ṼmṼn), Ṽi

〉
∇ · Ṽi = 0 (A4)

∂Ṽi

∂t
= QV

i − 〈QV
i , Ṽk〉Ṽk (A5)

where QV
i = 1

Re∇2Ṽi −∇ · (ṼiV̄)−∇ · (V̄Ṽi)−∇ p̃i − C−1
µiµj

Mµjµmµn∇ · (ũmũm)

Here V̄ is the DO mean, Ṽ are DO modes, µi are the DO coefficients, p is the pressure,
ø is the wind stress, and C is the correlation matrix of the DO coefficients. The mean and all
the modes are spatio-temporal fields. The indices i, k, m, n denote the DO modes and span
from 1 to the dimension of the subspace. Repeated indices indicate summation according
to Einstein’s notation. 〈•, •〉 denotes the spatial inner product. The values of the constants

are as follows: f = βy, β = 1000, Re = 1000, α = 1000, ø =
[
− 1

2π cos2πy, 0
]T

. See [17] for
further details.
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