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Abstract: In this paper, a robust composite dynamic event-triggered formation control scheme is
proposed for multiple underactuated surface vehicles (USVs) from two aspects, i.e., guidance and
control. In the guidance module, a novel dual-layer line-of-sight (DLLOS) guidance principle is
incorporated into the leader–follower framework to generate the reference path. To overcome the
problem of unavailable leader velocity information, an adaptive speed controller is designed to
adjust the navigational speed of followers. As for the control part, by utilizing the dynamic event-
triggered method, the operational frequency of actuators can be reduced in a flexible manner. That
can effectively avoid the excessive wear and chattering phenomenon of actuators. Furthermore, by
the fusing of the radial basis function neural networks (RBF NNs) and the robust neural damping
technique, the model uncertainty, environmental disturbances and some unknown parameters can be
remodeled, and only two gain-related adaptive laws need to be updated online. The serial–parallel
estimation model (SPEM) is established to predict the velocity variables, and the approximation
performance of NNs can be enhanced by virtue of the derived prediction error. Through the Lyapunov
stable theorem, all control signals in the closed-loop system are guaranteed semi-globally uniformly
ultimately bounded (SGUUB) stability. Finally, digital simulations are illustrated to verify the
effectiveness and superiority of the proposed algorithm.

Keywords: underactuated surface vehicle; dynamic event-triggered control; composite learning;
formation control; DLLOS guidance

1. Introduction

Over the past several decades, the underactuated surface vehicle (USV) has been
widely investigated as a hot topic in the marine control and engineering field. Due to its
characteristics of flexible deriving, strong autonomy and high safety, the USV has been
applied to various offshore practices, e.g., maritime search and rescue, suspicious target
enclosing, territorial water guarding and so on. Within the control problem of USV, there
mainly exist three types, i.e., trajectory tracking, dynamic positioning and formation control.
It is worth noting that the formation control problem of multiple USVs has become the
central issue in marine cybernetics, among which the leader–follower method is the most
popular on account of its flexibility and simplicity. However, some new challenges have
emerged in ocean engineering—for example, the unavailability of velocity constraints and
the excessive chattering of actuators. Therefore, how to develop a novel control scheme to
deal with the current challenges is of great significance to the marine industry.

Generally speaking, the autonomous navigation system of USVs can be divided
into two critical subsystems: the guidance subsystem and the control subsystem. To be
specific, the guidance subsystem is used to provide reference signals (i.e., the reference
position, desired heading angle and velocity information) for the formation. Currently, the
line-of-sight (LOS) guidance principle has been intensively explored in the path-following
control strategy, and some fruitful results can be found in [1–3]. The LOS guidance principle
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implements a look-ahead distance, mimicking an experienced sailor, and produces a desired
route and the desired heading angle which are required to be fed into the inner dynamic
loop. In [4], an integrated LOS guidance principle was developed for the USV to remove
the effect of drifting interference. To render a good tracking performance in a straight line,
gain-variable LOS guidance was designed by adding an integrated gain function into the
former algorithm [5]. To further deal with the area-constraint tracking problem, the error-
constrained line-of-sight (ECLOS) guidance law was developed to guarantee that tracking
errors cannot exceed a specific range [6]. From the above discussion, it is obvious that
LOS guidance has been widely studied. Meanwhile, the corresponding guidance principle
has been applied to some special areas. For example, in [7], integrated LOS guidance was
implemented in an unmanned wind sailboat, and three navigation modes, i.e., cross-wind,
upwind and downwind, were proposed. In [8], to address the path-following problem for
USVs with unknown sideslip angle, a novel predictor-based line-of-sight (PLOS) guidance
principle was developed, and the fast and smooth identification of the sideslip angle could
be guaranteed. For the path-following mission of unmanned underwater vehicles, an
improved three-dimensional (3-D) LOS guidance was designed by using the kinematics
transformation theory [9]. However, it should be noted that the above LOS guidance results
cannot be directly applied to the formation control problem of multiple USVs, and some
practical sailing issues have not been taken into consideration. That is, in marine practice,
the position and heading angle information can be measured by the Global Navigation
Satellite System (GNSS) and gyrocompass equipment [10]. The velocity information of
the leader, however, cannot be directly obtained by all the follower ships. Thus, how to
develop a new guidance principle for the leader–follower formation to address the above
problem deserves further investigation.

For the control subsystem, it is well known that the corresponding function is to
generate control orders/signals and transmit them to the actuators. However, with regard
to the traditional controller, the control orders are required to be continuously transmitted
to the actuators, which may lead to some unnecessary consumption of the communication
channel and the frequent chattering phenomenon [11]. For this purpose, the event-triggered
control, as an effective tool to handle this problem, has received increasing interest from the
control community, and plenty of works have been published focusing on the nonlinear
strict-feedback system [12–14]. In [15], an event-triggered input strategy with a fixed thresh-
old parameter was proposed, and the measurement errors between the actuator model and
the event-triggered mechanism could be compensated by introducing an intermediate con-
trol law. To further decrease the communication rate in the sensor-to-controller channel, the
model-based event-triggered method was presented by employing a state-based triggering
condition [16]. In this way, the system state and the derived neural weight estimator can be
updated at each triggered point. In [17], a novel event-triggered communication mechanism
was designed for the multi-agent nonlinear system which could effectively reduce the com-
munication burden between agents and their neighbors. Furthermore, the event-triggered
method has been intensively studied in the ship motion control field [18–20]. For example,
in [21], a guidance-based event-triggered control law was designed for a fully actuated
surface vessel to reduce the communication burden. To address the compound effect of
actuator fault and input saturation, a novel fault-tolerant event-triggered tracking controller
was proposed to guarantee the globally ultimately bounded convergence [22]. Currently, a
dynamic event-triggered strategy with an adjustable threshold has been developed and has
attracted ever-increasing attention [23]. Compared with the static event-triggered method,
the dynamic event-triggered control strategy can achieve a more flexible manner of econ-
omizing communication. However, up to today, there are no dynamic event-triggered
approaches suitable for USVs to execute their corresponding missions.

Moreover, regarding system uncertainty and unknown external disturbance, a class
of approximation-based control algorithm is presented via neural networks (NNs) and
the fuzzy logic system (FLS) [24]. The approximation effect of model uncertain terms
can enhance the control performance of the closed-loop control system. By virtue of
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the minimal learning parameter (MLP) technique, the enormous weight matrix can be
compressed into an unknown parameter, and the derived controller has a concise form
and need not calculate the plentiful weight information [25]. To deal with a more practical
case, an MLP-based concise robust controller was developed for marine vessels in [26].
For the possibility of enhancing the approximation performance of NNs/FLS, an adaptive
composite learning approach has been reported in [27]. The serial–parallel estimation
model (SPEM) was constructed to estimate the system dynamics variables, where the
predicted error can further improve the approximation ability of NNs [28]. Meanwhile,
a large number of interesting results have been reported for USVs—for example, sliding
mode control [29], observer-based control [30], model predictive control [31], etc.

Invoked by the above literature review, a novel robust composite dynamic event-
triggered formation control scheme has been proposed for USVs under the marine practice
constraint. The main merits of the proposed algorithm can be summarized as:

(1) A novel dual-layer line-of-sight (DLLOS) guidance principle is proposed for the
leader–follower formation configuration. In the leader layer, an adaptive LOS guidance
law is designed to generate the reference path for the leader according to the waypoint
information. That can effectively eliminate the buffeting frequency and improve the
tracking accuracy during the steering process. As for the follower layer, an adaptive speed
controller is developed to address the constraint of the leader’s unobtainable velocity
information. In this way, the smooth reference route of the formation can be programmed
in accordance with the guidance requirement.

(2) By resorting to the dynamic event-triggered mechanism, the control order can be
intermittently and flexibly sent to the actuating devices (i.e., the propeller and the rudder);
thus, the communication occupancy from the controller to the actuator can be largely
reduced without any additional impact on the system output performance. Besides, by
fusing the radial basis function neural networks (RBF NNs) and the robust neural damping
technique, the perturbation caused by the system uncertainty and ocean environment can
be effectively stabilized, and only two gain-related adaptive parameters are required to be
updated instead of the burdensome weight matrix. Meanwhile, the SPEM is constructed to
predict the velocity variables and enhance the estimating performance of the composite
adaptive parameters.

The remainder of this paper is organized as follows. In Section 2, the nonlinear
mathematical model and the problem formulation are provided. Section 3 is devoted
to developing the corresponding guidance principle, including the leader layer and the
follower layer. Section 4 gives a systematic procedure for the proposed controller, and
analyses of the system stability and performance of the controller are formulated using the
Lyapunov theory. In Section 5, a numerical simulation is given to verify the effectiveness of
the proposed controller. Section 6 gives some concluding remarks.

2. Problem for Formulation and Preliminaries
2.1. Nonlinear Mathematical Model of USV

Based on the Newtonian and Lagrangian mechanics [32], the nonlinear mathematical
model for the USV can be established as Equations (1) and (2).

.
x = u cos(ψ)− v sin(ψ)
.
y = u sin(ψ) + v cos(ψ)
.
ψ = r

(1)


.
u = − fu(v)

mu
+ Tu(·)

mu
N + dwu

.
v = − fv(v)

mv
+ dwv,

.
r = − fr(v)

mr
+ Fr(·)

mr
δ + dwr

(2)

Most marine ships are underactuated, meaning that they are equipped with propellers
and rudders for surge and yaw motions only, while being without any actuators for the
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direct control of sway motion. In Figure 1, O− X0Y0Z0 denotes the earth-fixed frame, and
o − xbybzb indicates the body-fixed frame. In Equations (1) and (2), η = [x, y, ψ]T ∈ R3

describes the surge, sway and yaw angles for the USV. v = [u, v, r]T ∈ R3 denotes the surge,
the sway and the yaw velocity in the body-fixed framework. mu, mv, mr are the unknown
parameters used to express the additional mass. du1, du2, du3, dv1, dv2, dv3, dr1, dr2, dr3 are
used to express the unknown hydrodynamic damping parameters. dwu, dwv and dwr denote
the external disturbances caused by the sea wind, current and waves. N, δ denote the
system input variables, i.e., the main engine speed and the rudder angle. To facilitate the
following control design, one defines N = N,δ = δ. fu(v), fv(v), fr(v) are the nonlinear
functions, which can be expressed as Equation (3).

fu(v) = −mvvr + du1u + du2|u|u + du3u3

fv(v) = muur + dv1v + dv2|v|v + dv3v3

fr(v) = (mu −mv)uv + dr1r + dr2|r|r + dr3r3
(3)
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Figure 1. The body-fixed frame and earth-fixed frame. 
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Figure 1. The body-fixed frame and earth-fixed frame.

Tu(·), Fr(·) are utilized to express the unknown gain function due to the consideration
of actuating devices, which can be calculated as Equation (4). Due to the limited power
generated by the propeller and rudder, there must exist the upper and lower bounded
values TuMin, FrMin, TuMax, FrMax such that TuMin < Tu(·) < TuMax, FrMin < Fr(·) < FrMax.{

Tu(·) =
(
1− tp

)
ρD4

pKT(JP)

Fr(·) = (xR + αHxH)
[
− 6.13Λ

Λ+2.25 ·
AR
L2

(
u2

R + v2
R
)

cos(δ)
] (4)

where tP and αH denote the interference extents around the propeller and the rudder. ρ
indicates the water density. DP and JP denote the diameter and progress coefficients of the
propeller, respectively. KT indicates the thrust coefficient, which is a nonlinear function of
JP. xR and xH are used to express the dimensions of x-coordinates which are related to the
rudder blade and the gravity center of the ship hull. AR and Λ are the rudder area and the
aspect ratio, respectively. L denotes the length between the bow perpendicular and the aft
perpendicular. uR and vR are the relative surge and sway speeds of the rudder, respectively.



J. Mar. Sci. Eng. 2022, 10, 227 5 of 22

Assumption 1. The environmental disturbances dwu, dwv and dwr satisfy that |dwu| ≤ dwu,
|dwv| ≤ dwv and |dwr| ≤ dwr, in which dwu, dwv and dwr are unknown positive bounded constants
of the disturbances and only used for stability analysis.

Assumption 2. The sway velocity v of the USV is always passive-bounded stable. The detailed
proof process can be found in the literature [33].

Remark 1. Since the ocean’s environments keeps changing with finite energies, the disturbances
acting on the ship’s hull are unknown, time-varying and bounded. Thus, Assumption 1 is reasonable
in marine practice. Furthermore, as reported in [33], it is easy to systematically analyze the
passive-boundedness of the sway velocity v of the USV. Due to the hydrodynamic damping forces in
the nonlinear mathematical model being dominant in the sway direction and because, as a result,
the sway velocity is damped out by such forces, Assumption 2 is realistic. This assumption can
also be easily satisfied in marine practice on account of its sway velocity being attenuated by the
hydrodynamic damping force in the sway direction. The interested reader is referred to [33] for a
detailed discussion about this assumption.

2.2. RBF NN Approximation

For the nonlinear control system, the RBF NNs and the FLS are two effective tools to
deal with the unknown model terms. On that note, the RBF NN approximation technique
is introduced here to remodel the unknown system terms of the USV. Lemma 1 is useful in
the following controller design.

Lemma 1. For any given nonlinear continuous function f (x) with f (0) = 0 defined by a compact
set Ωx ∈ Rn, one can approximate the nonlinear function as Equation (5) by using the RBF NN
approximation technique [24].

f (x) = S(x)Ax + ε(x), ∀x ∈ Ωx (5)

In Equation (5), ε(x) indicates the approximation error with the unknown upper bound
ε. S(x) = [s1(x), s2(x), · · · , sl(x)] is the basic function with the Gaussian form, and l is the
number of NN nodes. si(x) can be described by Equation (6).

si(x) =
1√

2πvi
exp

(
− (x− χi)

T(x− χi)

2v2
i

)
(6)

where vi denotes the standard deviation and the χi indicates central abscissa. A is the ideal
weight matrix with the form of Equation (7), m is the dimension number of the vector x.

A =


w11 w12 · · · w1n
w21 w22 · · · w2n

...
...

. . .
...

wl1 wn2 · · · wln

 ∈ Rl×n (7)

The control objective of this note includes two points: (1) the formation can track the
predefined waypoints-based planned path accurately, and in particular, the followers can
track the leader with a desired configuration without the leader’s unavailable velocity
information; (2) all the control signals in the closed-loop system are guaranteed to be stable
and semi-globally uniformly ultimately bounded.

3. DLLOS Guidance Principle

The proposed leader–follower framework with the DLLOS guidance principle can
be seen in Figure 2. In marine practice, the ship formation always navigates along the
waypoint-based planned path. For the follower ship, the leader’s information and the
bearing angle and distance are required to define the desired formation configuration.
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However, in most existing leader–follower methods, the position and velocity information
of the leader are assumed to be known to all followers, which is very unreasonable. For
this purpose, a novel DLLOS guidance principle is proposed to address these practical
problems at two layers, i.e., the leader layer and the follower layer.
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Leader layer. In the leader layer, an adaptive LOS guidance law is designed for
the leader to track the waypoint-based path. That can avoid the buffeting frequency of
the heading angle and enhance the tracking performance. In the proposed guidance,
the parameterized reference path is generated by the waypoints W1, W2, · · · , Wn with
Wi = (xi, yi), i = 1, 2, · · · , n. Considering the straight line Wi−1Wi as the reference path, the
slope of the path is defined as ψr ∈ [−π, π]. (xr(θ), yr(θ)) denotes the reference position,
and θ is the path’s parametrized variables. Define the cross-tracking error yeL and the
along-tracking error xeL of the leader as Equation (8).[

xeL
yeL

]
=

[
cos(ψr) − sin(ψr)
sin(ψr) cos(ψr)

][
xL − xr(θ)
yL − yr(θ)

]
(8)

Then, the kinematic error dynamics can be derived as Equation (9).{ .
xeL = U cos(ψL + β− ψr) +

.
ψrye − up

.
yeL = U sin(ψL + β− ψr) +

.
ψrxe

(9)

In Equation (9), U is the resultant velocity of the leader, which can be calculated as

U =
√

u2
L + v2

L and satisfies Umin ≤ U ≤ Umax. The desired angle of the virtual point
can be calculated as ψr = arctan2(y′r(θ), x′r(θ)) with x′r = ∂xr/∂θ and y′r = ∂yr/∂θ.
β = arctan2(v, u) denotes the sideslip angle of the leader ship. up indicates the linear
velocity of the virtual point, which is calculated as Equation (10).

up = −U
∆√

∆2 +
(
yeL + kyyint

)2
+ kxxeL (10)

In Equation (10), ∆ = (∆max − ∆min)e−kc |c(θ)| + ∆min denotes the look-ahead distance,
and ∆min, ∆max indicate the designed minimum and maximum values of the look-ahead
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distance. c(θ) = ∂ψr(θ)/∂θ is the curvature of the current position, and kx, ky, kc denote the
positive designed control parameters. yint indicates the integrated item of the cross-tracking
error with |yint| ≤ ymax.

Define ψd = ψLOS − β. To compensate the along-tracking error xeL and the cross-
tracking error yeL, the corresponding LOS guidance law can be proposed as Equation (11).

ψd = ψr − arctan
(

1
∆
(
yeL + kyyint

))
+ β

.
yint =

UyeL√
∆2+(yeL+kyyint)

2

(11)

Besides, the updating law of the path variable can be designed as Equation (12).

.
θ =

up√
x′2d(θ) + y′2d(θ)

(12)

To control the leader’s tracking of the parameterized path, one can design the kinematic
virtual control law as Equation (13). The kinetics control law for the leader is the same to
the follower, which will be designed in Section 4.

αrL = −kψψeL +
.
ψd (13)

In Equation (13), kψ indicates the control parameters designed by the user, and
ψeL = ψL − ψd denotes the heading angle error. To guarantee that the leader could track
the reference path, one introduces the Theorem 1 as follows.

Theorem 1. For the leader ship dynamics (9) with linear velocity (10), the LOS guidance law
(11) and the kinematic control law (13), for any bounded initial state, the leader can track the
reference path with small bounded errors, and all the related control signals can converge to the
origin asymptotically.

Proof. Choose the Lyapunov candidate function as Equation (14).

V1 =
1
2

x2
eL +

1
2

y2
eL +

1
2

ψ2
eL +

ky

2
y2

int (14)

Considering Equations (9)–(13) and taking the derivative of Equation (14), one can
obtain Equation (15).

.
V1 = xeL

.
xeL + yeL

.
yeL + ψeL

.
ψeL + kyyint

.
yint

= −kxx2
eL −

U(yeL−kyyint)√
∆2+(yeL+kyyint)

2 yeL − kψψ2
eL + kyyint

.
yint

= −kxx2
eL − kψψ2

eL −
U√

∆2+(yeL+kyyint)
2 y2

eL

+
kyyint

(
.
yint

√
∆2+(yeL+kyyint)

2−UyeL

)
√

∆2+(yeL+kyyint)
2

= −kxx2
eL −

U√
∆2+(yeL+kyyint)

2 y2
eL − kψψ2

eL

(15)

Thus, for any given σ > 0, we have |yeL| ≤ σ, and then the following inequality can
be obtained. .

V1 ≤ −kxx2
eL − lyy2

eL − kψψ2
eL ≤ 0 (16)

In Equation (16), ly = Umin/
√

∆2
max +

(
σ + kyymax

)2. Therefore, the proposed guid-
ance law can guarantee that all the tracking errors of the leader converge to the zero
asymptotically. The proof is finished. �
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Follower layer. In the follower layer, a virtual ship strategy with an adaptive speed
controller is developed to program the smooth reference path for the followers. In marine
practice, the velocity of the leader cannot be directly obtained by the followers, which is
always neglected in the existing leader–follower formation control strategies. Thus, an
adaptive speed controller will be developed, and the virtual ship will be introduced into
the leader–follower framework. In this way, the followers are allowed to track the smooth
path ηv = [xv, yv, ψv]

T generated by the virtual ship mediately, rather than tracking the
reference position ηw = [xw, yw, ψw]

T directly.
In the earth-fixed frame, the reference position ηw can be calculated from the position

vector of the leader ηL with the desired bearing angle λd and distance ρd, which can be
expressed as Equation (17). xw

yw
ψw

 =

 xL
yL
ψL

+

 cos(ψL) − sin(ψL) 0
sin(ψL) cos(ψL) 0

0 0 1

 ρd cos(λd)
ρd sin(λd)

0

 (17)

To facilitate the following expression, Equation (17) can be rewritten as the vector
form, i.e., Equation (18).

ηw = ηL + R(ψL)ξ (18)

Then, the derivation of the reference position ηw can be calculated as Equation (19).

.
ηw = R(ψL)vw (19)

where the speed vector vw is vw = [uL − rLρd sin(λd), vL + rLρL cos(λd), rL]. It is worth
noting that the vector includes the velocity information of the leader, which may be
unknowable in marine practice. Referring to Assumption 2, one can obtain an unknown
positive value vM such that ‖vw‖ ≤ vM. Thus, to overcome the constraint of the leader’s
unknown speed information, we introduce the virtual ship dynamics as Equation (20).

.
ηv = R(ψv)ϑv (20)

In Equation (19), ϑv denotes the speed controller, which can be designed as Equation (20).

ϑv = RT(ψv)

[
Keηe + v̂Mtanh

(
ηe

ςv

)]
(21)

In Equation (20), Ke denotes the control parameter diagonal matrix, and ηe = ηw − ηv
denotes the tracking error between the reference position and the virtual ship. ςv indicates
a positive constant, and v̂M denotes the estimating variable of vM, which can be updated
by the adaptive law in Equation (21).

.
v̂M = Γv

[
ηe

Ttanh
(

ηe

ςv

)
− σv(v̂M − v̂M(0))

]
(22)

In Equation (20), Γv and σv denote the control parameters. v̂M(0) indicates the initial
variable of the v̂M. To ensure that the virtual ship tracks the reference position, one
introduces the Theorem 2 as follows.

Theorem 2. Under Assumption 2, consider the virtual ship system (19) with the adaptive speed
controller (20) and the adaptive updating law (21). For any bounded initial state, the virtual ship can
track the reference trajectory of the followers. Besides, all the signals are proven to have semi-globally
ultimately uniformly bounded (SGUUB) stability.
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Proof. Choose the Lyapunov candidate function as Equation (22).

V2 =
1
2

ηe
Tηe +

1
2Γv

ṽ2
M (23)

Differentiating Equation (22), the time derivation of V2 can be expressed as Equation (23).

.
V2 = ηe

T [R(ψL)vw −R(ψv)ϑv] + Γv
−1ṽM

.
v̂M (24)

By submitting the ‖R(ψL)‖ = 1, ‖vw‖ ≤ vM and ‖x‖ ≤ 0.2785nς + xTtanh
(

x
ς

)
into

Equation (23), one can further obtain Equation (24).
.

V2 ≤ ‖ηe‖‖vw‖ − ηe
TR(ψv)ϑv + Γv

−1ṽM
.
v̂M

≤ 0.2785nvMςv − ṽMηe
Ttanh

(
ηe
ςv

)
+ ηe

T
[
v̂Mtanh

(
ηe
ςv

)
−R(ψv)ϑv

]
+ Γv

−1ṽM
.
v̂M

(25)

Substituting the speed controller (20) and the adaptive law (21) into Equation (24), the
following inequality can be obtained.

.
V2 ≤ −ηe

TKeηe + 0.2785nvMςv − ṽMηe
Ttanh

(
ηe
ςv

)
+ Γv

−1ṽM
.
v̂M

= −ηe
TKeηe + 0.2785nvMςv − σvṽM(v̂M − v̂M(0))

≤ −ηe
TKeηe − σv

2 ṽM
2 + 0.2785nvMςv +

σv
2 (vM − v̂M(0))2

(26)

Thus, Equation (26) can finally be derived.

.
V2 ≤ −κ2V2 + σ2 (27)

In Equation (26), κ2 = min{2λmin(Ke), σvΓv} and σv = 0.2785nvMςv +
σv
2 (vM − v̂M(0))2.

Integrating both sides of Equation (26), we have V2 ≤ σ2/κ2 + (V2(0)− σ2/κ2) exp{−κ2t}.
It is worth noting that lim

t→∞
V2(t) = σ2/κ2, which denotes that all the corresponding track-

ing errors are bounded by suitably adjusting the control parameters. Thus, the proof is
finished. �

4. Robust Composite Dynamic Event-Triggered Controller

In this section, by using the backstepping method, the robust composite dynamic event-
triggered formation control algorithm is proposed for USVs. To reduce the communication
occupancy in the channel from the controller to the actuators, the dynamic event-triggered
mechanism is designed by introducing an immediate signal as the system control input. The
following Section 4.1 introduces the corresponding design of the dynamic event-triggered
mechanism. Section 4.2 is used to present the formation controller derivation details.

4.1. Design of the Dynamic Event-Triggered Meachnisam

Motivated by the event-triggered method for the strict feedback system in [15], we
design a dynamic event-triggered mechanism with an adjustable threshold parameter. This
can guarantee that when the size of the control input is large, a long updating interval
can be allowed; when the size of the input variable is small or approaches to zero, the
threshold is shrunk to improve the control performance. The corresponding mechanism is
designed as

j(t) = ωj(tk), ∀t ∈ [tk, tk+1), j = N, δ (28)

tk+1 = inf
{

t > tk
∣∣∣∣ej(t)

∣∣ > ξ j(t)
∣∣j(t)∣∣+ dj

}
, j = N, δ (29)

In Equation (28), the event-triggered measurement error can be defined as
ej(t) = ωj(t)−j (t), and dj denotes the event-triggered parameter used to avoid the Zeno
behavior. When the event-triggered mechanism is triggering, the intermittent control input
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j(tk+1) = ω(tk+1). To affect the inter-executive interval, the dynamic adjustable threshold
ξ j(t) can be designed as Equation (29), which has an adaptive form.

.
ξ j = cjmax

{
ξ j(t) · ej(t), 0

}
(30)

In Equation (29), cj denotes the control parameter set by the user. As seen from
Equation (28), it is apparent that

∣∣ej(t)
∣∣ ≤ ξ j(t)

∣∣j(t)∣∣+ dj holds for the entire duration. Then,
there should exist two unknown parameters λj1 and λj2 to express the event-triggered
measurement error, i.e., Equation (30). For the cases j(t) ≥ 0 and j(t) < 0, the detailed
expression of the parameters λj1 and λj2 can be derived as Equation (31).

ωj(t)−j (t) = λj1(t)ξ j(t)j(t) + λj2(t)dj (31){
λj1(t) = λj2(t) = λj(t), j(t) ≥ 0
λj1(t) = λj(t), λj2(t) = −λj(t), j(t) < 0

(32)

In Equation (31), λj(t) indicates any number such that λj(t) ∈ [−1, 1]. Thus, referring
to Equations (30) and (31), the control input can be rewritten as Equation (32).

j(t) =
ωj(t)

1 + λj1(t)ξ j
−

λj2(t)dj

1 + λj1(t)ξ j
, j = N, δ (33)

Remark 2. Compared to the event-triggered method in [15], there are several characteristics. First,
the proposed event-triggered method takes the steerable actuating input as the event-triggered
input signal, which can facilitate its practical implementation in the marine industry. Second, the
threshold parameter ξ j(t) is not fixed all the time, and it can be adjusted according to the adaptive
law (29). Thus, the developed dynamic event-triggered mechanism has greater flexible superiority
than the traditional event-triggered method. Besides, to avoid the problem of the Zeno behavior,
i.e., the infinite triggering times in a limited interval period, a skillful analysis will be developed in
Section 4.3.

4.2. The Control Design for USVs

In this subsection, the detailed control design process will be presented, which includes
the kinematic and kinetic parts.

Step 1: In this step, the kinematic tracking errors can be defined as Equation (33).

xe = xv − x, ye = yv − y, ψe = ψ f − ψ (34)

To facilitate the control law design, one defines ze =
√

x2
e + y2

e . The azimuth angle in
Equation (33) can be derived as Equation (34).

ψ f =

{
π
2 [1− sign(xe)]sign(ye) + arctan

(
ye
xe

)
, ze 6= 0

ψv, ze = 0
(35)

According to the mathematical model (1) and the tracking error (33), the kinematic
virtual control laws can be derived as Equation (35).

αu = (cos(ψe))
−1[kzeze +

.
xv cos(ψv) +

.
yv sin(ψv)− v sin(ψe)

]
αr = kψeψe +

.
ψ f

(36)

In Equation (35), kze, kψe denote the designed control parameters. Then, the dynamic
surface control (DSC) technique is utilized to avoid the constraint of the repeat differenti-
ation of virtual control laws, namely the “explosion of complexity” problem. Thus, two
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first-order low-pass filters, βu, βr, have been introduced, i.e., Equation (36) and allow the
virtual control laws to pass through them over the time constants τu, τr, respectively.

τu
.
βu + βu = αu, βu(0) = αu(0)

τr
.
βr + βr = αr, βr(0) = αr(0)

(37)

Define the dynamic surface errors as qi = αi − βi, i = u, r. Then, the derivative of the
dynamic surface errors can be calculated as Equation (37).

.
qu =

.
αu −

.
βu

= − qu
τu

+ ∂αu
∂

.
xv

..
xv +

∂αu
∂

.
yv

..
yv +

∂αu
∂ψe

.
ψe +

∂αu
∂ze

.
ze +

∂αu
∂v

.
v

= − qu
τu

+ Bu

( .
xv,

..
xv,

.
yv,

..
yv, ψe,

.
ψe, ze,

.
ze, v,

.
v
)

.
qr =

.
αr −

.
βr

= − qr
τr
+ ∂αr

∂
.
ψ f

..
ψ f +

∂αu
∂ψe

.
ψe

= − qu
τu

+ Bu

( .
ψ f ,

..
ψ f , ψe,

.
ψe

)
(38)

In Equation (37), Bu(·), Br(·) are bounded variables, and there exist two positive
constants Mu, Mr satisfying Bu(·) ≤ Mu, Br(·) ≤ Mr.

Step 2: In this step, the kinetic errors can be defined to facilitate the following controller
design.

ue = βu − u, re = βr − r (39)

Then, considering Equations (2) and (38), the error dynamics can be obtained as
Equation (39). 

.
ue =

1
mu

(
mu

.
βu + fu(v)− Tu(·)N −mudwu

)
.
re =

1
mr

(
mr

.
βr + fr(v)− Fr(·)δ−mrdwr

) (40)

According to the Lemma 1, the system unknown function fu(v), fr(v) can be approxi-
mated as Equation (40).

fi(v) = Si(v)Aiv + εi
= Si(v)Aiβv − Si(v)Aive + εi
= Si(v)Aiβv − biSi(v)wi + εi, i = u, r

(41)

In Equation (40), βv = [βu, v, βr]
T , ve = [ue, 0, re]

T . One defines bi = ‖Ai‖ and
Am

i = Ai/bi, and then wi = Am
i ve and biwi = Aive can be obtained. By substituting the con-

trol input signal Equation (32) and the unknown function Equation (40) into Equation (39),
the kinetic tracking error dynamics can be rewritten as Equation (41).

.
ue =

1
mu

(
mu

.
βu + υ∗u − buSu(v)wu − Tu(·)

1+λN1ξN
ωN

)
.
re =

1
mr

(
mr

.
βr + υ∗r − brSr(v)wr − Fr(·)

1+λδ1ξδ
ωδ

) (42)

with {
υ∗u = Su(v)Auβv + εu −mudwu +

Tu(·)λN2dN
1+λN1ξN

υ∗r = Sr(v)Arβv + εr −mrdwr +
Fr(·)λδ2dδ
1+λδ1ξδ

(43)

In Equation (41), the robust neural damping terms can be constructed as Equation (42).
Note that the variables Si(v), βv, εi and dwi are all bounded. Besides, the terms Tu(·)λN2dN

1+λN1ξN

and Fr(·)λδ2dδ
1+λδ1ξδ

are also bounded and satisfy that
∣∣∣ Tu(·)λN2dN

1+λN1ξN

∣∣∣ ≤ ∆u and
∣∣∣ Fr(·)λδ2dδ

1+λδ1ξδ

∣∣∣ ≤ ∆r
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where ∆u, ∆r are two positive constants. Then, the corresponding damping terms can be
compressed as Equation (43).

υ∗i ≤ ‖Ai‖‖Si(v)‖‖βv‖+ εi + midwi + ∆i
≤ ϑi ϕi(v)

(44)

In Equation (43), ϑi = max
{
‖A‖i, εi + midwi + ∆i

}
, and ϕi(v) = 1 + ‖Si(v)‖‖βv‖. To

ensure the control orders generated by the controller transmit to the actuators smoothly, the
executive serve system is also introduced to acquire the steerable control input variables,
i.e., the main engine speed N and the rudder angle δ. However, that will cause a non-
negligible challenge, that is, the unknown actuating gains problem. For this purpose, the
gain-related adaptive parameters λ̂i, i = u, r are used to compensate for the gain uncertainty.
Specifically, λ̂u, λ̂r are the estimation of λu = 1/Gu, λr = 1/Gr; Gu = Tu(·)/(1 + λN1ξN)
and Gr = Fr(·)/(1 + λδ1ξδ). By incorporating the adaptive parameters, the immediate
control laws and the actual control input can be derived as Equation (44).

ωN = λ̂uαN , ωδ = λ̂rαδ

αN = kueue +
.
βu + kunΦu(v)ue

αδ = krere +
.
βr + krnΦr(v)re

(45)

In Equation (44), kue, kre, kun, krn denote the control parameters. Φi(v) = 1
4 [Si

T(v)Si(v)
+ϕi

2(v)], and i = u, r. Furthermore, to improve the control accuracy and predict the navi-
gational velocity, the SPEM is established, and the corresponding SPEM-based prediction
error can be defined as Equation (45).

zu = û− u, zr = r̂− r (46)

The velocity prediction model can be constructed as Equation (46).{ .
û = 1

mu
[−kzuzu − kunΦu(v)zu + αN ]

.
r̂ = 1

mr
[−kzrzr − krnΦr(v)zr + αδ]

(47)

Combining Equation (41) with Equations (44)–(46), the derivative of the prediction
variables can be calculated as Equation (47).

.
zu = 1

mu

[
−kzuzu − kunΦu(v)zu + υ∗u − buSu(v)wu − Guλ̃uαN

]
.
zr =

1
mr

[
−kzrzr − krnΦr(v)zr + υ∗r − brSr(v)wr − Grλ̃rαδ

] (48)

In Equations (46) and (47), kzu, kzr are the positive control parameters, which determine
the estimative performance of the velocity predictors. Recalling the above discussions,
the corresponding gain-related composite adaptive learning parameters can be derived as
Equation (48). 

.
λ̂u = Γu

[
(ue + zu)αN − σu

(
λ̂u − λ̂u(0)

)]
.
λ̂r = Γr

[
(re + zr)αδ − σr

(
λ̂r − λ̂r(0)

)] (49)

In Equation (48), Γu, Γr, σu, σr indicate the adaptive control parameters set by the user.
Finally, the Table 1 is given to summarize the key variables and their interpretations.

4.3. Stability Analysis

In this section, the stability of the closed-loop control system will be proven by em-
ploying the Lyapunov stability criterion. The main results can be seen in Theorem 1.
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Table 1. Interpretation of the key parameters.

Variables Interpretation Variables Interpretation

x, y, ψ Ship position states αu, αr Virtual control laws
u, v, r Ship speed states βu, βr Low-pass filters
Tu, Fr Actuator gains ϑv Speed controller

N, δ(or oN , oδ) Control orders υ∗u, υ∗r
Robust neural

damping terms

ωN , ωδ
Event-triggered

inputs αN , αδ
Immediate control

laws

eN , eδ
Event-triggered

measurement errors zu, zr
SPEM-based

prediction errors

ξN , ξδ, dN , dδ, λj1, λj2
Event-triggered

parameters λ̂Tu , λ̂Fr , v̂M
Adaptive learning

parameters

Theorem 3. Under Assumptions 1 and 2, for the considered USV mathematical model (1–2), all the
state errors can stay close to the neighborhood of zero with the dynamic event-triggered mechanism
(27, 28, 29), the actual control input (44), the velocity prediction model (47) and the composite
adaptive laws (48), and the SGUUB stability can be guaranteed by selecting the proper parameters.

Proof. One can choose the Lyapunov candidate function as Equation (49).

V3 =
1
2

ze
2 +

1
2

ψ2
e + ∑

i=u,r

(
mi
2

i2e +
mi
2

z2
i +

1
2

q2
i +

Gi
2Γi

λ̃2
i

)
(50)

By using Equations (33), (35), (41) and (47), the derivative of the V3 can be represented
as Equation (50).

.
V3 = −

(
kze − 1

2

)
z2

e −
(

kψe − 1
2

)
ψ2

e − ∑
i=u,r

(
1
τi
− 1 + M2

i
4a

)
q2

i + 2a + u2
e + r2

e

+ue

[
mu

.
βu + υ∗u − buSu(v)wu − αN − Guλ̃uαN

]
+ Gu

Γu
λ̃u

.
λ̂u

+re

[
mr

.
βr + υ∗r − brSr(v)wr − αδ − Grλ̃rαδ

]
+ Gr

Γr
λ̃r

.
λ̂r

+zu

[
−kzuzu − kunΦu(v)zu + υ∗u − buSu(v)wu − Guλ̃uαN

]
+zr

[
−kzrzr − krnΦr(v)zr + υ∗r − brSr(v)wr − Grλ̃rαδ

]
(51)

with the Young’s inequalities as

qi
.
qi = −

q2
i

τi
− qi

.
αi ≤ −

q2
i

τi
+

q2
i B2

i (·)M2
i

4aM2
i

+ a

≤ −
(

1
τi
− M2

i
4a

)
q2

i + a
(52)

zequ ≤
z2

e
4
+ q2

u, ψeqr ≤
ψ2

e
4

+ q2
r , zeue ≤

z2
e

4
+ u2

e , ψere ≤
ψ2

e
4

+ r2
e (53)

To facilitate the stability analysis, the following inequality can be derived.

ie
[
υ∗i − biSi(v)wi

]
≤ kinΦi(v)ie2 +

b2
i wi

Twi
kin

+
ϑ2

i
kin

zi
[
υ∗i − biSi(v)wi

]
≤ kinΦi(v)zi

2 +
b2

i wi
Twi

kin
+

ϑ2
i

kin

(54)

wi
Twi =

wT
i,1wi,1 + · · ·+ wT

i,nwi,n

‖Ai‖2 vT
e ve = u2

e + r2
e (55)
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Submitting Equations (44), (48), (53) and (54) into Equation (50), the derivative of the
V3 can be derived as Equation (55).

.
V3 ≤ −

(
kze − 1

2

)
z2

e −
(

kψe − 1
2

)
ψ2

e − ∑
i=u,r

(
1
τi
− 1 + M2

i
4a

)
q2

i

− ∑
i=u,r

[(
kie − mi+1

τ2
i
− 2b2

u
kun
− 2b2

r
krn
− 1
)

i2e + kziz2
i +

Giσi
2 λ̃2

i

]
+ σ3

≤ −2κ3V3 + σ3

(56)

where κ3 and σ3 are positive constants satisfying Equation (56).

κ3 = min
{

kze − 1
2 , kψe − 1

2 , 1
τu
− 1 + M2

u
4a , 1

τr
− 1 + M2

r
4a , kue − mu+1

τ2
u
− 2b2

u
kun
− 2b2

r
krn
− 1,

kre − mr+1
τ2

r
− 2b2

u
kun
− 2b2

r
krn
− 1, kzu, kzr, Guσu

2 , Grσr
2

}
σ3 = 2a + 2ϑ2

u
kun

+ 2ϑ2
r

krn
+ Guσu

2
(
λu − λ̂u(0)

)2
+ Grσr

2
(
λr − λ̂r(0)

)2

(57)

One can obtain Equation (57) by integrating Equation (55).

V3(t) ≤
σ3

2κ3
+

(
V3(0)−

σ3

2κ3

)
exp(−2κ3t) (58)

V3(t) will converge to σ3/2κ3 while t→ ∞ by adjusting the designed control parame-
ters and the adaptive parameters. The proof has been completed. �

To avoid the so-called “Zeno” behavior, we will provide an effective way to prove
that there exists a positive time value τ∗ > 0 satisfying {tk+1 − tk} ≥ τ∗, ∀k ∈ Z+. For the
consideration of ej(t) = ωj(t)−j (t), ∀t ∈ [tk, tk+1), we can obtain Equation (58).

d
dt
∣∣ej
∣∣ = d

dt
(
ej · ej

) 1
2 = sign

(
ej
) .
ej ≤

∣∣ .
ω j
∣∣ (59)

Due to the fact that ωj(t) is differentiable and all the variables involved are bounded,
there exists a positive constant = > 0 such that

.
ω j ≤ = holds. Besides, it is obvious that

ej(tk) = 0 and lim
t→tk+1

ej(t) = dj > 0. Thus, one can derive that τ∗ ≥ dj/=. According to

above analysis, the Zeno behavior is successfully ruled out.

5. Numerical Simulation

In this section, two simulation examples, i.e., the simulation experiment with the
DLLOS guidance and the comparative experiment, have been carried out to verify the
effectiveness and the superiority of the proposed control algorithm. For this purpose, we
chose the USV plant named “Austal Patrol” with length L = 38 m and width B = 7.2 m as
the control objective. In accordance with marine practical engineering, we introduce the
executive serve system to generate steerable control orders rather than the unmeasurable
control effort. The model parameter can be found in Table 2, and the more detailed
information can be referred to in [34].

Table 2. Parameter illustration of the considered model plant.

Terms Values Terms Values

mu 120 × 103 kg du2 43 × 102 kg
mv 177.9 × 103 kg dv2 29.4 × 103 kg
mr 636 × 105 kg dr2 160 × 104 kg
du1 215 × 102 kg du3 21.5 × 102 kg
dv1 147 × 103 kg dv3 14.7 × 103 kg
dr1 802 × 104 kg dr3 80.2 × 104 kg
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5.1. The Simulation with the DLLOS Guidance

In marine practice, the ship formation should navigate along the waypoints-based path.
However, in most existing literature about formation control, this core problem has not been
widely taken into consideration. Thus, in this subsection, five waypoints, W1(0 m, 0 m),
W2(200 m, 300 m), W3(600 m, 300 m), W4(800 m, 0 m) and W5(600 m,−300 m), are set to
verify the effectiveness of the proposed DLLOS guidance-based control scheme. Besides, to
simulate a more practical navigation environment, the physical-based mathematical model
is employed to generate the sea wind and wind-generated irregular waves. Specifically, the
wind disturbance is always generated by the NORSOK wind spectrum, which consists of
the mean wind and disturbing wind. The wave disturbance is generated by the JONSWAP
wave spectrum, including the energy spectrum and the direction spectrum. The detailed
construction process of these spectra can be found in [32]. Figure 3 gives the 2-D sketch
field of surface wind and the 3-D irregular wave disturbances.
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To carry out the formation auto-navigation task, the initial states of the formation
including three USVs (i.e., the leader, follower 1 and the follower 2) can be selected as
[x(0),y(0),ψ(0),u(0),v(0),r(0)]leader = [−50 m,−30 m,30 deg,4 m/s,0 m/s,0 rad/s] for the leader and
[x(0), y(0), ψ(0), u(0),v(0), r(0)] f ollower1 = [50 m,−50 m, 120 deg, 4 m/s, 0 m/s, 0 rad/s] and
[x(0), y(0), ψ(0), u(0), v(0), r(0)] f ollower2 = [−80 m, 0 m, 20 deg, 4 m/s, 0 m/s, 0 rad/s] for the
followers. Furthermore, the designed control parameters and the adaptive parameters can be
seen in Equation (59).

∆max = 3L, ∆min = 2L, kx = 1, ky = 0.5, kψ = 1, Ke = diag{1, 1, 1}, Γv = 0.15, σv = 0.1,

kze = 0.15, kψe = 0.25, kue = 10.2, kre = 10.5, kzu = 3.3, kzr = 2.1, kun = 1.5, krn = 1.1,

τu = τr = 0.1, cu = cr = 0.01, Γu = 2.3, Γr = 2.1, σu = σu = 0.5, dN = dδ = 0.05.

(60)

Under the marine environmental disturbances, the formation autonomous navigation
can be seen in Figures 4–8. The formation trajectories of USVs with the proposed DLLOS
guidance principle are displayed in Figure 4, and it is obvious that the leader can sail along
with the waypoints and the followers can track the virtual ship’s generated smooth path
with a favorable performance. Therefore, the effectiveness of the proposed algorithm can
be verified.

For more intuitive exhibition, the curves of the tracking errors are given in Figure 5,
and both the position and heading angle errors have also illustrated the effectiveness of
the proposed control scheme. For the purpose of clarity, the control input effect of only
follower1 is provided in Figure 6. From this figure, one can find that the control orders
are in a stair-stepping form, which is benefited by the designed dynamic event-triggered
mechanism. That means that the control orders can be transmitted to the actuators only
when it is necessary. In this way, the communication channel occupancy can be released,
and the further excessive wear and chattering phenomenon of actuators can be effectively
avoided. Besides, benefiting from the executive serve system, the actual input is presented
as a smooth signal, which can guarantee the tracking accuracy of the proposed control
scheme. Figure 7 presents the curves of the composite adaptive learning parameters
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of USVs. Note that, differing from the traditional neural approximation methods, only
two adaptive parameters for each USV are required to be updated online rather than the
enormous NN weight matrix. That can effectively reduce the calculated burden of the
closed-loop control system. Moreover, Figure 8 presents the number of trigger instants that
have occurred with respect to the total number of sampling instants. It is worth noting that
the triggering number of every USV is lower than 1500, while the traditional continuous
control scheme samples about 30,000 times (i.e., the simulation total time is about 300 s and
the sampling step is 0.01 s). That means that the communication burden from the controller
to the actuators can be largely reduced.
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5.2. The Comparative Simulation

In this subsection, a comparative simulation has been employed to further illustrate the
robustness and the superiority of the proposed control scheme. For this consideration, the
proposed robust composite dynamic event-triggered control algorithm is compared with
the static event-triggered control without the SPEM and robust neural damping technique.
Without loss of generality, we consider one USV of the formation, i.e., follower1, to carry
out the path-following task between the two algorithms. For the RBF NNs, the neural
weight matrix includes eight neural nodes with width 2 and their centers evenly spaced in
[−8 m/s, 8 m/s]× [−4 m/s, 4 m/s]× [−1.5 rad/s, 1.5 rad/s]. The external disturbances
and the corresponding control parameters are set to be the same as in Section 5.1, and
the static trigger scheme has the fixed threshold parameter ξ j = 0.01 for the sake of
fairness. Besides, the simulated total time is set as 120 s, and the initial states are selected as
[x(0), y(0), ψ(0), u(0), v(0), r(0)] = [−50 m,−30 m, 30 deg, 4 m/s, 0 m/s, 0 rad/s].

Figures 9–12 describe the main comparative results of the path-following task under
the proposed robust composite dynamic event-triggered control scheme and the static
one. Figure 9 is the comparative results of the path-following trajectories under the 2-D
platform. It is obvious that, although both schemes have satisfactory tracking accuracy, the
proposed control scheme has more superior tracking performance. To show the control
effect more intuitively, the output error curves are given in Figure 10, and the preferable
tracking accuracy can be seen clearly under the proposed scheme. Figure 11 displays
the comparative results of the control orders. Compared with the static trigger scheme,
the proposed control scheme has a more flexible triggering manner, and thus a longer
trigger interval and small buffeting can be achieved. Moreover, the triggered time and
triggered interval under different schemes have been presented in Figure 12. From the
enlarged detail, the proposed scheme has a superior triggering performance, and the dense
accumulation of triggered time in a short time can be effectively avoided. Besides, to show
the control effect more intuitively, we introduce three evaluation indexes to compare the
two algorithms in Table 3. From Table 3, we can know that the proposed control scheme has
fewer adaptive laws required to be updated online, and thus the low computational burden
of a personal computer can be attained. The corresponding total number of triggering
times can illustrate that the proposed scheme can achieve a more superior communication
economizing effect.
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Indexes The Proposed Scheme The Compared Scheme

The number of required adaptive laws 2 16
The total number of the triggers 375 584

The computational burden of the computer 481,280 kb 601,088 kb

6. Conclusions

In this paper, a robust composite dynamic event-triggered control scheme has been
developed for USV formations to execute a waypoints-based auto-navigation mission.
For this consideration, a novel DLLOS guidance principle has been developed in the
leader–follower framework, and a smooth reference route can be generated by using the
derived guidance law. As for the followers, a virtual ship strategy with a speed controller
is designed to address the problem of the leader’s unobtainable velocity. Based on the
proposed guidance principle, a robust control scheme is proposed by using the RBF NN
approximation, the DSC method, the robust neural damping technique and the SPEM pre-
diction. In this way, the model system uncertainty and ocean environmental disturbances
can be remodeled and effectively compensated for. Differing from the traditional neural
approximation methods, only two composite adaptive learning parameters are required
to be updated online rather than an enormous weight matrix. Then, the SGUUB stability
of the closed-loop control system was proofed via the Lyapunov theorem. Finally, two
simulations, i.e., the guidance-based simulated example and the comparative one, have
illustrated the effectiveness and the superiority of the proposed control scheme. Though
meaningful results have been acquired in this paper, there are still several problems that
are required to be solved in the future. For example, a dynamic event-triggered control to
economize the communication burden in the sensor-to-controller channel should be further
investigated. Besides, this work has not been verified by real testing, which will be the
authors’ following direction.
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