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Abstract: As one of the most important physical parameters of seawater, salinity is essential to study
climatological change, to trace seawater masses and to model ocean dynamics. The traditional way
to conduct salinity measurement in hydrographical observation is to use a standard conductivity-
temperature-depth (CTD) probe where the salinity determination is based on a measurement of
electrical conductivity. This article describes some developments of recent years that could lead to a
new generation of instruments for the determination of salinity in seawater. Salinity determination
with optical salinity sensor based on the refractive index measurement have been extensively studied.
Different ways to conduct refractive index measurements are summarized, including measurements
based on beam deviation, light wave mode coupling and swelling of surface coating material, among
which the optical fiber sensors are promising candidates for further commercialization. Complemen-
tary to the above-mentioned direct measurement salinity point sensors, seismic observation takes
advantages of large scale multichannel seismic data to retrieve the ocean salinity with high lateral
resolution of ∼10 m. This work provide comprehensive information in the techniques related to the
marine salinity measurement.

Keywords: salinity measurement; CTD; refractive index; optical fiber salinity sensor; multichannel
seismics

1. Introduction

Salinity is one of the physical parameters of seawater [1]. Salinity is important to
climatological observation [2], and it is also used to trace seawater masses and to model
ocean dynamics [3–6].

The ocean salinity is defined as “the total amount of solid material in grams contained
in one kilogram of seawater when all the carbonate has been converted to oxide, all
the bromine and iodine replaced by chlorine, and all the organic material oxidized” [7].
Sea water salinity was determined in the early 20th century using the chlorinity and the
empirical Knudsen relation. Since the chlorinity can be accurately measured, while it is not
true for salinity [8]. Apart from chlorinity, conductivity has also served as a measure of
salinity with formulas of the PSS-78 [9]. In the formulation of PSS-78, the salinity refers to
the practical salinity defined in terms of the electrical conductivity ratio of the seawater
sample to a reference solution at certain temperature and pressure. Thus, the practical
salinity is a unit-less quantity and is commonly adopted in practical applications, since
it can be calculated directly from the measured conductivity, temperature and pressure.
Typically, seawater has a salinity around 35, and the salinity of coasts and rivers near the
ocean are lower than that [10]. In 2009, the absolute salinity expressed in units of g/kg,
is defined in the document entitled the Thermodynamic Equation of Seawater-2010 or
TEOS-10, as the official description of seawater in marine science [11]. The absolute salinity
is defined as the mass fraction of dissolved material in seawater. The absolute salinity
provides the best estimate of the density of seawater. Because all the salinities stored in
oceanographic databases are practical salinities, and to keep the compatibility between the
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requirements of the TEOS-10 and the databases contains, a concept of reference salinity SR
has been defined [8].

With the commercialization of electrical conductivity sensors in 1970s, in-situ mea-
surement of the ocean salinity is available with the formulas of the PSS-78 that provide the
relationship between electrical conductivity and salinity [9]. With the conductivity from
the electrical conductivity sensors, practical salinity at certain temperature and pressure
can be determined. Plenty of high performance conductivity sensors have been developed
and some of the representative products are summarized in this paper. Challenges remain
to produce small and low power conductivity sensors that are satisfying the high demands
on measurement uncertainty needed for oceanographic research.

Another way to assess the seawater salinity is the optical sensors based on the refrac-
tive index measurement [12,13]. The seawater can be considered as an optical medium. The
refractive index is directly related to density of seawater through the Lorentz-Lorenz rela-
tion. Meanwhile, the density changes with the salinity and temperature, and the refractive
index also changes with wavelength. Thus salinity of seawater can be determined with its
refractive index, here the salinity refers to the absolute salinity. There are different ways to
conduct refractive index measurements, including measurements based on beam deviation,
light wave mode coupling and surface coating. Great efforts have been made of the use
of optical refractometers in situ, while obstacles stay to make of them instruments able to
challenge conductivity cells in salinity resolution and precision. Up until now, the salinity
measurement resolution of optical sensors is generally lower than that of conductivity
sensors.

Oceanic hydrography deals with the measurement and description of the physical
features of oceans and their evolution [14,15], as well as understanding of the circulation
on the various temporal and spatial scale, for the purposes of navigation safety, scientific
research, environmental protection, security and defense [16,17]. During the oceanic
hydrographical survey, the electronic and optical salinity sensors are typically deployed
from a platform at a certain location and conduct salinity measurement at different water
depths. The vertical precision of the measurement can achieve as high as ∼1 m. While
the measurement locations are always distant with each other, as a result, the salinity
distribution of seawater in the lateral direction is poorly determined. On the other hand,
salinity measurement with seismic observation has a higher spatial sampling in horizontal
resolution of ∼10 m. Seismic observation takes advantages of the large-scale seismic
observations to inverse the physical properties of the seawater including temperature and
salinity with high lateral resolution. Thus, it is indirect measurement of marine salinity
and can be applied to investigate various physical phenomena including internal waves,
thermohaline intrusions and so on [18].

In this paper, the ocean salinity sensors with mature electronic instruments and the
research development in this area are summarized in Section 2. Then the refractive index
based optical instruments are summarized in Section 3. The seismic observation technique
based on different inversion strategies to retrieve salinity of the seawater is described in
Section 4. Finally, a conclusion is made.

2. Salinity Determination Using Electrical Conductivity Sensors
2.1. Measuring Principle of Electrical Conductivity Sensors

The electrical conductivity sensors can be divided into two groups: conductive con-
ductivity sensors containing two or more electrodes and inductive conductivity sensors
containing one or two transformers [19]. The electrical conductivity sensors obtain the
salinity value by measuring the electrical conductivity of seawater. Since the electrical con-
ductivity is also dependent on temperature and pressure, it is necessary to obtain the values
of temperature and pressure at the same time. The salinity can be calculated as [9,20]:
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S = 0.0080 − 0.1692R1/2
T + 25.3851RT + 14.0941R3/2

T − 7.0261R2
T + 2.7081R5/2

T

+
(T − 15)

1 + 0.0162(T − 15)
(0.0005 − 0.0056R1/2

T − 0.0066RT − 0.0375R3/2
T + 0.0636R2

T − 0.0144R5/2
T )

(1)

where S is the practical salinity, T is the temperature in Celsius degree (◦C) and p is
the pressure in decibar (dbar). RT is a function of both temperature and salinity and
−2 ◦C ≤ T ≤ 35 ◦C. RT can be calculated as:

RT =
R

Rp · rT
(2)

where R = C(S, T, p)/C(35, 15, 0) with C(S, T, p) representing the electrical conductivity of
ambient water of salinity S at temperature T and pressure p and C(35, 15, 0) = 4.2914 S/m
representing the electrical conductivity of standard seawater of practical salinity 35, at 15 ◦C
and atmospheric pressure. It should be noted that the stated conductivity of 4.2914 S/m
is not part of the definition of the practical salinity scale PSS-78. It is stated here for
informational purposes only. Rp = C(S, T, p)/C(S, T, 0) is the pressure correction of
conductivity and its empirical equation can be expressed as:

Rp = 1 +
2.070 × 10−5 p − 6.370 × 10−10 p2 + 3.989 × 10−15 p3

1 + 3.426 × 10−2T + 4.464 × 10−4T2 + 4.215 × 10−1R − 3.107 × 10−3TR
(3)

rT = C(35, T, 0)/C(35, 15, 0) is the temperature correction of conductivity, and its empirical
equation can be expressed as:

rT = 6.766097 × 10−1 + 2.00564 × 10−2T + 1.104259 × 10−4T2 − 6.9689 × 10−7T3 + 1.0031 × 10−9T4 (4)

Then we use Equations (1)–(4) to show the relation of salinity and conductivity, tem-
perature and pressure. The results are shown in Figure 1. Figure 1a–c shows the volume
slice planes of pressure (Figure 1a), conductivity (Figure 1b) and temperature (Figure 1c),
respectively. In one of the volume slice plane of pressure, for example, a colored contour
map of salinity in the plane of temperature and conductivity on that slice is intuitively
shown. At a constant pressure, variation in temperature induce a density variation and the
dissociation constant. This changes the number of ions per unit volume as well as the vis-
cosity. The measured conductivity varies, thus the salinity changes [2]. Figure 1d–f shows
the relationship between salinity with conductivity, temperature and pressure, keeping the
other two variables at constant values. For instance, Figure 1d shows the salinity versus
conductivity under different temperature and pressure. It can be seen from the figure that
temperature has the greatest impact on salinity and the pressure hardly affect the salinity.

As can be seen from Figure 1d, the relationship between salinity and conductivity
is almost linear. Table 1 shows the sensitivity between salinity and conductivity under
different temperature and pressure. The data fit excellently with a linear function with
all R2 larger than 0.999. With decreasing temperature at constant pressure, the salinity
increase more sharply with conductivity. Thus the temperature has a great influence on the
salinity measurement results. While under different pressures, the sensitivity of salinity
with conductivity hardly changes, indicating that the pressure has little effect on the salinity
measurement.
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Figure 1. The relation of salinity and conductivity, temperature and pressure. (a) Pressure slice planes.
(b) Conductivity slice planes. (c) Temperature slice planes. (d) The salinity versus conductivity under
different temperature and pressure. (e) The salinity versus temperature under different conductivity
and pressure. (f) The salinity versus pressure under different conductivity and temperature.

Table 1. The ratio of change of salinity ∆S to change of conductivity ∆C at different temperature-
pressure points.

Temperature/◦C Pressure/dbar ∆S/∆C/m/S R2

10
0 9.535 0.9993

1000 9.418 0.9992

20
0 7.376 0.9993

1000 7.304 0.9993

30
0 5.915 0.9993

1000 5.868 0.9993

2.2. The CTD Instruments

The Conductivity-Temperature-Depth (CTD) sensor is one of the most used instru-
ments in the Oceanographic field [21,22]. It is generally called the thermohalimeter. The
CTD instrument is used to measure the three basic physical parameters of water body,
namely conductivity, temperature and pressure [22]. With these parameters, other physical
parameters of the seawater, such as depth, salinity and sound speed, can be calculated.

CTD instruments have been developed to maturity, Table 2 lists the CTD instruments
of different companies and their conductivity measurement capabilities.As summarized
in Table 2, high-accuracy CTD sensors are present on the market and widely used. The
current research in this area is mainly towards the miniaturization and integration of CTD,
such as the animal-mounted instruments that can simultaneously recording movements,
diving behavior, and in situ oceanographic properties [23].
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Table 2. The performance of commercial CTD instruments.

Country Company Product Name
Measuring

Range
(S/m)

Resolution
(S/m)

Accuracy
(S/m)

Response
Time Stability

Canada AML Oceanographic X2change Sensor [24] 0–9 0.0001 ±0.001 25 ms n/a 1

Canada RBR Ltd.
RBRmaestro

Multi-Channel
Logger [25]

0–8.5 0.0001 ±0.0003 n/a 0.001 S/m
per year

France nke Instrumentation
WiMo:

multiparameter
sonde [26]

0–10 0.00001 ±0.05 n/a n/a

Germany Sea & Sun
Technology GmbH CTD 115 M [27] 0–7 0.00005 ±0.0002 150 ms n/a

Italy Idronaut S.R.L. Ocean Seven 320 Plus
WOCE-CTD [28] 0–7 0.00001 ±0.0001 50 ms n/a

Japan JFE Advantech Co.,
Ltd.

AAQ-RINKO,
profiler [29] 0.05–7 0.0001 ±0.001 0.2s n/a

Norway Aanderaa Data
Instruments

SEAGUARD
CTD [30] 0–7.5 0.0002 ±0.0018 <3 s n/a

United
Kingdom Valeport MIDAS CTD+ [31] 0–8 0.0002 ±0.001 n/a n/a

USA Sea-Bird Scientific SBE 911plus CTD [32] 0–70 0.0004 ±0.003 n/a 0.003 S/m
per month

USA SonTek CASTAWAY-
CTD [33] 0–10 0.0001 ±0.025 n/a n/a

1 Not available.

Micro-Electro-Mechanical System (MEMS) is a mature technology that is beneficial
to the miniaturization and batch fabrication of the electronic salinity sensor [6,34–36].
Hyldgård et al. designed and fabricated a micro CTD system for ocean water salinity
measurement [6]. The chip layout of the sensor is shown in Figure 2a that contains a
piezoresistive pressure sensor (p), a thermistor temperature sensor (t) and four conductivity
electrodes (c) for determination of the salinity of the water. As illustrated in Figure 2b,
the chip is as compact as 4 mm × 4 mm. According to the measured trans-impedance
as a function of frequency in Figure 2c, there exists a frequency interval (named salinity
window) in which the impedance, hence the conductivity, is highly dependent of salinity.
Finally, the frequency of 3.4 kHz was used for the conductivity sensor. The conductivities
of the water samples were measured with an accuracy of 0.06 S/m and the temperature
and pressure were measured with an accuracy of ±0.13 ◦C and ±0.5 dbar, respectively.
The salinity can therefore be detected with an accuracy of ±0.5. Although the accuracy
of the sensor is not high, it is sufficiently for being mounted on the fish to reconstruct
fish migration and patterns of fish behaviour. Wu et al. investigated the feasibility of
batch microfabricated Conductivity-Temperature (CT) sensors using MEMS technology
for marine measurements [34]. The fabricated 34 CT sensors showed excellent consistency
of ±0.00048 S/m, as well as high conductivity precision of ±0.002 S/m, accuracy of
±0.008 S/m, and sensitivity of 2.5 cm−1. The results indicate that the batch microfabricated
sensors are suitable for a large-scale deployment in the Marine Internet of Things.
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Figure 2. The micro CTD system for measurement of ocean water salinity. (a) The chip layout.
(b) Photograph of finished chip. (c) Measured trans-impedance as a function of frequency for five
different salinities (2, 4, 8, 16 and 32 psu). Reprinted from Publication [6], Copyright (2022), with
permission from Elsevier.

Aravamudhan et al. proposed a MEMS based silicon CTD sensor for ocean environ-
ment and the sensor elements were carefully protected from the external fields [35]. The
CTD sensor can provide an accuracy of <0.5% for depth, 0.02% for conductivity and 0.05 ◦C
for temperature. Ashokan et al. proposed four electrode conductivity cell configuration to
shield the effect from external electric field that affect the inductive sensors for ocean water
salinity measurement [36].

In cases demanding large numbers of CTD sensors, an inexpensive version is needed,
especially if used as a one-time system. Broadbent et al. fabricated the low cost and
expendable CTD sensor with novel printed circuit board (PCB) MEMS techniques [37,38].
The conductivity cell had an estimated precision of 0.0032 S/m, an estimated accuracy
of ±1.47% and a detection range of 0 to 6 S/m. Here the accuracy was estimated to
calculate the mean absolute percentage error (MAPE) by summing the absolute difference
between the two sensors, dividing by the sum of the reference readings and multiplying by
100%. The estimated temperature precision, accuracy and detection range were 0.0066 ◦C,
±0.546 ◦C and 0 to 50 ◦C. The same group further designed a low-cost, compact CTD
biologger for medium-sized marine animals adopting the PCB MEMS techniques [39]. The
miniaturized conductivity sensor can be integrated with the commercial thermistors and
pressure sensors. The sensitivity and precision of the conductivity sensor were 0.8–1.0 cm−1

and ±0.014 S/m in the range of 0.2–7 S/m. The piezoresistive pressure module showed
an accuracy of ±0.2 dbar and a range of 0 to 140 m. Paradis et al. described the design,
development, construction and testing of the Expendable Conductivity Sensor Unit [21].
The sensor unit is tested to meets all the requirements for this instrument, including light
weight, compact size, reasonably low cost, and wireless communication.

The development of graphene-based sensors is prompted because of its outstanding
mechanical, electrical, and thermal properties. A new type of salinity sensor based on laser-
induced graphene was designed and fabricated [40,41]. These sensors have the advantages
of low cost, corrosion resistance and bio-compatibility [40].

3. Salinity Determination Using Optical Sensors
3.1. Measuring Principle of Optical Sensors

The seawater is considered as an optical medium and the optical instruments obtain
the salinity value mainly by measuring the refractive index of the seawater. The refractive
index is directly related to density ρ of seawater through the Lorentz-Lorenz relation.
Meanwhile, the density changes with the salinity (S) and temperature (T), and the refractive
index also changes with wavelength (λ). As a result, the salinity can be determined with
refractive index. Several authors devoted to determining the empirical relationship of
n(S, T, λ) [42,43]. Millard and Seaver developed a 27-term index of refraction algorithm
for pure water and sea waters in accordance to the four experimental data sets [42]. The
accuracy of the algorithm varying with pressure, with 0.0004 at atmosphere pressure and
0.08 at high pressures. The equation covers the range 500–700 nm in wavelength, 0–30 ◦C
in temperature, 0–40 in salinity and 0–11,000 dbar in pressure. Quan and Fry determined a
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simple ten-parameter empirical equation for the refractive index as a function of salinity,
temperature and wavelength at ambient pressure that can be expressed as [43]:

n(S, T, λ) = 1.31405 + (1.779 × 10−4 − 1.05 × 10−6T + 1.6 × 10−8T2)S − 2.02 × 10−6T2

+
15.868 + 0.01155S − 0.00423T

λ
− 4382

λ2 +
1.1455 × 106

λ3

(5)

where S is the salinity, T is the temperature in Celsius degree and λ is the wavelength in
nanometer (nm). The ranges of validity are 0 ◦C < T < 30 ◦C, 0 < S < 35, and 400 nm < λ <
700 nm. This equation can reproduce the experimental data within the experimental errors.

We use Equation (5) to show the changes of refractive index with changing salinity,
temperature and wavelength. The volume slice planes of temperature (Figure 3a), salinity
(Figure 3b) and wavelength (Figure3c) are shown in Figure 3. Figure 3d–f shows the
relationship between refractive index with salinity, temperature and wavelength, keeping
the other two variables at different constant values. For instance, Figure 3d shows the
refractive index versus salinity under different temperature and wavelength.

Figure 3. The relation of refractive index and salinity, temperature and wavelength. (a) Temperature
slice planes. (b) Salinity slice planes. (c) Wavelength slice planes. (d) The refractive index versus
salinity under different temperature and wavelength. (e) The refractive index versus temperature
under different salinity and wavelength. (f) The refractive index versus wavelength under different
salinity and temperature.

As can be seen from Figure 3d, refractive index increases linearly with salinity at
different temperatures and wavelengths. This relationship is quantified in Table 3 as the
ratio of change of salinity ∆S to change of refractive index ∆n at different temperature-
wavelength points. The data fit excellently with a linear function with all R2 equals to 1.
The ratio ∆S/∆n varies at different temperature-wavelength points, indicating that the
temperature and wavelength have a significant influence on the measurement results.
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Table 3. The ratio of change of salinity ∆S to change of refractive index ∆n at different temperature-
wavelength points.

Temperature/◦C Wavelength/nm ∆S/∆n R2

10
400 5054 1

405 5063 1

20
400 5204 1

405 5213 1

30
400 5272 1

405 5282 1

From the above analysis, it can be seen that the refractive index has a linear relationship
with the salinity of the solution. The refractive index can be directly measured by optical
means. But to obtain the salinity, we also need to know the temperature and wavelength.
Compared with the mature application of electronic instruments, there are only a few optical
measurement products in the market, such as the NOSS sensor from NKE [25], and other
optical measurement methods are still in the research stage. Various optical measurement
methods have been proposed, including measurement based on beam deviation, light wave
mode coupling and swelling of surface coating material. The sensor configuration, working
principle and measurement performance of these methods are reviewed in detail in the
following. Since optical sensors are mainly in the research stage, this review is mainly for
scientific researchers, and the measurement principle of different sensors are reviewed
respectively.

3.2. Salinity Measurement Based on Beam Deviation

Figure 4 shows the principle of salinity measurement based on beam deviation. A
partitioned cell is used to contain the reference solution and the sample solution. The
incident angle of light at the interface of these two solutions is α and the refraction angle is
β. The change of the salinity, hence the refractive index, of the sample solution will lead
to the deviation of beam propagation direction. By measuring the beam deviation with a
position-sensitivity detector (PSD), the salinity of the solution can be obtained.

Figure 4. Principle of salinity measurement based on beam deviation.

The beam deviation method can be divided into transmission type and reflection
type. As early as 1989, Minato et al. presented a salinity sensor based on transmission
type refractometer[13]. In their system, a partitioned cell was designed which was divided
into two parts: one contained standard seawater (the salinity is 35) for reference, and the
other was filled with sample seawater. When the salinity, hence the refractive index, of the
sample seawater was different from that of the reference seawater, the beam propagating
in the cell will deviate, and the refractive angle change was nearly proportional to the
salinity. In this system, the salinity measurement resolution was 0.02 with an accuracy of
±0.6 from salinity range of 0 to 40. In 2003, Zhao et al. described a salinity sensor based
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on the measurement of the beam deviation due to the refractive angle change [44]. In
this system, the beam from a light source transmitted through a single-mode fiber before
entering the sensor probe. The deviated light beam caused by water with different salinity
entered the receiving fibers (40 multi-mode fibers arranged in linear array), and was then
measured by the position-sensitive detector (PSD). The sensor probe mainly composed
of two parts: the sample water tank containing a wedge-shaped reference cell filled with
distilled water and the right-angle prism used to reflect the incident beam. The incident
beam will then sequentially pass through the reference water, the oblique plate, the sample
water, and then be reflected by the right-angle prism. When the salinity of the sample
water changes, the deviation of the beam changes synchronously. Based on the transverse
photoelectric effect, the PSD’s output signal was independent to the incident light intensity
and only related to positions of the incident beam. The salinity measurement resolution
was 0.012 with a salinity accuracy of 0.28 within the measurement range from distilled
water to salt water with salinity of 50. It is worth to mention that the NOSS sensor from
NKE is a refractometer with reflection type. The beam path has been deviated by gold
mirrors deposited on angles of the prisms specially sized to reflect the beam on the PSD,
making integration in a container easier [45]. The salinity measurement accuracy is ±0.005
within the measurement range 15 to 42 [25].

3.3. Salinity Measurement Based on Light Wave Mode Coupling

The salinity sensor based on light wave mode coupling typically obtain the salinity
by means of the light transmission wave variation. The optical transmission medium is
surrounded by the solution of which the salinity is to be quantified. Since the light wave
interact with the surround medium, the intensity or the spectrum of the transmission
wave changes with the refractive index of the surround solution. Thus high accuracy of
salinity measurement can be achieved with light wave mode coupling for refractive index
measurement. The light wave mode coupling method can be divided into light intensity
detection and wavelength detection.

Figure 5a shows the schematic diagram of salinity measurement based on light inten-
sity detection. The sensor probe is immersed in the sample solution, and the light emitted
by the light source reaches the detector through the optical fibers and the sensor probe.
The evanescent field of the guided mode will extend into the solution. Different salinity
leads to different coupling efficiencies of the incident light field into the solution, so the
detection light intensity varies. The sensor probe can be realized in many ways, such as
surface-plasmon resonance, tapered optical fiber or U-shaped plastic optical fiber. In these
sensor probes, some light will radiate into the solution as the evanescence wave, and the
variation of the salinity in water will lead to the change of the light intensity in the fiber.
In 1999, Esteban et al. used a fiber-optic sensor based on surface-plasmon resonance to
measure the salinity of water [46]. The sensor probe consisted of a metallic layer deposited
on a side-polished single mode optical fiber. A part of the evanescent field of the guided
mode is coupled as a surface plasmon in the metallic layer. This effect reduced the power
transmitted by the fiber and the attenuation was strongly dependent on the refractive
index, hence the salinity, of the external solution that was in contact with the metallic
layer. The measurement accuracy was ±0.1 in the salinity range from 0 to 40. In 2011,
Rahman et al. demonstrated a simple tapered plastic multi-mode fiber-optic sensor for
monitoring of salinity [47]. The sensor probe was a tapered fiber which was fabricated
using a heat-pulling method to achieve a waist diameter and length of 0.187 mm and 5 mm
respectively. The tapered fiber was immersed in the solution during measurement. The
increment of salinity concentration increased the refractive index of the solution, which in
turn reduced the index difference between core and cladding of the tapered fiber and thus
allows less lights to be transmitted. The salinity measurement resolution was 1.152 with a
sensitivity of 0.00024 mV and a salinity accuracy of ±2.532 when the solution concentration
varies from 0 to 120. In 2012, Wang et al. directly used a plastic multi-mode optical fiber to
measure salinity [48]. U-shaped and spiral-shaped plastic optical fibers were used as sensor
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probes. Some light will radiate into the ambient solution of the sensor as the evanescence
wave. Therefore, the variation of the salinity in water will lead to the change of the light
intensity in the fiber. In their experiment, the sensitivities of the U-shaped sensor probe
was 0.042 mV with a salinity accuracy of about ±7.14 when the NaCl concentration varied
from 0 to 350.

Figure 5. The schematic diagram of salinity measurement based on light intensity detection.

Although the salinity sensor based on intensity detection has a simple structure, the
light intensity is easily affected by other factors, such as turbidity and bubbles, to limit
its measurement accuracy. In order to improve the measurement accuracy, wavelength
detection is used. Figure 6 shows the schematic diagram of salinity measurement based on
wavelength detection. The sensor usually consists of lead-in optical fiber, sensing optical
fiber and lead-out optical fiber. The lead-in and lead-out fibers are usually single-mode
fibers (SMFs). The sensing fiber can be realized in many ways, such as two-core fiber,
no-core fiber, or photonic crystal fiber, etc. The sensing fiber is exposed to the sample
solution resulting in obvious dips on the output light spectrum, and the salinity can be
obtained by tracking the shift of the dips. Therefore, the system setup of these sensors
mainly consist of a broadband light source and an optical spectrum analyzer (OSA).

Figure 6. The schematic diagram of salinity measurement based on wavelength detection.

In 2013, Guzman-Sepulveda et al. demonstrated a highly sensitive salinity sensor
based on a two-core optical fiber [49]. The sensor was fabricated by splicing a section
of two-core fiber (TCF) between two single-mode fibers (SMFs). The central core was
treated as the transmitting core while the off-axis core, the cladding around which was
controllably removed by means of wet chemical etching, was treated as the coupling core.
The TCF cladding around the off-axis core was etched using a solution of Hydrofluoric
Acid known as Buffered Oxide Etchant (BOE), which slowly removes the cladding material
thus allowing detecting the starting point of the interaction between the off-axis core and
the surrounding liquid, i.e., when the spectral response starts to shift. The interaction
with the surrounding media will induce changes on the effective refractive index of the
off-axis core and this will manifest not only in variations on the coupling coefficient but
also in a difference between the propagation constants, resulting in a spectral shift. There
were obvious dips on the spectrum and the wavelength shift under different salinity can
be obtained by tracking the dips. Measurement sensitivity of 14.0086 nm/(mol/L) was
achieved for the salinity ranges from 0 to 5 mol/L. In 2014, Meng et al. proposed an optical
fiber salinity sensor based on multi-mode interference (MMI) effect [50]. The sensor probe
was manufactured by splicing a section of no-core fiber (NCF) between two single-mode
fibers (SMFs), that possesses a transmission peak at a certain wavelength due to MMI effect.
The input signal from the lead-in SMF entered into the NCF, where high order modes were
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excited and MMI-induced self-imaging effect occurs. When the sensor was surrounded
by salt solution, the external solution can be regarded as the cladding of the NCF. When
refractive index of the salt solution increased, the effective refractive index of the NCF will
be increased because the evanescent filed penetrates deeper into the liquid, and the effective
diameter of the fundamental mode will be increased because the refractive index difference
between the core and cladding was reduced. Thus, salinity of the liquid that it is immersed
in can be measured from wavelength shift of the transmission peak. Linear response with
salinity sensitivity of 1.94 pm was achieved and the measurement range was from 38.6 to
216.2. In 2019, Yu et al. demonstrated an all fiber refractive index sensor based on an optical
microfiber coupler which was fabricated by fusing and tapering two twisted conventional
communication fibers [51]. The output intensity of the coupler varied with light wavelength,
thus forming a coupling spectrum that contained several dips. When external environment
changed, the coupling spectrum will shift, and the measurement of salinity, temperature
and depth (pressure) in seawater can be realized through monitoring the shift of the dips.
The highest sensitivities of salinity, temperature, and depth were 1596 pm, 2326 pm/◦C,
and 169 pm/MPa respectively. In the same year, Wang et al. proposed an high-sensitivity
salinity sensor with a exposed-core micro-structured optical fiber (ECF) based on a free
space propagation-core mode Mach-Zehnder interferometer [52]. The proposed sensor had
a salinity measurement range from 0 to 40 and a salinity sensitivity of around −2.29 nm.

In 2020, Mollah et al. theoretically proposed an ultrahigh sensitive photonic crystal
fiber (PCF) salinity sensor based on the Sagnac interferometer (SI) [53]. In this sensor, all air
holes were proposed to be filled with sea water. The refractive index of sea water variation
induced birefringence changes reflected in the interference spectrum recorded by the spec-
trum analyser. Finite element method was used to analyze the propagation characteristics
of the PCF. The achieved sensitivity was estimated to be 0.75 nm in the salinity range
from 0 to 1000 (note that this is simulation data without practical significance) and the
maximum salinity resolution was 0.133. Specially designed photonic crystal (PC) can also
measure salinity. The PC is a multi-layer structure with a different dielectric constant in a
periodic structure. As the incident light propagates through the PC, it is reflected at each
interface. Under a suitable condition, constructive interference between the reflected waves
occurs, and the resultant reflected wave destructively interferes with the incident wave.
As a result, a forbidden band-gap appears as the resonant dip in the interference curve. In
2021, Zaky et al. theoretically studied a Tamm plasmon resonance-based one-dimensional
PC sensor to calculate the salinity of seawater [54]. The sensor consisted of prism layer,
Au layer, water layer, periodically arranged multiple Si layers and SiO2 layers, and Si
substrate in sequence. The resonant dip of the reflectance spectra varied with water salinity.
The proposed sensor recorded a sensitivity of 1.432 nm. Besides, Akter et al. proposed
a dual-core micro-structure optical sensor based on photonic crystal fiber [55] and Sayed
et al. illustrated a two-dimensional photonic crystal salinity sensor [56]. However, these
proposals are only verified by theoretical simulation, experimental confirmation should be
conducted in the future.

3.4. Salinity Measurement Based on Swelling of Surface Coating Material

Another type of salinity measurement is based on mechanical stress that is induced in
the chemically sensitive water swellable polymers coating when the water escapes from
it caused by salinity increase. The mechanical stress acts upon the light wave that can be
quantified through optical methods. In this method, optical measurement technology such
as fiber Bragg grating (FBG), Sagnac interferometer (SI) and Fabry-Perot interferometer
(FPI) are usually used, while the coating material usually includes hydrogel, epoxy and
polyimide (PI), etc. In 2002, Cong et al. reported an optical salinity sensor using a fiber
Bragg grating (FBG) coated with hydrogel [57]. Increase of the salinity of the surrounding
solution will force water escaped from the hydrogel coating that induced mechanical stress
in the coating. As a result, the stress in the hydrogel coating shifted the Bragg wavelength of
the FBG. Salinity can be obtained by measuring the shift of the Bragg wavelength. In 2018,
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Yin et al. reported an optical salinity sensor based on an optical microfiber coil resonator
(MCR) with an epoxy coil [58]. When the salinity increased, the resonance wavelength will
be red-shifted and the sensitivity can reach up to 1.5587 nm with a resolution of 0.0128. In
addition to hydrogel and epoxy, another frequently used coating material is polyimide (PI).
PI is an organic polymer material with good hygroscopicity, strength, anti-destructive and
is environmentally friendly and safe. With these unique advantages, PI has been widely
applied in optical fiber sensing areas in recent years. Once PI is dipped into distilled water,
the polymer absorbs water and holds it. If salt is added to the distilled water, the net
water concentration in the medium decreases that makes the PI layer to dissipate water
out from it to shrinks the medium. Volume expansion and contraction of the PI layer are
directly proportional to the concentration of water in the surrounding medium. In 2011, Wu
et al. demonstrated a salinity sensor using a PI-coated photonic crystal fiber (PCF) Sagnac
interferometer (SI) based on the coating swelling induced radial pressure on the PCF [59].
The achieved salinity sensitivity was 0.742 nm/(mol/L) with an accuracy of 0.027 mol/L.
In 2015, Zhang et al. presented a fiber Fabry-Perot (FP) interference salinity sensor based
on PI-diaphragm. During salinity increased from 0 to 5.47 mol/L, the maximum sensitivity
was 0.45 nm/(mol/L) [60]. In 2019, Sun et al. developed a FBG salinity sensor coated
with lamellar PI [61]. Compared with annular PI coating, lamellar PI coating enlarged the
contact area with the solution so that more water molecules can be stored or released in
the coating. The experimental results indicated that the sensitivity coefficients to water
salinity was −0.00358 nm while the salinity accuracy was 1.048. In 2019, Kumari et al.
demonstrated a salinity sensor based on an apodized FBG characterized by Nuttall profile
coated with PI [62]. The results showed the sensor had a sensitivity of 0.0026 nm with an
accuracy of 0.2015 in the range of 0 to 40.

In 2020, Zhang et al. demonstrated a distributed salinity sensor with a PI-coated
polarization-maintaining photonic crystal fiber (PM-PCF) based on Brillouin dynamic
grating (BDG) [63]. The PI-coating will swell or shrink if exposed to solutions of different
salinity. The deformation to the coating were converted to the birefringence modulation
loaded on the PM-PCF substrate. The salinity was then distributively measured by mapping
the birefringence changes on the PM-PCF by BDG. The spatial resolution was 15 cm and
the salinity sensitivity was 139.6 MHz/(mol/L) with a salinity accuracy of 0.072 mol/L.

The performance of the optical salinity sensors is summarized in Table 4. The given
figures are converted to salinity to be comparable with the other sensors, such as 1 mol/L
NaCl would be 58.44 g/L, so roughly a salinity of 58.44. Besides, the salinity accuracy is
calculated as the ratio of the accuracy of the interrogator to the sensitivity of the proposed
salinity sensor. The light wave mode coupling method is based on the change of guided
wave mode with the solution concentration variation to measure salinity. Among them,
sensors based on intensity detection have simple structures, while they are easily affected
by external perturbations that limits their measurement accuracy. On the other hand,
the sensors based on wavelength detection are less susceptible to interference, and high
salinity accuracy can be obtained by extracting the wavelength interference dips. However,
the fragile sensing head of different micro-structures fabricated with optical fiber shall be
directly inserted into the solution, so proper packaging of the sensor is necessary in practical
applications. Surface coated salinity sensors usually coat hydrogel, epoxy or polyimide
material on the surface of optical fiber, and measure salinity through the transmission of
mechanical stress. Since these coating materials have strong hygroscopicity, this kind of
sensor can realize high sensitivity and good accuracy. However, for long-term applications,
the stability of coating materials and the bonding strength between coating and optical
fiber should be verified and improved.
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Table 4. The comparison of various optical salinity sensors.

Measuring
Method Configuration

Salinity Mea-
surement
Range

Sensitivity
per Salinity
Unit

Salinity
Resolu-
tion

Salinity Accu-
racy Ref.

Beam
deviation

Transmission type refractometer cell
(1989) 0–40 n/a 1 0.02 ±0.6 [13]

Reflection type refractometer cell
with a prism (2003) 0–50 n/a 0.012 ±0.28 [44]

NOSS sensor from NKE 15–42 n/a n/a ±0.005 [25]

Light wave
mode
coupling

Surface-plasmon resonance optical
fiber (1999) 0–40 n/a n/a ±0.1 [46]

Tapered plastic multi-mode optical
fiber (2011) 0–120 0.00024 mV 1.152 ±2.532 [47]

U-shaped plastic multi-mode optical
fiber (2012) 0–350 0.042 mV n/a ±7.14 [48]

Two-core optical fiber (2013) 0–292 240 pm n/a ±0.0083 2 [49]

No-core fiber multi-mode interfer-
ence (2014) 38.6–216.2 1.94 pm n/a ±1.03 2 [50]

Optical microfiber coupler (2019) 14.66–25.64 1596 pm n/a ±0.0013 2 [51]

Exposed-core optical fiber (2019) 0–40 –2290 pm n/a ±0.00087 2 [52]

Photonic crystal fiber Sagnac inter-
ferometer (2020) 0–1000 3 750 pm n/a ±0.0027 2 [53]

Tamm plasmon resonance-based
one-dimensional photonic crystal
(2021)

0–500 3 1432 pm n/a ±0.0014 2 [54]

Dual-core photonic crystal fiber
(2020) 0–700 3 200 pm n/a ±0.01 2 [55]

Swelling of
surface
coating
material

Optical microfiber coil resonator
with epoxy coil (2018) 34.6–35.6 1558.7 pm n/a ±0.0013 2 [58]

Polyimide-coated photonic crystal
fiber Sagnac interferometer(2011) 0–292 12.7 pm 1.58 ±1.58 [59]

Fabry-Perot interferometer with
Polyimide diaphragm (2015) 0–320 7.7 pm n/a ±0.26 2 [60]

FBG sensor coated with lamellar
polyimide (2019) 0–50 −3.58 pm 0.28 ±1.048 [61]

Apodized FBG coated with
poluimide (2019) 0–40 2.6 pm 0.115 ±0.2015 [62]

Distributed polyimide-coadted pho-
tonic crystal fiber (2020) 0–292 2.39 MHz n/a ±4.2 [63]

1 Not available. 2 Estimated value when wavelength accuracy of the optical spectrum analyzer (OSA) is ±2 pm [49].
3 Simulation data, without practical significance.

4. Salinity Measurement with Seismic Observation

Direct measurements of the physical properties of seawater by expendable bathyther-
mographs (XBT) or conductivity-temperature-depth (CTD) profilers provide high vertical
resolution of ∼1 m and poor horizontal resolution of ∼1 km. Multichannel seismic (MCS)
is a widely used tool for imaging of the Earth’s subsurface. The acoustic impedance of the
seawater, represented with temperature, salinity and pressure by the equation of state, can
be obtained with MCS. As a result, seismic observation of seawater salinity is a kind of
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inversion problem. This new technique can sample the seawater with improved lateral
resolution of ∼10 m [64,65] and vertical resolution of ∼10 m [66]. The ability of marine
multichannel seismic reflection technique to retrieve the fine structures in the ocean show its
promising prospects in oceanographic study [67].This promote the establishment of seismic
oceanography (SO) that is the cross discipline between seismology and physical oceanog-
raphy. SO can image various oceanic feathers including eddies, internal waves/solitary
waves, etc. and quantitative inversion of the seawater parameters such as thermohaline
structure [68] and salinity [18]. This paper focus on the salinity as well as temperature
inversion from SO data and it should be noted that the contribution of salinity to the
acoustic impedance of the seawater is about one-fourth of temperature [69].

4.1. Principle of Salinity Measurement from Seismic Data

The principle of multichannel seismic data collection is illustrated in Figure 7, the
MCS data are acquired from a ship by firing an air gun array towed behind the ship.
The towed streamer with a large number of equidistant distributed hydrophones, often
several kilometers long and approximately 10 m beneath the sea level, record the reflected
acoustic wave field. The effective horizontal resolution of this technique that determined
by the wavelet peak frequency is ∼10 m [64,65] and the vertical resolution is approximately
10 m [66].
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Figure 7. Demonstration of seismic data collection.

The ocean can be considered to be made up of uniform thin layers, the acoustic
impedance of the water layer at depth of z is defined as [69]:

I(z) = ρ(z) v(z) (6)

here ρ is the density and v is the sound velocity. As is known, the ρ and v can be represented
with the temperature, salinity and pressure by the equation of state. The reflectivity of jth
water layer and the one immediately above is:

Rj =
Ij+1 − Ij

Ij+1 + Ij
≈ ∆I

2I
(7)

The approximation in the above equation is reasonable as long as the thickness of each
water layer is small enough. With the reflectivity, the seismic seismogram can be computed
by the convolution of reflectivity with the source wavelet:

S = w ∗ R =
w ∗ ∆I

2I
(8)
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here w is the source wavelet. As can be figured out, with the observed seismogram to obtain
the acoustic impedance to retrieve the salinity of the seawater is an inversion problem.
Different inversion protocols have been developed to inverse the SO data to retrieve the
temperature and salinity and will be described in the following sections.

4.2. Full Wave Inversion

The full wave inversion (FWI) is an iterative tool that improves the model by directly
comparing synthetic seismograms with the observed seismograms by means of an objective
function [64,70,71]. FWI is especially suited for ocean physical parameters retrieving with
seismic data [72]. Since water can only support P-waves propagation, there is no converted
shear waves present. Besides, the lateral sound speed variations are very small due to
flat thermohaline boundaries in the ocean. Interbed multiples can be negligible due to
small reflection coefficients. As shown in Figure 8, the general procedure of FWI includes
data processing and a starting model, conducting the forward simulation, calculating
and evaluating the residuals, and optimizing the simulated model to obtain the optimal
model. With the inverted sound velocity, the temperature and salinity can be retrieved
by the equation of state and empirical T-S relationship. The performance of different FWI
approaches are compared in Table 5.
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Figure 8. The workflow of FWI, reprinted with permission from Refs. [64,73]. Copyright (2022), with
permission from Wiley and Nature.

Wood et al. firstly applied FWI to water layer and successfully resolved the tempera-
ture profile down to the water depth of 750 m [72]. Comparing the retrieved temperature
data with the true temperature data collected by the XBT, the inversion accuracy was within
one degree Celsius.

Kormann et al. applied the one dimensional FWI to retrieve the temperature and
salinity of the water column [64]. The starting model was generated with the sound speed
profile corresponding to the CTD profiles acquired in the field. The forward simulation
was conducted with a time-domain finite difference scheme. Adopting the L2 norm as
the objection function, the optimization of misfit gradients was achieved with the adjoint
method [74]. Because the contribution of the sound speed to the acoustic impedance of the
water layer, i.e., the water reflectivity, was approximately 99%, only the sound speed was
converted [69]. To determine the temperature and salinity from the inverted sound speed
profile, the following two expressions were chosen: the sound speed formula that express c
as a function of T, S and z [75,76], and a neural network (NN) T-S relationship. The root
mean square of the inverted physical properties was 0.1 ◦C for the temperature and 0.06
for the salinity.
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The empirical T-S relationship may induce inversion errors since it is used for all
the seismic section, taking no consideration of different mesoscale structures. A direct
temperature and salinity acoustic full wave inversion approach was developed without
the need of an empirical T-S relationship [77]. The inversion protocol was similar with that
proposed by Kormann et al. [64], except that the gradients, or the sensitivity kernels of T
and S were calculated via the adjoint method. Commonly, the kernels were derived for
the parameters in the acoustic equations, it was K in the Ref. [64]. The root mean square
(RMS) of the resolved salinity profile from this direct inversion method was 0.01, which
was one-sixth of that obtained following the K strategy [64].

The FWI method has been tested by 1-D synthetic and observed seismic data, the fea-
sibility of 2-D adjoint-state FWI of salinity and other water layer properties using prestack
MCS data were also demonstrated [78].Since one potential difficulty of the 2-D FWI is
the poor signal-to-noise ratio (SNR) of the individual traces, a specific data processing
procedure was designed to reduce noise without modifying the recorded waveform. The
starting model was built by linearly interpolating the 1-D velocity profiles given by the
individual XBTs. The sound velocity was retrieved by the dedicated 2-D FWI based on the
adjoint method and multiscale inversion strategy. T and S can be acquired by v with the
following two equations. The first equation was the thermodynamic equation of seawater
to represent v as a function of T, S and pressure P [20]. Another was the P-dependent T-S
relation referenced from regional data of the National Oceanic and Atmospheric Adminis-
tration (NOAA) database [79]. Without the simultaneously CTD measurements at the same
location with the seismic acquisition, the inversion accuracy was estimated comparing with
the CTD measures done by the German R/V Poseidon on average 2–3 h after the seismic
acquisition which gave a standard deviation of 0.08.

Table 5. The comparison of different FWI approaches.

Ref. Starting Model Misfit Gradient Optimization TS Inversion Accuracy

Kormann et al. [64] two real CTD
profiles Adjoint method

nonlinear
Conjugated

Gradient method

Sound speed
formula; neutral

network T-S
relationship.

T (0.1 ◦C), S (0.06)

Wood et al. [72]
Low-pass filtered

versions of the XBT
profile

Reflectivity
method Newton’s Method

Equation of state
(assume salinity is

constant)
T (0.5 ◦C)

Bornstein et al. [77] real CTD cast Adjoint method
iterative nonlinear

conjugate
gradients

Direct inversion T (0.03 ◦C), S (0.01)

Dagnino et al. [78] XBTs interpolation Adjoint method

quasi-Newton
limited-memory

Broyden-Fletcher-
Goldfarb-Shanno

algorithm

Thermodynamic
equation of
seawater;

P-dependent T-S
relation inferred
from the NOAA

database

T (0.18 ◦C), S (0.08)

Padhi et al. [80] GA-inverted
non-linear least squares inversion UNESCO algorithm;

CTD data to obtain the
regional T-S relationship

T (0.19 ◦C)

GA T (0.17 ◦C)
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Previous inversion methods that obtain sound velocity to resolve T and S are local
inversions and their accuracy is strongly affected by the initial model. The initial model is
typically built with the data from XBTs deployed along the seismic line. However, XBTs
are not always available or the data are too limited to obtain an initial velocity model. The
global 2-D seismic waveform inversion method based on the generic algorithm (GA) was
proposed [80] without the need of XBT data. The initial model was generated by apply
GA at sparse locations over a 2-D seismic survey to get the sound speed profile to start
the inversion. The sound speed inversion followed two strategies for comparison between
the local and global inversion method. One was the local non-linear least squares (NLS)
inversion protocol, while the other was the global inversion with parallel implementation
of GA. The method combined the GA to create the initial model and NLS for sound speed
inversion was called hybrid method. The hybrid and GA method presented competent
inversion results, the RMS of T from the former was 0.19 ◦C and the latter was 0.17 ◦C
over the entire range of the inversion. However, the computational burden of the GA
method was much larger than the hybrid method and the inversion time of the GA method
was 18–20 times of the hybrid method. Although the global inversion technique can
retrieve temperature and salinity profiles without supporting oceanographic information,
the computation cost is worthy of concern.

4.3. Deconvolution Inversion

Another approach that enable to extract v and/or T and S out from acoustic reflectivity
was pioneered by Papenberg et al. [81]. As shown in Equation (8), the seismic seismograph
can be computed by the convolution of reflectivity with the source wavelet. By seismo-
grams deconvolution, the wavelet was removed to obtain the reflectivity of the water
layer [65,81,82]. Then the physical parameters of the water layer, including temperature
and salinity, can be recovered accordingly. As a result, we call this method deconvolution
inversion.

The typical workflow of the deconvolution inversion technique is shown in Figure 9.
The data preconditioning is necessary to generate a true-amplitude time-migrated seismic
section. The combined seismograms are deconvoluted with an estimated source wavelet
to recover the reflection coefficients. Two strategies were proposed to retrieve the T and S
with the gained reflection coefficient. Papenberg et al. [81] firstly converted the reflection
coefficients to sound speed with short wavelength due to the band limited nature of the
collected seismic data. A smooth long wavelength sound speed model was built based
on the XBT and CTD casts acquired during the survey. Then assume the density was
constant and started the iteration process by a constant salinity to initiate the sound speed.
Until the error was less than the noise, the iteration ends and T and S were obtained.
The inversion method was applied to the multi-channel seismic data acquired in the Gulf
of Cadiz and retrieved the T and S profiles to depth of 1700 m with accuracy of 0.1 ◦C
and 0.1 psu, respectively. Another strategy refers to invert the reflective coefficient to the
acoustic impedance [65]. Different from Papenberg et al., the density was not considered as
a constant, it was derived from inverted T and S instead. Moreover, the neural networks
(NN) were used to retrieve salinity out of temperature. Biescas et al. compared the two
strategies for temperature and salinity recovery from reflectivity and found that the former
one performed better in the shallow (0–500 m) and deep (1500–2000 m) area, while the
latter yielded much better results in between (500–1500 m). The accuracy of the inversion
in Biescas et al. was 0.09 for S, slightly better than the former strategy.
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Figure 9. Typical workflow of the deconvolution inversion method.

4.4. Markov Chain Monte Carlo inversion

In previous seismic inversion methods, the inversion accuracy was estimated from the
resolved data with the hydrographic observations. However, the offset of the observation
time and position between the hydrographic data and the MCS data is inevitable. This
will bring uncertainties that is difficult to quantify. To quantify this uncertainty, a Bayesian
Markov Chain Monte Carlo (MCMC) approach was applied to invert the T-S structure from
the seismic data [83,84]. Three steps were required to estimate T and S with quantified
uncertainties: true-amplitude seismic data processing; salinity estimation from XBT data;
and modeling using the MCMC approach. As can be found, this inversion strategy is similar
with the deconvolution method [65,81], apart from the addition of MCMC approach. The
new approach was then corroborated with the synthetic data computed from a CTD cast
and the deconvolution method [65] to validate its feasibility. Based on the application of
this approach to the acoustic reflectivity section, the salinity accuracy of 0.006 psu was
better than the deconvolution method. For the first time, this method had enabled the
detailed portray of the internal solitary wave (ISW).

Xiao et al. made further progress of the MCMC inversion method to improve the
prior model by iterative updating [84]. The prior model was created based on the XBT
data collected every 2.3 km and the salinity data estimated using the neural network
approach [85] from the temperature data. At each inversion step, the prior model was
iteratively updated to incorporate both the hydrographic data and previous inversion
results. After application of this method to observed seismic data in the Gulf of Cadiz, the
inversion uncertainties of the salinity averaged across the seismic section was 0.055. It was
found that the main contributor to the final uncertainty was the low frequency starting
model derived from the XBT interpolation. As a result, an accurate starting model is crucial
for reducing the final inversion uncertainty.

4.5. Geostatistical Seismic Inversion

Statistical approaches are promising to solve seismic inverse problems in oil and gas
reservoir characterization [86]. An iterative geostatistical inverse methodology was first
applied to seismic oceanography data to retrieve reliable high-resolution temperature and
salinity models [87]. The inversion procedure of this approach is shown in Figure 10. The
model parameter space, i.e., the temperature and salinity, is perturbed using stochastic
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sequential simulation and co-simulation. The reflective coefficients can be computed with
T and S models according to the international thermodynamic equation of water [88].
With the extracted wavelet from the observed seismic data, the synthetic seismograms
can be calculated. Then the mismatch between synthetic seismograms and the observed
seismograms was calculated and the temperature and salinity traces with lowest misfit were
selected as secondary variables in the co-simulation of temperature and salinity models.
The iteration process stopped until the global coefficient between the real and synthetic
seismic data was above a certain threshold Cth.
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Figure 10. Typical workflow of the geostatistical seismic inversion method, C represents the global
coefficient between the real and synthetic seismic data and Cth is the threshold of the global coefficient.
Adapted with permission from Refs. [87,89]. Copyright (2022), with permission from Springer and
Frontiers.

In the preliminary application of iterative geostatistical inversion method in the seismic
oceanography data, the temperature and salinity background data were directly measured
simultaneously and collocated with the seismic data. However, simultaneous acquisition
of CTD and XBT data collocated with the seismic data is challenging in practice. Azevedo
et al. [89] proposed an alternative approach without the need of collocated and simultane-
ous temperature and salinity data. Instead, they adopted the data from global numerical
simulations of ocean dynamics provided by the Copernicus Marine Environment Monitor-
ing Service [90]. The inverted temperature and salinity models had higher resolution than
the observed seismic data and enable to show the fine structure of the ocean. This is one of
key advantages of using the geostatistical inversion method. Another benefit refers to its
ability to assess the uncertainty associated with the model predictions. According to the
comparison of the inverted two-dimensional sections of temperature and salinity with the
vertical one-dimensional profiles acquired by the ARGO floats, the value of the inverted
parameters deviated from the direct measurements while their main trends are repro-
duced. This deviation can be improved by additional constrains from other oceanographic
variables.

5. Conclusions

The development of ocean salinity measurements is systematically reviewed in this
paper and the brief comparison of different salinity measurement approaches can be
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found in Table 6. The electronic sensors exhibit the highest measurement resolution of
marine salinity and are the mostly used instruments in the oceanographic field. Future
direction in this area is towards producing small and low power conductivity sensors that
are satisfying the high demands on measurement uncertainty needed for oceanographic
research. Another kind of direct observation technique to obtain the marine salinity
is the optical methods based on refractive index measurement. This is a thriving area,
while most of the sensors are still at the laboratory study stage. Further efforts should be
made to improve the performance and robustness of these sensors, and finally achieve
industrialization. The seismic observation methods is a newly developed field and a new
branch, namely the seismic oceanography, is established accordingly. Great efforts should
be paid to expand its application areas to make deeper understanding of the vast ocean.

Table 6. The comparison of different salinity measurement approaches.

Approach Measurement
Object

Measurement
Mode

Lateral
Resolution

Vertical
Resolution

Salinity
Resolution

Technical
Maturity

Electrical electrical
conductivity direct several km ∼1 m 10−4–10−3 high

Optical refractive index direct several km ∼1 m 0.001–1 low

Seismic
observation acoustic waves indirect ∼10 m ∼10 m 0.01–0.1 modest
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Abbreviations
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CTD conductivity temperature depth
MEMS Micro-Electro-Mechanical System
PCB printed circuit board
PSD position-sensitivity detector
TCF two-core fiber
SMF single-mode fiber
MMI multi-mode interference
NCF no-core fiber
ECF exposed-core fiber
PCF photonic crystal fiber
SI Sagnac interferometer
PC photonic crystal
FBG fiber Bragg grating
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PI polyimide
FP Fabry-Perot
PSU Practical Salinity Unit
XBT expendable bathythermographs
MCS multichannel seismic
SO seismic oceanography
FWI full wave inversion
NN neutral network
GA generic algorithm
NLS non-linear least squares
MCMC Markov Chain Monte Carlo
ISW internal solitary wave

References
1. Brown, W.S. Physical properties of seawater. In Springer Handbook of Ocean Engineering; Springer: Cham, Switzerland, 2016; pp.

101–110.
2. Le Menn, M.; Albo, P.A.G.; Lago, S.; Romeo, R.; Sparasci, F. The absolute salinity of seawater and its measurands. Metrologia 2018,

56, 015005. https://doi.org/10.1088/1681-7575/aaea92.
3. Ando, K.; Matsumoto, T.; Nagahama, T.; Ueki, I.; Takatsuki, Y.; Kuroda, Y. Drift Characteristics of a Moored Con-

ductivity–Temperature–Depth Sensor and Correction of Salinity Data. J. Atmos. Ocean. Technol. 2005, 22, 282–291.
https://doi.org/10.1175/JTECH1704.1.

4. Ityel, E.; Ben-Gal, A.; Silberbush, M.; Lazarovitch, N. Increased root zone oxygen by a capillary barrier is beneficial to bell pepper ir-
rigated with brackish water in an arid region. Agric. Water Manag. 2014, 131, 108–114. https://doi.org/10.1016/j.agwat.2013.09.018.

5. Skinner, A.J.; Lambert, M.F. An Automatic Soil Pore-Water Salinity Sensor Based on a Wetting-Front Detector. IEEE Sens. J. 2011,
11, 245–254. https://doi.org/10.1109/JSEN.2010.2051325.

6. Hyldgård, A.; Mortensen, D.; Birkelund, K.; Hansen, O.; Thomsen, E.V. Autonomous multi-sensor micro-system for measurement
of ocean water salinity. Sens. Actuators A Phys. 2008, 147, 474–484. https://doi.org/10.1016/j.sna.2008.06.004.

7. Forch, C.; Knudson, M.; Sorensen, S. Reports on the determination of the constants for compilation of hydrographic tables. Det K.
Dan. Vidensk. Selsk. Skrifter. Naturvidenskabelig Og Math. Afd. 1902, 6, 1–151.

8. Millero, F.J.; Feistel, R.; Wright, D.G.; McDougall, T.J. The composition of Standard Seawater and the definition of the Reference-
Composition Salinity Scale. Deep Sea Res. Part I Oceanogr. Res. Pap. 2008, 55, 50–72. https://doi.org/10.1016/j.dsr.2007.10.001.

9. Lewis, E. The practical salinity scale 1978 and its antecedents. IEEE J. Ocean. Eng. 1980, 5, 3–8. https://doi.org/10.1109/JOE.1980.
1145448.

10. Hosoda, S.; Suga, T.; Shikama, N.; Mizuno, K. Global surface layer salinity change detected by Argo and its implication for
hydrological cycle intensification. J. Oceanogr. 2009, 65, 579–586. https://doi.org/10.1007/s10872-009-0049-1.

11. IOC; SCOR; IAPSO. The International Thermodynamic Equation of Seawater-2010: Calculation and Use of Thermodynamic Properties;
Intergovernmental Oceanographic Commission: Paris, France, 2010.

12. Seaver, G. A new refractometer for use in oceanography. In Ocean Optics VIII; SPIE: Bellingham, WA, USA, 1986; Volume 637,
pp. 217–220. https://doi.org/0.1117/12.964236.

13. Minato, H.; Kakui, Y.; Nishimoto, A.; Nanjo, M. Remote refractive index difference meter for salinity sensor. IEEE Trans. Instrum.
Meas. 1989, 38, 608–612. https://doi.org/10.1109/19.192359.

14. Chen, C.; Beardsley, R.C.; Limeburner, R.; Kim, K. Comparison of winter and summer hydrographic observations in the Yellow
and East China Seas and adjacent Kuroshio during 1986. Cont. Shelf Res. 1994, 14, 909–929. https://doi.org/10.1016/0278-
4343(94)90079-5.

15. Na, H.; Isoda, Y.; Kim, K.; Kim, Y.H.; Lyu, S.J. Recent observations in the straits of the East/Japan Sea: A review of hydrography,
currents and volume transports. J. Mar. Syst. 2009, 78, 200–205. https://doi.org/10.1016/j.jmarsys.2009.02.018.

16. Atkinson, L.P.; Lee, T.N.; Blanton, J.O.; Paffenhöfer, G.A. Hydrographic observations. Prog. Oceanogr. 1987, 19, 231–266.
https://doi.org/10.1016/0079-6611(87)90010-3.

17. Okkonen, S.; Weingartner, T.; Danielson, S.; Musgrave, D.; Schmidt, G. Satellite and hydrographic observations of
eddy-induced shelf-slope exchange in the northwestern Gulf of Alaska. J. Geophys. Res. Ocean. 2003, 108, 1–15.
https://doi.org/10.1029/2002JC001342.

18. Song, H.; Chen, J.; Pinheiro, L.M.; Ruddick, B.; Fan, W.; Gong, Y.; Zhang, K. Progress and prospects of seismic oceanography.
Deep Sea Res. Part I Oceanogr. Res. Pap. 2021, 177, 103631. https://doi.org/10.1016/j.dsr.2021.103631.

19. Striggow, K.; Dankert, R. The exact theory of inductive conductivity sensors for oceanographic application. IEEE J. Ocean. Eng.
1985, 10, 175–179. https://doi.org/10.1109/JOE.1985.1145085.

20. Fofonoff, N.P.; Millard, R.C. Algorithms for Computation of Fundamental Properties of Seawater; Unesco Technical Papers in Marine
Science; UNESCO: Paris, France, 1983. https://darchive.mblwhoilibrary.org/handle/1912/2470.

21. Paradis, R.; Wood, S. Inexpensive expendable conductivity temperature and depth (CTD) sensor. In Proceedings of the 2013
OCEANS-San Diego, San Diego, CA, USA , 23–27 September 2013; pp. 1–12. https://doi.org/10.23919/OCEANS.2013.6741068.



J. Mar. Sci. Eng. 2022, 10, 2024 22 of 24

22. Jijesh, J.; Shivashankar; Susmitha, M.; Bhanu, M.; Sindhanakeri, P. Development of a CTD sensor subsystem for oceanographic
application. In Proceedings of the 2017 2nd IEEE International Conference on Recent Trends in Electronics, Information Commu-
nication Technology (RTEICT), Bangalore, India, 19–20 May 2017; pp. 1487–1492. https://doi.org/10.1109/RTEICT.2017.8256845.

23. Biuw, M.; Boehme, L.; Guinet, C.; Hindell, M.; Costa, D.; Charrassin, J.B.; Roquet, F.; Bailleul, F.; Meredith, M.; Thorpe, S.; et al.
Variations in behavior and condition of a Southern Ocean top predator in relation to in situ oceanographic conditions. Proc. Natl.
Acad. Sci. USA 2007, 104, 13705–13710. https://doi.org/10.1073/pnas.0701121104.

24. AML-3 Hydro CTD6000. [EB/OL]. Available online: https://amloceanographic.com/aml-3-hydro-ctd6000.html/ (accessed on
30 May 2022).

25. Standard Loggers—RBRvirtuoso, RBRduo, RBRconcerto, RBRmaestro. [EB/OL]. Available online: https://rbr-global.com/
products/standard-loggers/ (accessed on 30 May 2022).

26. Multiparameter Probes—Nke instrumentation. [EB/OL]. Available online: https://nke-instrumentation.com/multiparameter-
probes/ (accessed on 30 May 2022).

27. CTD 115M—Sea & Sun Technology. [EB/OL]. Available online: https://www.sea-sun-tech.com/product/multiparameter-
probe-ctd-115-memory/ (accessed on 30 May 2022).

28. OS320Plus—Idronaut. [EB/OL]. Available online: https://www.idronaut.it/multiparameter-tds/oceanographic-ctds/os320
plus-oceanographic-ctd/ (accessed on 30 May 2022).

29. Products | JFE Advantech Co., Ltd. [EB/OL]. Available online: https://www.jfe-advantech.co.jp/eng/products/ (accessed on
30 May 2022).

30. SeaGuard Single Point Platform. [EB/OL]. Available online: https://www.aanderaa.com/seaguard-single-point-platform/
(accessed on 30 May 2022).

31. Midas CTD PLUS—Valeport. [EB/OL]. Available online: https://www.valeport.co.uk/products/midas-ctd-plus/ (accessed on
30 May 2022).

32. SBE 911plus CTD | Sea-Bird Scientific—Overview | Sea-Bird. [EB/OL]. Available online: https://www.seabird.com/sbe-91
1plus-ctd/product?id=60761421595/ (accessed on 30 May 2022).

33. CastAway CTD—Handheld Deployable CTD with Integrated GPS and LCD Display. [EB/OL]. Available online: https:
//www.sontek.com/castaway-ctd/ (accessed on 30 May 2022).

34. Wu, C.; Gao, W.; Zou, J.; Jin, Q.; Jian, J. Design and batch microfabrication of a high precision conductivity and temperature
sensor for marine measurement. IEEE Sens. J. 2020, 20, 10179–10186. https://doi.org/10.1109/JSEN.2020.2992730.

35. Aravamudhan, S.; Bhat, S.; Bethala, B.; Bhansali, S.; Langebrake, L. MEMS based conductivity-temperature-depth (CTD) sensor
for harsh oceanic environment. In Proceedings of the OCEANS 2005 MTS/IEEE, Washington, DC, USA , 17–23 September 2005;
pp. 1785–1789. https://doi.org/10.1109/OCEANS.2005.1640015.

36. Ashokan, R.R.; Thomas, K.; Natarajan, V. Design, fabrication and evaluation of zero external field conductivity cell for CTD sensor.
In Proceedings of the 2009 International Symposium on Ocean Electronics (SYMPOL 2009), Cochin, India, 18–20 November 2009;
pp. 128–132. https://doi.org/10.1109/SYMPOL.2009.5664175.

37. Broadbent, H.A.; Ivanov, S.Z.; Fries, D.P. Fabrication of a LCP-based conductivity cell and resistive temperature device via PCB
MEMS technology. J. Micromech. Microeng. 2007, 17, 722. https://doi.org/10.1088/0960-1317/17/4/008.

38. Broadbent, H.A.; Ivanov, S.Z.; Fries, D.P. A miniature, low cost CTD system for coastal salinity measurements. Meas. Sci. Technol.
2007, 18, 3295. https://doi.org/10.1088/0957-0233/18/11/005.

39. Broadbent, H.; Ketterl, T.; Reid, C. A miniature rigid/flex salinity measurement device fabricated using printed circuit processing
techniques. J. Micromech. Microeng. 2010, 20, 085008. https://doi.org/10.1088/0960-1317/20/8/085008.

40. Nag, A.; Mukhopadhyay, S.C.; Kosel, J. Sensing system for salinity testing using laser-induced graphene sensors. Sens. Actuators
A Phys. 2017, 264, 107–116. https://doi.org/10.1016/j.sna.2017.08.008.

41. Kaidarova, A.; Marengo, M.; Marinaro, G.; Geraldi, N.; Duarte, C.M.; Kosel, J. Flexible and biofouling independent salinity sensor.
Adv. Mater. Interfaces 2018, 5, 1801110. https://doi.org/10.1002/admi.201801110.

42. Millard, R.; Seaver, G. An index of refraction algorithm for seawater over temperature, pressure, salinity, density, and wavelength.
Deep Sea Res. Part A Oceanogr. Res. Pap. 1990, 37, 1909–1926. https://doi.org/10.1016/0198-0149(90)90086-B.

43. Quan, X.; Fry, E.S. Empirical equation for the index of refraction of seawater. Appl. Opt. 1995, 34, 3477–3480.
https://doi.org/10.1364/AO.34.003477.

44. Zhao, Y.; Liao, Y.; Zhang, B.; Lai, S. Monitoring technology of salinity in water with optical fiber sensor. J. Light. Technol. 2003,
21, 1334–1338. https://doi.org/10.1109/JLT.2003.811318.

45. Menn, M.L.; de Bougrenet de la Tocnaye, J.L.; Grosso, P.; Delauney, L.; Podeur, C.; Brault, P.; Guillerme, O. Advances in measuring
ocean salinity with an optical sensor. Meas. Sci. Technol. 2011, 22, 115202. https://doi.org/10.1088/0957-0233/22/11/115202.

46. Esteban, O.; Cruz-Navarrete, M.; González-Cano, A.; Bernabeu, E. Measurement of the degree of salinity of water with a
fiber-optic sensor. Appl. Opt. 1999, 38, 5267–5271. https://doi.org/10.1364/AO.38.005267.

47. Rahman, H.A.; Harun, S.W.; Yasin, M.; Phang, S.W.; Damanhuri, S.S.A.; Arof, H.; Ahmad, H. Tapered plastic multimode fiber
sensor for salinity detection. Sens. Actuators A Phys. 2011, 171, 219–222. https://doi.org/10.1016/j.sna.2011.09.024.

48. Wang, J.; Chen, B. Experimental research of optical fiber sensor for salinity measurement. Sens. Actuators A Phys. 2012, 184, 53–56.
https://doi.org/10.1016/j.sna.2012.06.028.

https://amloceanographic.com/aml-3-hydro-ctd6000.html/
https://rbr-global.com/products/standard-loggers/
https://rbr-global.com/products/standard-loggers/
https://nke-instrumentation.com/multiparameter-probes/
https://nke-instrumentation.com/multiparameter-probes/
https://www.sea-sun-tech.com/product/multiparameter-probe-ctd-115-memory/
https://www.sea-sun-tech.com/product/multiparameter-probe-ctd-115-memory/
https://www.idronaut.it/multiparameter-tds/oceanographic-ctds/os320plus-oceanographic-ctd/
https://www.idronaut.it/multiparameter-tds/oceanographic-ctds/os320plus-oceanographic-ctd/
https://www.jfe-advantech.co.jp/eng/products/
https://www.aanderaa.com/seaguard-single-point-platform/
https://www.valeport.co.uk/products/midas-ctd-plus/
https://www.seabird.com/sbe-911plus-ctd/product?id=60761421595/
https://www.seabird.com/sbe-911plus-ctd/product?id=60761421595/
https://www.sontek.com/castaway-ctd/
https://www.sontek.com/castaway-ctd/


J. Mar. Sci. Eng. 2022, 10, 2024 23 of 24

49. Guzman-Sepulveda, J.R.; Ruiz-Perez, V.I.; Torres-Cisneros, M.; Sanchez-Mondragon, J.J.; May-Arrioja, D.A. Fiber Optic Sensor for
High-Sensitivity Salinity Measurement. IEEE Photonics Technol. Lett. 2013, 25, 2323–2326. https://doi.org/10.1109/LPT.2013.2286132.

50. Meng, Q.; Dong, X.; Ni, K.; Li, Y.; Xu, B.; Chen, Z. Optical Fiber Laser Salinity Sensor Based on Multimode Interference Effect.
IEEE Sens. J. 2014, 14, 1813–1816. https://doi.org/10.1109/JSEN.2014.2298511.

51. Yu, Y.; Bian, Q.; Lu, Y.; Zhang, X.; Yang, J.; Liang, L. High Sensitivity All Optical Fiber Conductivity-Temperature-Depth (CTD)
Sensing Based on an Optical Microfiber Coupler (OMC). J. Light. Technol. 2019, 37, 2739–2747. https://doi.org/10.1109/JLT.2018.
2878475.

52. Wang, L.; Xu, Y.; Geng, Y.; Wang, J.; Du, Y.; Yi, D.; Hong, X.; Li, X. High-sensitivity fiber salinity sensor based on an exposed-core
microstructured fiber interferometer. J. Phys. D Appl. Phys. 2019, 52, 495402. https://doi.org/10.1088/1361-6463/ab415b.

53. Mollah, M.A.; Yousufali, M.; Faysal, M.R.B.A.; Hasan, M.R.; Hossain, M.B.; Amiri, I.S. Highly sensitive photonic crystal fiber
salinity sensor based on Sagnac interferometer. Results Phys. 2020, 16, 103022. https://doi.org/10.1016/j.rinp.2020.103022.

54. Zaky, Z.A.; Aly, A.H. Highly Sensitive Salinity and Temperature Sensor Using Tamm Resonance. Plasmonics 2021, 16, 2315–2325.
https://doi.org/10.1007/s11468-021-01487-6.

55. Akter, S.; Ahmed, K.; El-Naggar, S.A.; Taya, S.A.; Nguyen, T.K.; Dhasarathan, V. Highly Sensitive Refractive Index Sensor for
Temperature and Salinity Measurement of Seawater. Optik 2020, 216, 164901. https://doi.org/10.1016/j.ijleo.2020.164901.

56. Sayed, H.; Aly, A.H. Salinity optical sensor by using two-dimensional photonic crystals: Computational study. Mater. Sci. Eng. B
2021, 269, 115169. https://doi.org/10.1016/j.mseb.2021.115169.

57. Cong, J.; Zhang, X.; Chen, K.; Xu, J. Fiber optic Bragg grating sensor based on hydrogels for measuring salinity. Sens.Actuators B
Chem. 2002, 87, 487–490. https://doi.org/10.1016/S0925-4005(02)00289-7.

58. Yin, Y.; Li, S.; Ren, J.; Farrell, G.; Lewis, E.; Wang, P. High-sensitivity salinity sensor based on optical microfiber coil resonator.
Opt. Express 2018, 26, 34633–34640. https://doi.org/10.1364/OE.26.034633.

59. Wu, C.; Guan, B.O.; Lu, C.; Tam, H.Y. Salinity sensor based on polyimide-coated photonic crystal fiber. Opt. Express 2011,
19, 20003–20008. https://doi.org/10.1364/OE.19.020003.

60. Zhang, X.; Peng, W. Temperature-independent fiber salinity sensor based on Fabry-Perot interference. Opt. Express 2015,
23, 10353–10358. https://doi.org/10.1364/OE.23.010353.

61. Sun, M.; Jiang, H.; Shi, B.; Zhou, G.; Inyang, H.I.; Feng, C. Development of FBG salinity sensor coated with lamel-
lar polyimide and experimental study on salinity measurement of gravel aquifer. Measurement 2019, 140, 526–537.
https://doi.org/10.1016/j.measurement.2019.03.020.

62. Kumari, C.R.U.; Samiappan, D.; Kumar, R.; Sudhakar, T. Development of a highly accurate and fast responsive salinity sensor
based on Nuttall apodized Fiber Bragg Grating coated with hygroscopic polymer for ocean observation. Opt. Fiber Technol. 2019,
53, 102036. https://doi.org/10.1016/j.yofte.2019.102036.

63. Zhang, H.; Teng, L.; Dong, Y. Distributed Salinity Sensor With a Polyimide-Coated Photonic Crystal Fiber Based on Brillouin
Dynamic Grating. J. Light. Technol. 2020, 38, 5219–5224. https://doi.org/10.1364/JLT.38.005219.

64. Kormann, J.; Biescas, B.; Korta, N.; de la Puente, J.; Sallarès, V. Application of acoustic full waveform inversion to re-
trieve high-resolution temperature and salinity profiles from synthetic seismic data. J. Geophys. Res. 2011, 116, C11039.
https://doi.org/10.1029/2011JC007216.

65. Biescas, B.; Ruddick, B.R.; Nedimovic, M.R.; Sallarès, V.; Bornstein, G.; Mojica, J.F. Recovery of temperature, salinity, and potential
density from ocean reflectivity. J. Geophys. Res. Ocean. 2014, 119, 3171–3184. https://doi.org/10.1002/2013JC009662.

66. Ruddick, B.; Song, H.; Dong, C.; Pinheiro, L. Water Column Seismic Images as Maps of Temperature Gradient. Oceanography
2009, 22, 192–205. https://doi.org/10.2307/24860936.
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