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Abstract: Swash motions are important for the design and assessment of beach protection projects,
while the limitation of insightful observations in the swash zone still exists. An automatic identifi-
cation method based on video imagery is developed to monitor and extract instantaneous swash
motions in the laboratory. The method increases video sampling frequency and improves image
enhancement in identification. The improved method fits well with the results of the manual method.
The incident band roll-off of the swash spectrum in the experiment is consistent with those observed
on natural beaches. Results have shown that on the barred beach, water depths influence the peak
frequency in the incident band and cause a multi-peak swash spectrum. A large incident wave period
causes a low peak frequency but high peak energy in the swash spectrum. Large incident wave
height results in wider energy coupling, making swash to be saturated and more energy in swash
energy. The existence of a barred beach promotes swash energy transferring from a high frequency to
a low frequency.

Keywords: swash motions; waves; video imagery; swash spectrum

1. Introduction

In the context of global climate change, extreme wave events such as tropical storms
become more frequent and intensive (e.g., [1–3]). Wave runup during storm waves has
always been a hot topic in coastal dynamic geomorphology and disaster prevention. Mean-
while, wave runup has been demonstrated as responsible for beach erosion, over-wash,
and inundation [4–8].

Video systems are widely used in monitoring wave runup in the field. The imagery
method is applied to acquire wave runup motions [9,10]. However, imagery method
applications have several limitations in the laboratory. Firstly, low sampling frequency
(usually lower than 30 Hz) and low identification accuracy in the laboratory influence the
analysis of runup motions [11–13]. Low sampling frequency may cause the deficiency of
runup motion information and introduce errors. Secondly, the usage of video imagery
has several application differences in fields and laboratories, especially, edge detection of
shoreline and runup. In runup motions captured, the white spray nearshore is defined as
the propagating front of wave runup. In the usage of the imagery method, when using
smooth material (e.g., concrete) to build a plane beach in laboratories, the difference is
that runup motions on the concrete plane beach have low resolutions and low contrast. In
summary, video imagery methods need to be developed and improved in the laboratory.

Wave runup is generated from potential energy which is transferred from the energy
after wave dissipation [14], and typically can be separated into setup and swash. Swash is a
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time-varying phenomenon that has a variety of frequency components, usually larger than
0.003 Hz. Swash signatures are influenced by beach types. Field observations demonstrate
that the infragravity band of swash spectra under different beach types have an obvious
difference [15–17]. Swash signatures are discrepant under different water levels. Field
observations suggest that wave energy dissipation during low tide is associated with
maximum swash distribution [18,19]. Laboratory and field results indicate that different
types of wave breaking also influence wave runup and swash distribution [7,15,16,20–22].
New evidence demonstrates that swash motions, related to reflection and breaking, force
the long-wave [23–27]. However, most studies were focused on specific natural beaches
based on a short-term wave runup dataset or low-resolution data. In the laboratory,
parameters that influence the swash spectrum can be controlled.

The objective of this study is to utilize the improved imagery method in the swash
experiments and investigate the spectra signature of swash motions. In the present work,
Section 2 introduces the methodology, which includes experiment configuration, video
measurements, and image improvements. Section 3 provides the results of the swash
spectrum under the influence of incident wave height, water depth, and the beach profile.
Section 4 discusses swash bispectrum and infragravity swash height proportion. Lastly,
conclusions are given in Section 5.

2. Methodology
2.1. Experiment Configuration

The experiments were conducted in the wave flume located at the Key Laboratory
of Ministry of Education for Coastal Disaster and Protection, Hohai University, China.
The wave flume has a length of 50 m, a width of 0.5 m, and a height of 1.3 m. The flume
is equipped with a hydraulic piston-type wavemaker and an absorbable wave-making
mode that can help reduce the influence of secondary reflection waves. Wave absorbers
are installed on the flume to mitigate wave reflection. The experimental setup is shown
in Figure 1. The experiment’s beach profile contains two types using concrete: plane bed
(Figure 1a) and barred bed (Figure 1b). The slope β of both profiles is 1/20. x = 0 is defined
at the toe of the beach profile (z = 0). To magnify the effect of the beach profile, a barred
beach is designed with steep seaward and shoreward slopes. The bar is located at x = 5.5 m
with a seaward slope of 1/6, a shoreward slope of 1/2, a height of 0.4 m, and a triangular
shape. The scale of the experimental model is 1:50.
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Figure 1. Experimental configuration: The wave flume is equipped with a wavemaker and wave
absorber. Wave gauges are fixed on the flume. (a) a plane bed. (b) a barred bed.

Water surface elevation is recorded by about 15 capacitance-type wave gauges with
a sampling rate of 50 Hz installed on the flume. Before the experiment, wave gauges are
calibrated. To record wave runup motions, a high-resolution camera with sampling rate
60 Hz is installed near the shoreline. A conventional lens is used by the camera and the
resolution ratio is 2560 × 1440. In each case of the experiment, the still water level (SWL) is
within the sight of the camera. Thus, each runup motion can be monitored and recorded.
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Under different water depths in the experiment, the locations of wave gauges and the
camera are adjusted manually to fit the change of shoreline. The horizontal positions of
instruments are listed in Table 1. In case T11, because of a larger change in water depth, the
location of wave breaking changes a lot. Thus, the location and amount of wave gauges
are adjusted.

Table 1. Horizontal positions of instruments (unit: m). x = 0 is defined at the toe of the sloping bed.

Instruments T00B-T07 (m) T11, T11B (m)

WG01 −6.6 −6.6
WG02 −4.62 −4.62
WG03 −0.55 −0.55
WG04 0.05 0.05
WG05 0.77 0.77
WG06 1.44 1.44
WG07 2.08 2.08
WG08 3.1 3.1
WG09 3.77 3.75
WG10 4.4 4.4
WG11 5.4 5.4
WG12 6.05 6.05
WG13 6.66 6.66
WG14 7 7.24
WG15 8.08

Camera 7.68 10.35

Random waves defined by the JONSWAP spectrum were generated, with a peak
enhancement factor of 3.3. The wave condition is determined by considering wave maker
capacity and surf similarity parameter [28]. Surf similarity parameter can be expressed as:

ζ0 =
tan β√
Hs0/L0

(1)

where β is the bed slope, Hs0 is offshore wave height, and L0 is the offshore wavelength
that is defined as L0 = gTm

2/2π using linear wave theory. Tm is the wave period, and g is
the acceleration of gravity. The experiment condition is listed in Table 2. In the experiment,
case T01 is set as the reference case. T01–T05 is listed to analyze the impact of incident
wave height and wave period, by rising wave height from 0.08 m to 0.12 m and rising
period from 1 s to 1.5 s. T00, T01, T06, and T11 are set to analyze the influence of water
depth under plane beach. T0B and T11B are set to analyze the water depth influence under
barred beach.

Table 2. Experiment condition.

Case ID Depth (cm) H0 (m) Tm (s) ξ Notes

T00B 42.00 0.05 1.00 0.279 Barred
T00 42.00 0.05 1.00 0.279 Plane
T01 45.00 0.05 1.00 0.279 Plane
T02 45.00 0.08 1.00 0.221 Plane
T03 45.00 0.08 1.50 0.331 Plane
T04 45.00 0.10 1.50 0.296 Plane
T05 45.00 0.12 1.50 0.271 Plane
T06 50.00 0.05 1.00 0.279 Plane
T07 50.00 0.08 1.00 0.221 Plane
T11 55.00 0.05 1.00 0.279 Plane

T11B 55.00 0.05 1.00 0.279 Barred
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2.2. Video Measurements

The total methodology of image analysis is summarized as a flow diagram which can
be divided into four parts (Figure 2): video calibration, image rectification, time-stack image,
and time series analysis. The first two steps (video calibration and image rectification) can
be summarized as video measurements.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 4 of 17 
 

 

 

Figure 1. Experimental configuration: The wave flume is equipped with a wavemaker and wave 

absorber. Wave gauges are fixed on the flume. (a) a plane bed. (b) a barred bed. 

2.2. Video Measurements 

The total methodology of image analysis is summarized as a flow diagram which can 

be divided into four parts (Figure 2): video calibration, image rectification, time-stack im-

age, and time series analysis. The first two steps (video calibration and image rectification) 

can be summarized as video measurements. 

 

Figure 2. Image process flow diagram in the experiment. 

Figure 2. Image process flow diagram in the experiment.

Video calibration is a process to eliminate camera distortion and obtain accurate swash
motions. The calibration process is significant because the video monitoring system is
built upon a non-metric camera. Four basic intrinsic camera parameters are determined
in the calibration process: focal length (fc), principal point (cc), skew coefficient (αc), and
distortions (kc). Those intrinsic parameters represent the parameter of the camera and
remain constant during video monitoring. The calibration model used here is based on
Heikkila and Silven [29], Bouguet [30]. After calibration, image error is lower than a pixel.

Image rectification is the process of establishing the relationship between image
coordinates and geodetic coordinates in the world. The rectified images are plan view
images that are free from the deformation and visual angle effect included by the camera.
In the rectified images, one pixel represents a real distance in the geodetic coordinates.

Before image rectification, external parameters of the camera need to be identified
based on several GCPs (geodetic control points) and intrinsic parameters. The geodetic
coordinates of GCPs are the same as the relative coordinates which do not influence the final
results of image rectification. The number of GCPs and the accuracy of GCPs’ coordinates
are significant in the calculation of external parameters. At least six coordinates known as
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GCPs are necessary [31]. Usually, GCP coordinates are defined in the undistorted image.
The undistorted image must be zoomed in when defining the accurate image coordinates
of GCPs. GCPs can be selected on the fixed structure in the laboratory and must be visible
in the image. In this work, GCPs are selected as the fixed points on the wave flume.

In this work, image rectification is done utilizing an MATLAB-based open-source
software [32,33], which has already been successfully applied in several previous works of
natural beach video monitoring [31].

2.3. Time-Stack and Image Improvement

Through video calibration and image rectification, all the monitoring videos are
transformed into rectified images. Runup time series can be captured through the method
of time-stack images and edge identification, using the rectified image [34,35]. A time-stack
image is an image that combines both time and swash edge information, concentrating on
one specific cross-section of the beach profile.

To get a time-stack image, the image strip and image area need to be determined in
the rectified image. The image strip is the chosen cross-section of the beach profile while
the image area is a temporary area of the rectified image to reduce the calculation load and
noise. In the experiments, wave runup is observed to be uniform across the wave flume;
therefore, the image strip is chosen at the center of the beach profile.

To get runup motions, edge identification on time-stack images is needed. The white
spray is defined as the motion of wave runup and the set of maximum water levels evolu-
tion [34,36]. In common methods, low sampling rates are used in monitoring runup and
swash motions. Sand is used as the material of beach profiles and the edges between beach
and water are obvious to match [12,13,37]. When ignoring beach profiles’ change, beach
profiles are made using concrete which introduces more difficulties to edge identification.
Due to the similar colors and light disturbance, the edge between concrete bed and water
is difficult to detect. Here, a developed method is presented. A higher camera sampling
rate (60 Hz) is used to obtain more runup information. Two enhancement approaches are
applied to reduce the influence of light and enhance the visuality of the time-stack image.
The approaches include image sharpening and image equalization.

The effect of enhancement approaches is visualized in Figure 3. In Figure 3a, time-stack
images are ordinary gray images and are difficult to detect the edge of runup motions.
After image equalization (Figure 3b), the swash motions are more obvious to be detected in
the time-stack image. In Figure 3b, edge identification has misidentified the edge of runup
motions without image sharpening, while well-identified under image sharpening.

Time series of wave runup are obtained after edge identification on time-stack images.
Swash can be expressed as [36]:

R = S+ < η > (2)

where R is the wave runup height, S is the swash height, and <η> is the swash set-up.
Figure 4a shows an example of time-stack image with wave runup edge (black solid

line), wave set-up (blue solid line), SWL (carmine dotted line), and maximum runup (red
star marker) using the method described above. Figure 4b is a comparison between the
probability distribution of individual runup height and the Gaussian distribution. Figure 4c
indicates an example of image errors during processing compared with manual detection.
In the present work, image errors are always lower than a pixel (0.02 cm) after calibrating
camera distortion.
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Figure 4. Example of time-stack image: (a) time-stack image with runup edge (black solid line), wave
set-up (blue dotted line), SWL (carmine dotted line), and max runup (red star marker); (b) probability
cumulative distribution of individual wave runup (red points) and Gaussian distribution (black solid
line); (c) automatic wave runup time series compared with a manual process.
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3. Results

Using the imagery methods, the time series of swash motions under different wave
and water conditions were obtained. In this part, swash time series are used to analyze
and study the effect of water depth, wave conditions, and beach profiles on the swash
spectrum.

3.1. Nearshore Wave Spectrum and Swash Spectrum

The spectrum of wave and swash motions is obtained using Welch’s method and
Hamming’s window. In the wave spectrum, the chosen frequency of separating the short-
wave and the long-wave is 0.5/fp [38].

On the plane beach (Figure 5a), the results demonstrate that the wave spectrum has a
peak in the short-wave band before breaking (WG09) while the short-wave energy dissi-
pates and the long-wave energy increases in the nearshore (WG14). Meanwhile, the swash
spectrum and the infragravity band of wave spectrum (WG14) have the same tendency
for energy evolution. Wave energy at WG14 is larger in the short-wave band (>0.5/fp)
than swash energy, indicating that most energy in the short-wave band is dissipated, while
the energy in the long-wave band increases. In the infragravity band, energy has a slight
increase in the 0.05 Hz–0.5/fp frequency band, which represents some energy transformed
from the short-wave band to the long-wave band, while in Figure 5b, a similar phenomenon
can be observed. The difference is that wave spectrum still has energy growth from WG14
to the swash spectrum. This is related to the difference in relative water depth of WG14. In
Figure 5b, the location of WG14 has a longer distance from the shoreline; thus, wave energy
still evolves after WG14.
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Figure 5. (a) Wave spectrum evolution of experiment case T00 under the water depth of 0.42 m. (b)
Wave spectrum evolution of experiment case T01 under the water depth of 0.45 m. The black dash
line is the separation frequency of short-wave and long-wave. WG09 (red dash line) is located before
wave breaking and WG14 (red solid line) is located nearshore.

On the barred beach, the wave spectrum is similar to the plane beach before breaking.
However, the wave spectrum is different after breaking (Figure 6). Energy connections
between wave and swash are more complex. With the same incident wave condition, wave
energy is nearly the same on two profiles before breaking. The short-wave dissipates more
energy and the long-wave band gets more energy on the barred beach. When the frequency
is lower than 0.7 Hz, the swash spectrum has a multimodal peak on the barred beach and
PSD (Power Spectrum Density) energy is slightly larger when the frequency is lower than
0.05 Hz. The main reason for wave and swash energy evolution on different beaches is the
different wave-breaking types that cause the difference in energy transformation.
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WG14 (red solid line) is located nearshore.

3.2. Effects of Water Depth on Swash Spectrum

Swash is divided into two frequency bands: incident band (f > 0.05 Hz) and infra-
gravity band (f < 0.05 Hz) [15,39,40]. The incident swash band includes sea swells while
the infragravity band includes standing waves and edge waves. The incident swash band
roll-off is the slope of the saturated region which varies between −3 and −4 [15] and it
is influenced by the measurement, beach slope, and porosity [41,42]. The incident band
roll-off is shown in Figures 6–10, which has a good agreement with field observations.

With the same wave condition (Figure 7), it is shown that the swash spectrum has
the same peak frequency in the incident band under different water depths. The energy at
peak frequency nearly remains the same. In the shallow water depth (h = 42 cm), results
indicate that swash energy has a decrease in the infragravity band compared with other
experimental water depths. The reasons are discussed in detail in Section 4.1. A slight
increase in the infragravity band is shown with the increase in water depths (Figure 7). On
the barred beach, water depths have a significant impact on the spread of swash frequency
(Figure 8). In the incident swash band, it is shown that peak frequency increases with
the enlargement of water depth. Peak energy remains the same under different depth
conditions. The infragravity band of swash is influenced by water depths while energy
decreases with the depths.

In summary, water depths in the plane beach experiments nearly have no obvious
effect on the incident band of the swash spectrum. While in the barred beach experiments,
water depths influence the peak frequency in the incident band and cause a multi-peak spec-
trum. Infragravity swash energy decreases under higher water depths. All the differences
are based on the difference in wave breaking.
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3.3. Effects of Incident Wave Condition on Swash Spectrum

To analyze wave condition effects on the swash spectrum, incident wave periods and
heights are considered. With the same beach profile and water depth in the experiments
(Figure 9), peak frequency varies under different incident wave periods. With a large
incident wave period, the swash spectrum has a minor peak frequency but large peak
energy in the incident band. The incident wave period does not affect the roll-off of the
incident swash band (f−4).
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Incident wave heights have a great impact on the swash spectrum. When the incident
wave period (Tm) is 1 s, a slight increase of infragravity and incident band energy (blue
solid and blue dashed line) is observed in the swash spectrum, under the increase of
incident wave height. This is resulting from the saturation of the swash zone. More details
are discussed in Section 4.1 using the methods of bispectrum. With a larger wave period
(Tm = 1.5 s), swash spectrum energy is unsaturated obviously. Swash energy increases with
the incident wave height in a frequency lower than 0.5 Hz. The increase in the infragravity
swash band is much larger than the increase in the incident band. Meanwhile, the increased
rate of swash energy becomes lower with the increase of wave height, which suggests that
swash energy becomes saturated.

3.4. Effect of the Beach Profile on Swash Spectrum

Swash spectra on the plane beach and barred beach are compared under the same
experiment condition (Figure 10). On barred beach swash, the roll-off f−4 seems inappro-
priate (red solid line). Combined with Figure 8, the incident swash roll-off is affected by
beach profiles. In the plane beach experiments, roll-off is f−4, while on the barred beach,
roll-off is f−3 which is similar to a dissipative beach.

On the barred beach, the swash spectrum has multi-peaks that are in low peak energy.
Under the same wave condition, more total swash energy can be calculated on the plane
beach in Figure 10. More energy dissipated in the surf zone on the barred beach results
in less energy in the swash spectrum. The maximum peak frequency on the barred beach
is larger than the peak on the plane beach. In the infragravity swash band, energy on the
barred beach is larger than the plane beach and nearly remains the same. More energy
exists in the band larger than 1 Hz on the barred beach.

4. Discussion
4.1. Swash Bispectral Analysis

Bispectral analysis is widely used in the analysis of energy transfer between different
frequencies in swash, nonlinear waves, and infragravity waves [43–45]. Bispectral analysis
provides more evidence on energy response and transformation in the swash zone. Bryan
and Coco [35] suggested that the interesting pattern of swash bispectrum lies in the band
(f /2, f /2). The wavelet-based bispectrum used here is based on van Milligen et al. [46]. The
bispectrum measures the phase coupling between three wavelet components of frequency.
Bicoherence is the normalized bispectrum and is a measure of the amount of phase coupling
between two signals or in a signal (Figure 11). The value of bicoherence ranges from 0 to
1, representing the degree of wave phase coupling and denoting a maximal coupling [46].
The imagery part of the bispectrum is used to determine the direction of swash energy
transformation (Figure 12). Color intensity is the magnitude of energy transfer and also
denotes the energy transformation direction. Positive values of the imagery part indicate
energy transfer from f 1, f 2 to f 3 (f 3 = f 1 + f 2) while negative values represent the opposite.

Bispectral analysis provides more details on the effects of water depth. Bicoherence
results are used to find out whether swash exchanges energy between two energy bands
(Figure 11). With the same wave condition (Figure 11a,b,g,k), a max value b(0.1, 0.03) exists,
indicating an energy connection between infragravity and an incident band under different
water depths in the experiments. With the increase of water depth, the frequency coupling
in the bicoherence becomes lower. The degree of energy exchange in the imagery part is
similar to the results of bicoherence (Figure 12). Incident swash energy mainly transfers
to a higher frequency when the frequency is larger than 0.2 Hz (Figure 12a,b,g,k). Under
the shallow water depth (h = 42 cm), a more obvious coupling band can be found in the
bicoherence. An energy connection within the incident swash band is also observed in
Figure 11a. In an interesting pattern, frequencies of 0.04 Hz and 0.1 Hz have an energy input
from 0.14 Hz, which is mainly found in shallow water depths (Figure 12a). Under larger
water depths, the direction of energy transformation is low frequency to high frequency
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(Figure 12b,g,h). Therefore, the shallow water depth (h = 42 cm) results in the infragravity
band decrease in Figure 7.

Effects of wave conditions can also be enriched using bispectral analysis. With the
same incident water depth and period (Tm = 1 s), when increasing incident wave height,
swash bicoherence seems not to change much in the frequency (f 1) lower than 0.2 Hz
(Figure 11b,c). Although bicoherence is almost the same in low frequency, the imagery
part is different (Figure 12b,c). When increasing wave height, a wider energy coupling
band exists near (0.1, 0.04) and transfers energy to a higher frequency. This may also be
related to swash saturation and can explain swash spectra in Figure 9 (blue line). Under
a high incident wave period (Tm = 1.5 s) and the same water depth in the experiments
(h = 0.45 m), the band (0.03–0.1 Hz, 0.03–0.05 Hz) has a strong energy exchange and mainly
transfers to a higher frequency (Figure 11d–f). Near (0.1 Hz, 0.05 Hz), the direction of
energy transformation is contrary, from f 3 to f 1 and f 2 (Figure 12d–f). Therefore, with a
higher incident wave period, the energy of swash spectrum increases with the incident
wave height (red line in Figure 9) and is less easy to be saturated. Furthermore, when the
incident wave height increases, swash bicoherence shows a more wide frequency coupling
near the frequency of (0.1, 0.03) Hz. This leads to the infragravity swash band energy
growing faster than the incident band in Figure 9.
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Bicoherence and the imagery parts of the bispectrum on the barred beach are shown
in Figure 13. Compared with those on the plane beach (Figures 11a and 12a), the band
range of energy exchange is much larger on the barred beach plane in both bispectra. In
Figure 13a, an energy connection is observed during (0.03–0.2, 0.03) Hz. The connection
band is divided into two parts according to Figure 13b. The first part transfers energy to a
higher frequency, resulting in the peak frequency (almost 0.18 Hz) in Figure 10 while the
other transfers to a lower frequency. More energy transfers from the incident swash band
to the infragravity swash band (Figure 13b), which leads to the energy of the infragravity
swash band being larger on the barred beach in Figure 10.
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4.2. Infragravity Swash Height Proportion

Swash height is defined as the difference between the maximum upwash and the
minimum downwash in a complete swash cycle. Significant swash height is the integration
of different swash bands and is calculated as follows [36,47]:

Sinc = 4
√∫ ∞

0.05
PSD( f )d f (3)

Sig = 4

√∫ 0.05

0.003
PSD( f )d f (4)

where Sinc is the incident significant swash height, Sig is the infragravity significant swash
height, and PSD (f ) is the power spectrum density of the swash spectrum.

The infragravity band has been demonstrated to contribute to the total swash height
under varying beach slopes. A possible relationship between the surf similarity parameter
and significant swash height ratio of the two bands is visualized (Figure 14). Figure 14
shows that in the same wave condition (ξ = 0.279 and 0.221, dissipative), the ratio of infra-
gravity and the incident band swash height increase with the increasing experimental water
depth. The increase of experimental water depth leads to more energy in the infragravity
band, just the same as the results shown in Figure 7. Meanwhile, with the same water depth
in the experiments (same marker in Figure 14), the proportion of swash height Sig/Sinc first
increases and then decreases with increasing surf similarity. The increasing trend of Sig/Sinc
demonstrates that the ratio of incident and infragravity swash energy on the reflective
beach is greatly lower than those on the dissipative beach.
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5. Conclusions

Laboratory experiments of swash oscillations based on video imagery are presented
for a plane beach and a barred beach with varying wave conditions and water depths.
Based on the limitations of sampling rates and edge identification in common methods, an
improved imagery method is presented. The sampling frequency of runup monitoring is
increased to obtain more swash information and edge enhancement approaches (image
sharpening and image equalization) are applied to obtain accurate swash motions. Through
all the improvements, the runup and swash motions are obtained and transferred into time
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series which have an error within a pixel (0.02 cm). The automatic data is in good agreement
with the manual data and have the same roll-off in the swash spectrum compared with
field observations. Spectra signatures of swash are analyzed under the effect of water
depth, wave condition, and beach profile. The bispectrum and infragravity swash height
proportions are discussed to obtain more details to confirm the results of the spectra.

Results show that the long-wave band of the wave spectrum is similar to the swash
spectra, inferring an energy connection between wave and swash. Wave breaking types
contribute to the swash spectrum. Restricted to experimental conditions, it needs to be
explored in future works, as well as the influence of reflection.

In the plane beach experiments, water depth does not affect the swash spectrum in
the incident swash band, but the proportion of infragravity swash height increases with
water depth. On the barred beach experiment, water depth influences the swash frequency
spread and the total swash energy remains the same. Peak frequency increases with the
experimental water depth and the peak energy remains the same.

A large incident wave period has a lower peak frequency but a larger peak energy in
the swash spectrum. The swash spectrum is easy to be saturated under a low incident wave
period (Tm = 1 s). Bispectral analysis confirms this. Swash bicoherence seems to remain
the same when the frequency is lower than 0.2 Hz under a low period which is related
to swash saturation. Wave height influences peak energy, total swash, and wider energy
coupling between two swash bands in bicoherence.

On the barred beach, swash energy is lower in the incident swash band and larger in
the infragravity band compared with the plane beach. The bispectrum results indicate that
more energy is transferred from the incident swash band to the infragravity swash band.
A multimodal peak frequency is demonstrated in swash spectra on the barred beach and
wider energy exchange.
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