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Abstract: Search and rescue (SAR) refers to every operation aiming to find someone presumed lost,
sick, or injured in remote or hard-to-access areas. This study presents the design of an operational
system that supports maritime SAR emergencies by combining information from global hydrody-
namic models (GHM) and a local hydrodynamic model (LHM) implemented in FVCOM. The output
of these hydrodynamic models is used as input in a multiple particle drift estimator (MPDE) to
estimate the trajectories of the floating elements derived from accidents in the ocean. The MPDE
also includes trajectory estimates using the empirical LEEWAY formulation. The modeling system is
validated with data collected during a SAR emergency that occurred on 2 September 2011, where
a C-212 aircraft from the Chilean Air Force destined to the Juan Fernández Archipelago crashed in
the ocean between the islands of Santa Clara and Robinson Crusoe. Trajectories were assessed in
terms of the commonly used NCLS (normalized cumulative Lagrangian separation) performance
indicator and a modified version, NCLSmod, which considers both the movement and orientation of
the trajectories. The LHM was executed in three scenarios: forced only with tide, forced with tide
and wind combined, and forced only with wind. The performance of the different models varied in
response to the ocean–atmosphere conditions and their local variations at the time of the accident.
In times of calm wind, models with tidal influence performed better, while wind-forced models
performed better when winds were greater than 7 km h−1. The use of FVCOM (LHM) solved the
coastal circulation and accounted for bathymetric effects in the Juan Fernández Archipelago area.
This resulted in an improved variability and distribution of the modeled trajectories compared to the
observed drifter trajectories. This work is the first study related to cases of maritime SAR emergencies
in Chile, and provides a fast tool to estimate search areas based on an ensemble of particle drift and
trajectory forecasts using multiple publicly available data sources.

Keywords: search and rescue; global ocean models; FVCOM; LEEWAY; particle tracking model;
NCLS

1. Introduction

Search and rescue (SAR) refers to every operation aiming to find someone presumed
lost, sick, or injured in remote or hard-access areas [1]. These operations include a wide
range of events, which can be classified according to the zone of origin. The COSPAS-
SARSAT [2] system classifies SAR emergencies as land, aviation, and maritime; the latter
represented 40% of the total number of cases assessed by the COSPAS-SARSAT system in
2020. Regarding maritime accidents, the International Maritime Organization (IMO) has
developed strategic plans for the prevention, survival, search, and rescue (International
Aeronautical and Maritime Search and Rescue Manual, IAMSAR, 2019). IAMSAR [3]
suggests that research and development associated with computerized tools, which make
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the search process more effective, needs to be promoted, and that numerical modeling
output can be used as a valid source of information in the absence of field data.

At an international level, there are several studies on the use of hydrodynamic models
in SAR emergency cases. Chen et al. [4] used FVCOM (Finite-Volume Community Ocean
Model, e.g., Chen et al. [5]) combined with the WRF atmospheric model (Weather Research
and Forecasting Model, e.g., Skamarock et al. [6]) to estimate the location of the Air France
447 accident that occurred in June 2009 in the Equatorial Atlantic Ocean with good re-
sults in terms of search area reduction. Cho et al. [7] developed and validated a maritime
search and rescue operating system for the Yellow Sea and China’s east and south seas,
combining the MOHID hydrodynamic model (e.g., [8]) and the WRF atmospheric model.
Révelard et al. [9] recently proposed a methodology to measure the performance of La-
grangian particle drift simulations and their application in a real time data classification
service as a built-in decision support system for SAR emergencies in the Iberian Penin-
sula (IBISAR, http://www.ibisar.es/es/, accessed on 15 September 2020). Other methods,
such as the finite-scale Lyapunov exponent (FSLE) (e.g., [10–13]) have been used to define
so-called Lagrangian coherent structures (LCSs) (e.g., [14]) and to map transport barriers
and mixing regimes. LCSs have recently been used to optimize the search process by ob-
taining relevant information from the interpretation of OECSs (objective Eulerian coherent
structures), and the estimation of regions with accumulation of floating objects [15].

A general characteristic of numerical tools designed to assist maritime SAR emer-
gencies is their methodological diversification, which is associated with the region where
the emergency occurs, data availability and the resources involved in the SAR response.
The more developed systems use continuous monitoring systems via HF radars (e.g., IOOS,
the Integrated Ocean Observing System of the United States, Muller-Karger et al. [16]),
systems combining previously validated atmospheric and oceanic models which generate
forecasts continuously (e.g., [17,18]), and signal satellite search systems (COPAS-SARSAT).
The methods used to estimate trajectories show similar variability, varying between empiri-
cal methods, such as LEEWAY [19], which projects empirical relations between wind data
at 10 m and the drift of known floating elements, deterministic methods (e.g., [20]), aiming
to solve the physics of problem given certain initial conditions, and indirect methods such
as TRAP estimation Serra et al. [15].

Given the diversification of systems and methods used in SAR support applications,
their accuracy is highly dependent on data sources, calculation methods, and local envi-
ronmental and forcing conditions. These support systems can show different levels of
performance based on the performance measure (or index) used in their evaluation. All
these variables affecting the accuracy and reliability of SAR support systems are difficult
to evaluate under the same methodological standard. In an effort to combine sources
and methods and assess them equally, the present work proposes a multiple particle drift
estimator (MPDE) that considers the HYbrid Coordinate Ocean Model (HYCOM Chas-
signet et al. [21]) and the European Union’s MULTIOBS015004 [22] as global hydrodynamic
models, ERA5 [23] as the global atmospheric model (GAM) and FVCOM [4] as a local
hydrodynamic model (MHL). The MPDE uses these data sources and considers a direct
calculation of trajectories (velocity taken directly from the model source), deterministic
(velocity obtained from a drag force balance, e.g., Di Maio et al. [20]) and through the
LEEWAY empirical model [19]. Modeled trajectories were contrasted with field data from
surface drifters and accident findings obtained during a SAR emergency that occurred in
the Juan Fernández Archipelago, Chile, on 2 September 2011. In this accident, a C-212
aircraft from the Chilean Air Force (FACh) crashed in the sea between the island of Santa
Clara and Robinson Crusoe. This work is the first study related to cases of maritime SAR
emergencies in Chile and aims to develop a practical modeling approach that provides
fast and optimized estimates of search areas based on an ensemble of particle drift and
trajectory forecasts that uses multiple data sources. The paper is organized as follows:
Section 2.1 details the area of study, the SAR emergency and the measurements used as case
study; Section 2 presents the methodology, including details of the hydrodynamic models,

http://www.ibisar.es/es/


J. Mar. Sci. Eng. 2022, 10, 1649 3 of 23

trajectory calculation methods and the performance analysis measures; Section 3 presents
the results, with a focus on the performance analysis between the observed and modeled
trajectories; finally, Section 4 discusses the main results and presents the conclusions.

2. Materials and Methods
2.1. Study Area and SAR Emergency

The study area was the coastal ocean off the Robinson Crusoe and Santa Clara islands,
which are part of the Juan Fernández Archipelago and are located approximately 670 km
from the coast of Valparaíso, in central Chile (Figure 1). These islands are of volcanic
origin, mountainous (maximum elevation of 915 m, Yunque hill), and steep [24]. According
to available data in the area, the strength of tidal currents frequently interrupts fishing
activities [24]. Current measurements conducted in the area between the Santa Clara and
Robinson Crusoe Islands indicate that under calm wind conditions (wind speed < 7 km/h)
the surface currents are directed towards the southeast during flood tide and towards the
northwest during ebb tides [24]. In the presence of greater magnitude (>7 km/h) and
persistent winds from the northwest, the surface currents show a predominantly southeast
direction [24].

Figure 1. Study area and drifter deployments. (a) Juan Fernández Archipelago. Colored areas indicate
locations where accident remains were found. (b) Geographic location of drifter deployments on
10 September (magenta triangles) and 14 September (green triangles) 2011.
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The light transport aircraft Casa-212 Aviocar of the Chilean Air Force (FACh) took
off at 14:00 HL (17:00 UTC) from Arturo Merino Benítez Airport in Santiago, Chile,
on 2 September 2011, destined to Robinson Crusoe’s airdrome (Figure 1a). The plane trans-
ported 21 people between passengers and crew. Near the island and after several failed
landing attempts, contact with the aircraft was lost at 17:48 HL (20:48 UTC). Gracia [25]
reported that adverse conditions resulting from high wind shear and the complex orog-
raphy of the area caused atmospheric instabilities with strong turbulence and vertical
flows, which resulted in a limited ability to control the aircraft at an altitude of ∼200 m.
During the SAR emergency, the Hydrography and Ocean Service from the Chilean Navy
(SHOA) conducted measurements using surface and subsurface drifters (1.5, 10, and 20 m
deep) on 10 and 14 September 2011 (Figure 1b). Both the Chilean Navy and the National
Air Force (FACh) oversaw the collection of remains at the time of the accident, which in
general corresponded to heterogeneous remains characteristic of a high-impact accident
and were mainly found in the southern area of the bay of Robinson Crusoe (Figure 1a).

2.2. Model Components and Data Sources

The selection of global hydrodynamic model (GHM) and global atmospheric model
(GAM) was based on data availability at the time of the accident. Selection of the local
hydrodynamic model (LHM) was based on open-source code and their capacity to adapt to
coastal areas using unstructured grids. The flowchart of the proposed modeling scheme is
detailed in Figure 2, and the components are described in the following subsections.

Figure 2. Process flow of the modeling scheme, including the data sources, hydrodynamic models,
trajectory estimation methods, and operational products.

2.2.1. Global Hydrodynamic and Atmospheric Models (GHM and GAM)

We used reanalysis data of the GOFS 3.1 model (identified as HYCOM) from the
Center for Ocean-Atmospheric Prediction Studies (COAPS) in the United States (https:
//www.hycom.org/dataserver/gofs-3pt1/analysis, accessed on 15 September 2020). This
model couples the global HYCOM Model (HYbrid Coordinate Ocean Model, e.g., Chassignet
et al. [21]) and the CICE model (Los Álamos Sea Ice Model, e.g., Hunke and Lipscomb [26]).
The spatial and temporal resolutions of the HYCOM model are 0.08◦ (1/12◦) and 3 h, respec-
tively. Additionally, we used reanalysis data from the MULTIOBS015004 model (hereafter
MULTIOBS, e.g., Rio et al. [22]) generated by the CLS Production Center (MULTIOBS-CLS-
TOULOUSE-FR) and downloaded from the Earth Observation Programme COPERNICUS from
the European Union (https://resources.marine.copernicus.eu/product-detail/MULTIOBS_
GLO_PHY_REP_015_004/INFORMATION, accessed on 16 September 2020). The spatial
and temporal resolutions of the MULTIOBS model are 0.25◦ and 3 h, respectively. The at-
mospheric component was taken from the global atmospheric model (GAM) ERA5 [23]
(https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels, ac-
cessed on 16 September 2020), and corresponded to wind data at an elevation of 10 m. This
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model was used for forcing the local hydrodynamic model (LHM), to compute trajectories
through the LEEWAY empirical formula and as the atmospheric component for solving the
deterministic drag force balance (see Section 2.2.3). This product is generated by the Integrated
Forecast System (IFS) of the European Centre for Medium-Range Weather Forecasts (ECMWF).
The spatial and temporal resolutions of ERA5 data are 0.25◦) and 3 h, respectively.

2.2.2. Local Hydrodynamic Model (LHM)

The LHM was implemented in FVCOM (Finite-Volume Community Ocean Model).
The model was originally developed by Chen et al. [5] and solves the primitive governing
Equations (3D) in integral form using Cartesian or spherical coordinates through flux
calculations between triangular control volume elements. The FVCOM model has been
used in multiple studies of coastal circulation, demonstrating its capacity to solve dynamics
associated with wind, tide, and waves (e.g., [27–30]). For details about the model, governing
equations, and parameterizations, refer to Chen et al. [5].

FVCOM was set up to obtain data from up to 10 days before the moment of the
accident, which is the period used for model stabilization. The temporal resolution of the
internal calculations is 1 s, while the output was saved every 30 min. Model bathymetry
was obtained from single-beam and multi-beam measurements conducted by SHOA in
coastal areas, and from GEBCO 2019 data [31] in deep ocean areas. In areas of scarce
bathymetric data, depth was extracted from the nearest bathymetric data. The bathymetry
was smoothed through linear interpolation of triangular elements. Using the algorithms
described by Engwirda [32], we generated an unstructured grid of 6336 nodes and 12,073
vertexes with a maximum spacing of ∼2.6 km offshore and a minimum of ∼46 m at the
coast (Figure 3). Once the grid was created, we selected the nodes for the integration of
boundary conditions and specified sponge nodes (Figure 3), which are necessary to prevent
energy accumulation and inward energy propagation from the boundaries [33].

Temperature and salinity boundary conditions were taken from historical profiles
collected in the area [34]. We considered the temperature and salinity fields varying
between 15 ◦C and 2 ◦C and between 33.8 psu and 34.6 psu from the surface to the
bottom, respectively. These profiles were kept constant during the modeling to isolate the
effect of forcings with higher variability in short timescales (hours to days) such as tides
and wind. Currents were incorporated into the model in terms of an average discharge
(m3s−1) calculated from the east and west flow components (u and v, respectively) of the
MULTIOBS model, considering the volume of the triangular element at each vertical layer.
The depth-averaged flow was incorporated at the boundary nodes (Figure 3).

The LHM scenarios were specified based on atmospheric and oceanic area records,
which describe a complex interaction between wind effects and tidal currents in the channel
between island of Santa Clara and Robinson Crusoe [24]. Thus, the implementation of
FVCOM was separated into the following scenarios: only tide (T), only wind (W), and tide
and wind (T + W). For the tidal forcing, we used the amplitude and phase obtained
from the TPXO global model [35] and prescribed the M2, S2, N2, K2, and K1 harmonic
constituents, which correspond to the mixed tide regime that is typical of the Chilean coast
[36]. The tidal forcing was prescribed at the boundary nodes (Figure 3). The wind forcing
was incorporated from the ERA5 model data in every surface node in the grid. Figure 4
shows the comparison between the TPXO data and tidal data from Cumberland Bay (see
Figure 1a for the location of this station), as well as a comparison between ERA5 wind data
and wind records from the General Directorate of Civil Aviation (DGAC) weather station
from Bahia Cumberland during the time of the accident. Good agreement is observed
between the tidal level in the TPXO model and the tide measured in Cumberland Bay, with a
correlation of R = 0.94 (p-value < 0.05). Similarly, we observed good agreement between
the measured wind and the wind data extracted from ERA5; however, the meridional
component (V) showed a much better correlation (R = 0.96) than the zonal component (U,
R = 0.37).
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Figure 3. Unstructured triangular grid used for FVCOM modeling. (a) Model domain. Boundary
and sponge nodes are indicated as dark and light-gray circles, respectively. (b) Zoom-in to the Juan
Fernández Archipelago region. RCI: Robinson Crusoe Island.

We selected a semi-implicit numerical scheme to solve for the non-hydrostatic pres-
sure [37]. The turbulence closure model was the q–ql Mellor–Yamada level 2.5 [38], where
q is the turbulence kinetic energy and l is the turbulence macroscale. The horizontal
and vertical mixing coefficients were 0.4 and 1.0 × 10−6 m2s−1, respectively, (e.g., [33]).
The bottom drag coefficient Cdb was calculated using the logarithmic law of the wall [39]
(Equation (1)) and imposing a no-slip condition at the bottom boundary. Cdb was computed
using a bottom roughness length scale of z0 = 0.001 and defining a minimum value of
Cdb = 0.0025:

Cdb = max[k2/ln(zab/z0)
2, 0.0025] (1)

where k = 0.4 corresponds to the Von Kárman constant, and zab corresponds to height
above the bottom.
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Figure 4. Open boundary forcings incorporated into FVCOM. (a,b) TPXO tidal model and measured
tidal elevation at Cumberland Bay (SHOA), (c,d) Interpolated U wind component from ERA5 and
measured U wind speed at Cumberland Bay station (DGAC). (e,f) Interpolated V wind component
from ERA5 and measured V wind speed at Cumberland Bay station (DGAC).

2.2.3. Multiple Particle Drift Estimator (MPDE)

We implemented a multiple particle drift estimator (EMDP) to determine the trajec-
tories of floating elements during the SAR emergency which uses several information
sources and various methodologies to estimate drift velocities of particles and their tra-
jectories at the surface. The reason for implementing an EMDP is that during a maritime
SAR emergency, a scenario with multiple solutions combined with the existence of in situ
data facilitate the estimation, almost in real time, of particle trajectories and evaluate their
performance. Consequently, the MPDE can guide and assist authorities overseeing the
emergency. The EMDP is based on the resolution of the ordinary differential Equation
(e.g., [40]):

d~x
dt

= ~vob(~x(t), t) (2)

where ~x(t) corresponds to the initial position of the object (or particle), and ~vob corresponds
to the velocity vector. ~vob was determined by two methods: (i) a direct method (hereafter,
Dir.), where the velocity was set to be equal to the surface velocity fields obtained from the
GHM and LHM, and (ii) a deterministic method (hereafter, Det.) based on the methodology
developed by Di Maio et al. [20], where ~vob was estimated from a stationary drag force
balance of a partially submerged symmetric object, neglecting the effect of lift [20]:

~FW + ~FE + ~FDl + ~FDa = 0 (3)

where FW is the weight of the object, FB is the buoyancy force, FDl is the drag force exerted
by the fluid on the object, and FDa is the drag force exerted by air on the object. In the
vertical axis, we assumed that FW + FB = 0, that is, that the object had neutral buoyancy.
The problem is further simplified by assuming that the emerged and submerged proportion
of the object was known and invariant (RE and RS, respectively). In the horizontal axis,
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the forces FDl and FDa are responsible for the surface transport of the object. The drag force
FD experienced by a sphere of radius R and velocity V is taken from Stokes’ law for viscous
fluids with dynamic viscosity µ, FD = 6πµRV (e.g., [41]). Introducing FD into Equation (3)
(in the horizontal plane) and considering the velocity ~vob as the velocity relative to the
object, we get

µl RS(~vc −~vob) + µaRE(~va −~vob) = 0 (4)

where ~vc and ~va are the velocity of surface currents and wind, respectively. In Equation (4),
µl corresponds to the dynamic viscosity of water and µa corresponds to the dynamic
viscosity of air. Considering the dimensionless explicit formulation of the drag coefficient
CD for a body submerged in terms of the Reynolds number (Re) and neglecting the effects
of compressibility (e.g., [41]), Equation (4) can be rewritten as follows:

1
2

CDwρw AS(~vc −~vob)
2 +

1
2

CDaρa AE(~va −~vob)
2 = 0 (5)

where CDw is the drag coefficient under water, ρw is the density of seawater, AS is the
submerged area of the object, CDa is the drag coefficient for the emerged part of the object,
ρa is the density of air, and AE is the emerged area of the object. Equation (5) was solved
numerically for the variable ~vob.

In parallel, we implemented the LEEWAY method based on the work of Hufford
and Broida [19] and developed extensively in the LEEWAY divergence reports of the U.S.
Coast Guard Research and Development Center (e.g., [42]). This method considers wind
data 10 m above the surface, which we extracted from the GAM ERA5. We estimated the
downwind component (downwind, DWL) and its crosswind component (crosswind, CWL)
from wind data at 10 m according to (e.g., [42]):

DWL(cm s−1) = mDWL(%) ∗ W10(m s−1) + bd(cm s−1) (6)

CWL(cm s−1) = mCWL(%) ∗ W10(m s−1) + bd(cm s−1) (7)

where mDWL and mCWL are the regression slopes for the DWL and CWL coefficients, respec-
tively, and bd is the intercept of the regression [42]. We considered the optimal regression
values determined empirically and tabulated by Allen [42] for different categories of drift
elements. The CWL component acts in positive and negative directions and operates under
a random function with a standard error, which is also tabulated in Allen [42], resolving
for the horizontal divergence. However, in this work, the divergence parameter was incor-
porated equally to all models, scenarios, and methods studied; therefore, the trajectories
obtained through LEEWAY considered only the DWL parameter (Equation (6)).

The velocity of the object ~vob was obtained using a fourth-order and four-stage Runge–
Kutta explicit scheme [40,43], which is the same method used by FVCOM to solve trajec-
tories internally [33]. Here, the algorithm was solved externally and in 2D, transforming
the latitude and longitude coordinates to UTM north and east coordinates, respectively,
and assuming a constant and continuous (but variable in space) surface velocity vector for
each time interval. We note that the time step ∆t used in trajectory calculations corresponds
to the temporal resolution of each of the models used. To secure numerical stability and
compensate for the low temporal resolution of GHM compared to the duration of the in situ
measurements, the time step was increased by six times in the GHM (linear interpolation)
to have the same temporal resolution of the LHM outputs.

Finally, to capture the natural dispersion of the meso- and submesoscale currents, we
imposed a normally distributed directional divergence perturbation at each time step [44].
This directional divergence was less than 20° in all cases and corresponds to maximum
values typical of LEEWAY divergence angles, as estimated by Allen and Plourde [44]
for several categories of floating elements. Moreover, these values are associated with
the coastal directional dispersion values reported by Ohlmann et al. [45] with respect to
submesoscale processes using Lagrangian drifters and tracers, where average rotation
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values of ∼18◦ were measured in 2.5 h trajectory. This normally distributed directional
divergence step was used in all estimated trajectories, regardless of the method used for
their computation.

2.2.4. Performance Analysis

We conducted a quantitative performance analysis of modeled trajectories by compar-
ison to in situ drift trajectory measurements performed by SHOA on 10 and 14 September,
during the SAR emergency. In this measurement campaign, surface drifters (Figure 5) were
released at different locations between Santa Clara Island and Robinson Crusoe Island
(Figure 1b).

Figure 5. Diagram of drifters released by SHOA (10 and 14 September 2011).

Considering the dimensions of the drifters used at the time of the accident (Figure 5),
we estimated that AE = 0.08 m2 and AS = 0.25 m2, and we used those values in the
deterministic analysis of particle drift trajectories (drag force balance). We used the drag
coefficients proposed by [46] for objects interacting with turbulent flows (Re ∼ 104 − 106).
Because of the shape of the drifter, the drag coefficient was CDa = 0.47 for the emerged
portion, which corresponds to a sphere [46], whereas a CDw = 1.05 was used for the
submerged part, corresponding to a square shape [46]. We note that the Reynolds number
Re used in Di Maio et al. [20] varied between 1.65 × 105 and 1.68 × 105. Finally, for the
LEEWAY analysis, we used the values tabulated in Allen [42] for a person floating in the
surface (PIW, person in water) in a sitting position (given the similarity with the geometry
of the buoy), for which mDWL = 1.06% and bd = 8.3 cm s−1.

The quantitative performance of the modeled trajectories was assessed using a modi-
fied version of the NCLS (normalized cumulative Lagrangian separation) index, which in
its original version is [9,47]:

NCLS =
∑N

i=1 Di

∑N
i=1 Lobs,i

(8)

where N is the number of observations, Di is the difference between modeled and observed
distances, and Lobs,i is the path of the observed drifter. The modified NCLS version
(NCLSmod) includes an angular proportion αi

αre f
to quantify the performance with respect to

the orientation of the trajectories (Figure 6), and is given by
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NCLSmod =
∑N

i=1

(
αi

αre f
+ Di

)
∑N

i=1 Lobs,i
(9)

where αi is the angle formed between Lobs,i,Lmod,i, and the origin and αre f is an angular
calibration parameter that adjusts for the orders of magnitude between distances and
angles. In the present work, the angular proportion αi

αre f
was adjusted with αre f = 1◦,

considering the spatial scale of the study. This performance index, termed NCLSmod,
is not only conditioned by the path of trajectories but also by their orientation, which is
particularly relevant in trajectories where there is a change in orientation. The mathematical
evaluation and comparison of the NCLS and NCLSmod indices is shown in Appendix A for
idealized test trajectories.

Figure 6. Diagram of NCLSmod calculation. Lobs: path of the observed drifted; Lmod: path of the
modeled drifted; D: distance between modeled and observed drift; and α: the angle formed between
Lobs, Lmod and the origin.

Modeled trajectories were also evaluated qualitatively by verifying arrivals into re-
gions where accident remains were found during the SAR emergency (Figure 1, colored
areas). A total of 260 particles were released in a 300 m radius around the point of the
accident every 30 min and over 6 h from the time of the accident, and their movement was
assessed throughout the next 6 days. Similarly to the quantitative assessment, we used
a normally distributed directional divergence perturbation not greater than 20◦ at each
time step (e.g., [44,45]). For the estimation of trajectories using the deterministic model,
we assumed a cylinder with AE = AS = 0.5 m2 and CDa = CDw = 0.82 [46]. In trajectory
calculations using the LEEWAY method, we again assumed the regression parameters of
Allen [42] for a PIW in a sitting position. The success of the trajectories was evaluated
based on the arrival of particles to the polygons highlighted in Figure 1a.

3. Results
3.1. Model Validation and Trajectory Calibrations

Considering the time frame of the FVCOM hydrodynamic modeling and its short du-
ration, model validation could only be done in terms of comparing modeled water surface
elevation with in situ tidal data from the SHOA sea level station located in Cumberland
Bay. Figure 7 shows the measured tidal elevation and model results from the FVCOM Tide
+ Wind case, which demonstrate good agreement between the modeled and measured data.
We note that the surface elevation results are very similar for the FVCOM Tide scenario
(not shown); however, the surface current fields generated by these scenarios are different,
which is reflected in marked differences in modeled trajectories. We observe that model
performance is better during spring tides than during neap tides; in the latter, the models
underestimated the daytime tide level variation and resulted in an overestimation of the
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lowest high tide of the day (Figure 7a,b). This overestimation may stem from the use of
TPXO tidal forcing in the LHM (Figure 4).

Figure 7. Comparison between sea level time series of at Cumberland Bay (SHOA) and model output
of FVCOM Tide + Wind. (a) Compared time series and (b) correlation analysis.

Prior to the quantitative performance analysis using NCLS and NCLSmod, we cali-
brated modeled trajectories obtained from FVCOM considering that high-resolution models
commonly create more energetic dynamics than those observed (e.g., [9]). For this, we
analyzed the modeled trajectories and normalized them by a factor obtained by comparison
to observed trajectories (Figure 8). Figure 8 shows that the FVCOM scenarios forced with
Tide and Tide + Wind overestimate trajectories by approximately 60% (on average) when
compared to measured trajectories, while the FVCOM Wind scenario underestimates tra-
jectories (on average) by 70%. Calibration was executed by scaling the resulting velocities
from the LHM by the trajectory underestimation and overestimation percentages. These
calibrated velocities are re-entered into the EMDP for trajectory computations. LHMs fre-
quently contain small-scale effects that are not present in reality or that occur displaced in
space or time (e.g., [9,48–50]). Consequently, the start of modeled trajectories was specified
considering a spatio-temporal lag of ± 1 h in a 100 m radius centered on the point of origin
of the drifter deployments.

Figure 8. Drifter travel distance modeled by FVCOM (green and blue lines). The solid black line
indicated the reference distance. Dashed lines indicate mean traveled distance for the cases indicated
in the legend.

3.2. Quantitative Performance Analysis

Figure 9 shows the observed and modeled tidal elevation (FVCOM), along with the
measurement period for each drifter release. Figures 10 and 11 show the trajectories with
best NCLSmod for 10 and 14 September, respectively. For 10 September, we observe a change
in direction of the measured trajectories that was associated with the change in tidal phase
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at approximately 20:00 UTC (Figure 10). We observe that only the models FVCOM Tide
and FVCOM Tide + Wind achieve the reproduction of the tidal phase change (between ebb
and flood) occurring that day. FVCOM Wind registered a direction variation going from
north to the northeast, while the GHMs showed a change in direction from the southwest to
the south. For 14 September (Figure 12), observed trajectories showed movement towards
the SE, which is equivalent to flood tide conditions although most of the measurements
were conducted during ebb tide (Figure 9b). This suggests that during that day there
were winds of greater intensity blowing to the SE, which caused a generalized transport
towards the east. The scenarios FVCOM Tide and Tide + Wind showed good agreement
with the tidal phase, exhibiting trajectories corresponding to a southeast flow for drifters
released during flood tide (1 to 5). FVCOM Wind showed better results, but trajectories
deviated towards the north. The GHMs were almost invariant, with a preference for the
south–southeast direction, resulting in a good performance for most of the compared drifts
(Figure 11).

Figures 12 and 13 show the temporal evolution of NCLSmod values for the trajectories
with the best performance for 10 and 14 September, respectively. The daily median NCLSmod
value for each model is shown in Tables A1 and A2. For comparison, Tables A1 and A2
also show the value of the standard NCLS index. For 10 September (Figure 12), we observe
that NCLSmod values lower than two align with the trajectories with the best performance
shown in Figure 11. The LHMs outperformed the GHMs in the nine cases, five of which
are represented by FVCOM Tide Det. (NCLSmod of 1.93, 0.99, 1.43, 0.64, and 3.97 for the
1D10, 3D10, 5D10, 6D10, and 8D10 drifters, respectively), two are represented by FVCOM
Tide + Wind Det. (NCLSmod of 4.35 and 2.07 for the 7D10 and 9D10 drifters, respectively),
one is represented by FVCOM Wind (NCLSmod of 0.67 for 2D10), and one is represented by
FVCOM Wind Det. (NCLSmod of 4.42 for 4D10). The daily mean NCLSmod values showed
the best performance for the trajectories generated by FVCOM Tide Det. (2.71), with a final
angular deviation of 32.5◦, a mean angular deviation of 23.1◦, and a standard deviation of
±8.9◦. This scenario also registered the lowest difference between modeled and observed
trajectories (562.4 m). The global analysis of the total number of trajectories generated using
the spatio-temporal lag also showed the best performance associated with the FVCOM Tide
Det. case, with a mean NCLSmod value of 5.22, a final angular deviation of 71.6◦, a mean
angular deviation of 68.9◦, and a standard deviation of ±34.6◦, and path difference of
639.6 m.

Figure 9. Drifter measurement periods during 10 September 2011 (a) and 14 September 2011 (b).



J. Mar. Sci. Eng. 2022, 10, 1649 13 of 23

Figure 10. Geographic comparison between measured and modeled drifters with best NCLSmod for
10 September 2011. (a–i) Drifter deployments 1–9, respectively, as indicated in Figure 9a. Panel titles
indicate drifter deployment number (X-D10, where X is drifter number). FVC = FVCOM; T = Tide;
W = Wind; Det. = deterministic (drag force) method.

Figure 11. Geographic comparison between measured and modeled drifters with best NCLSmod for 14
September 2011. (a–m) Drifter deployments 1–13, respectively, as indicated in Figure 9b. Panel titles
indicate drifter deployment number (X-D14, where X is drifter number). FVC = FVCOM; T = Tide;
W = Wind; Det. = deterministic (drag force) method.
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Figure 12. Time evolution of NCLSmod values during 10 September 2011. (a–i) Drifter deployments
1–9, respectively, as indicated in Figure 9a. Panel titles indicate drifter deployment number (X-
D10, where X is drifter number). FVC = FVCOM; T = Tide; W = Wind; Det. = deterministic (drag
force) method.

For 14 September (Figure 13), we observe that NCLSmod values lower than three align
with the best performance trajectories shown in Figure 11. However, in this case, a lower
number of performances exceeded such limit, In most cases, NCLSmod values lower than
two were observed. LHMs outperformed GHMs in 9 out of 13 cases, 3 of them represented
by FVCOM Tide + Wind Det. (NCLSmod of 1.05, 0.82 and 0.48 for 9D14, 10D14, and 11D14
drifters, respectively) and 3 represented by FVCOM Wind Det. (NCLSmod of 5.01, 3.13 and
1.14, for 1D14, 4D14, and 5D14 drifters, respectively), while FVCOM Tide, FVCOM Tide Det.
and FVCOM Tide + Wind models registered the best performance for the 12D14, 3D14, 8D14
drifter releases, respectively, (NCLSmod of 0.88, 0.88, 1.58, respectively). The MULTIOBS Det.
model represented the best performance in 4 cases, with NCLSmod of 3.77, 1.49, 2.77 and
0.23, corresponding to the 2D14, 6D14, 7D14 and 13D14 drifter deployments, respectively.
The daily mean NCLSmod values showed the best performance for the trajectories generated
through MULTIOBS Det. (2.40), with a final angular deviation of 14.6◦, a mean deviation of
11.6◦, and standard deviation of ±4.4◦, with a difference between modeled and observed
trajectory of 998.1 m. The global analysis of the total number of trajectories generated
using the spatio-temporal lag also showed that the best performance was associated with
MULTIOBS Det. with NCLSmod of 3.61, a final angular deviation of 40.2◦, a mean of 42.7◦,
standard deviation of ±27.3◦, and a path difference of 1043.9 m.

The general assessment between the NCLS and NCLSmod performance indices showed
differences for only two drifters on 10 and 14 September. When using the mean of all the tra-
jectories modeled with spatio-temporal lag, the difference between performance indices was
negligible. A case that clearly reflects the difference between performance indices occurred
for drifter eight on 10 September (8D10) (Figure 14), where the NCLSmod index showed
higher performance for FVCOM Tide Det. (NCLSmod = 1.58, NCLS = 3.54) while NCLS
registered the highest performance for MULTIOBS Det. (NCLSmod = 1.66, NCLS = 2.32).
This drifter release was performed close to low tide on 10 September (Figure 9), such
that the in situ drifter measurements recorded the phase change in the tides by gradually
modifying its direction from southwest to east. This change was reproduced better by
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the LHM, with a final angular deviation of 1.7◦ but a greater final distance in comparison
to the GHM; the latter crosses the observed trajectory maintaining its direction towards
the southwest resulting in a reduction of the accumulated distance. Consequently, this
difference is represented by the inclusion of the angular proportion αi/αre f in NCLSmod,
which can be an advantage if its time progression is considered in the analyses.

Figure 13. Time evolution of NCLSmod values during 14 September 2011. (a–m) Drifter deployments
1–13, respectively, as indicated in Figure 9b. Panel titles indicate drifter deployment number (X-
D14, where X is drifter number). FVC = FVCOM; T = Tide; W = Wind; Det. = deterministic (drag
force) method.

Figure 14. Zoomed-in trajectory of drifter 8 on 10 September 2011. FVC = FVCOM; T = Tide;
W = Wind; Det. = deterministic (drag force) method.
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3.3. Qualitative Performance

The qualitative performance (Figure 15) was conducted by evaluating whether mod-
eled trajectories arrived in the areas where findings were detected during the SAR emer-
gency (Figure 1a). The results from the GHMs show a tendency towards the polygons
located in the center and west of the Robinson Crusoe Island. In contrast, the arrivals
moved towards the polygons located to the east of the island for the case of deterministic
modeling approach (Figure 15). The LEEWAY method showed drift trajectories towards
the polygons in center and east of the island (Figure 15), with little success in arriving at the
highlighted polygons. The scenarios obtained by LHM exhibited a more varied distribution
of arrivals and showed an orientation towards the center and east of the island, but they
covered a greater number of intermediate coastal areas (Figure 15).

Figure 15. Particle trajectories between 2 and 8 September 2011 using the LHM, GHM, and LEEWAY
methods. (a–f) LHM method, (g–j) GHM method, (k) LEEWAY method. Colored lines indicate
trajectories arriving to the locations where accident remains were found, as shown in Figure 1a.
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The analyses considering the arrival to targeted polygons (Figure 15) showed better
results for the FVCOM Deterministic Tide model (seven polygons), followed by FVCOM
Tide + Direct Wind and FVCOM Deterministic Wind (six polygons each), and FVCOM Tide
+ Deterministic Wind (five polygons). The rest of the modeling scenarios exhibited arrivals
in no more than four polygons. The application of the deterministic method resulted in an
improved distribution of the arrivals in most of the cases executed with FVCOM, increasing
the spatial distribution of arrivals and, in some cases, increasing the number of arrivals in
the target polygons, particularly for the case of FVCOM Tide.

4. Summary and Discussion

This work analyzed particle trajectories modeled using surface currents information
from global (HYCOM, MULTIOBS) and local models (FVCOM), and global wind velocity
reanalysis data (ERA5). The velocities extracted from these models were imposed directly
(e.g., [51–53]) and deterministically on the floating element, where the latter solves the hori-
zontal drag force balance considering the effect of winds and ocean currents to obtain the
velocity of the floating object (e.g., [20,54,55]). The results represent a cloud of trajectories
lagged in space and time, modeled under scenarios that consider different sets of forcing
conditions. Particle trajectories were also estimated using the LEEWAY method based on
coefficients tabulated by Allen [42] and wind data from the GAM ERA5. All modeled
trajectories were compared to drifter trajectories measured during the SAR emergency.
We estimated model performance using the existing NCLS index [9,47] and propose a
modification of this index termed NCLSmod. This index modifies the NCLS to include
trajectory orientation.

The methodology proposed in the present study includes several aspects that need
discussion due to the application of various data sources and trajectory estimation method-
ologies. The difference in the estimated performance is the sum of errors associated with
the numerical modeling, simplifications associated with data interpolation in the force
balance used in the deterministic method, the assumption of spatiotemporal lags, and the
explicit approximation for the ODE resolution of particle trajectory. To better understand
the error proportions in performance calculations, we can assume that the error associated
with solving ODEs though the Runge–Kutta’s algorithm [40], the error associated with
data interpolation, and the error induced by the spatiotemporal lags were proportional
for all the studied scenario, as they were used equally in each case. Similarly, the error
associated with simplifications included in the deterministic method calculations [20] was
proportional in all scenarios where the methodology was used. However, it may have
induced differences with respect to estimation of trajectories using the direct method. Thus,
the cause of differences in the modeled trajectories may be separated in two levels: first,
the data sources used to derive the hydrodynamics, and second, the method used for
trajectory estimation in the MPDE.

For a proper interpretation of results, the local conditions where drifters were released
need to be considered. The area between Santa Clara Island and Robinson Crusoe Island
is characterized by currents that reverse with the tide, with flood currents towards the
southeast and ebb currents towards the northwest when winds speeds are <7 km/h. In con-
trast, when winds are greater than 7 km/h and persistent from the northwest, the surface
current shows a predominant direction towards the southeast [24]. The reversible nature of
currents in the channel between the islands was captured by the scenarios modeled with
FVCOM forced with Tide and Tide + Wind, which were reflected in both the qualitative and
quantitative performance analyses. However, on 14 September, FVCOM was outperformed
by the MULTIOBS model; the wind influence was greater that day, reaching intensities
of 18.7 km/h from the northwest and influencing drifter trajectories as they showed a
southeast movement instead of towards the west. The FVCOM Wind scenario provided
results that were very close to those obtained using MULTIOBS, which suggests that a suite
of different forcing scenarios in FVCOM (Tide, Wind+Tide, and Wind) are able to capture
the local conditions in the area. We note that on 14 September, the LEEWAY method had its
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best performances. The main disadvantage of this method is the need to associate it with a
particular floating element [52,56], which is unknown at first or may not have tabulated
parameters (as in the present study).

Due to orographic effects and complex wind patterns, the area between Santa Clara
Island and Robinson Crusoe Island develops atmospheric instabilities, strong turbulence,
and vertical flows that can change in short time periods and may have caused the plane
accident [25]. These short-lived events are usually not well captured in data from GAM,
such as ERA5, due to the limited spatio-temporal resolution of the wind fields, particularly
in mountainous and geographically complex areas (e.g., [55,57,58]). This suggests that
local winds may have been underestimated in the forcing used in the different modeling
scenarios, particularly the wind gusts, which are not represented in the model. Moreover,
considering that the maximum width of the Robinson Crusoe Island is approximately
15 km, both the GAM and GHM MULTIOBS do not solve their balances accounting for
the orography of the island, and their temporal resolution does not allow the represen-
tation the high frequency variability of the winds and the wind gust that exist in the
channel area between Santa Clara and Robinson Crusoe Islands. These aspects may be
improved by coupling a high-resolution atmospheric model to FVCOM (or another LHM)
(e.g., [4,59,60]), by considering adjustments to wind stress used as model input based on
Ekman relationships [61] and/or incorporate satellite-derived ocean current data when
available [53].

Regarding the use of the deterministic method (e.g., [20]), small differences were
observed in terms of the short-term trajectories, but this approach resulted in greater
performance in 8 of the 9 assessed drifters on 10 September and in 11 of the 13 drifters
assessed on 14 September. In terms of daily means, the deterministic method was used in
all of the high-performance cases. The differences obtained using this method were evident
in the qualitative trajectory analysis, where there were significant improvements in the
results of the LHM scenarios, particularly FVCOM Det. Tide.

Drifter trajectories integrate dynamics across the broad spectrum of spatial and tempo-
ral ocean scales [12]. LHMs generally produce mesoscale structures with a greater definition
(e.g., [29,62]); however, they may contain small-scale effects that are not present in reality or
that are displaced in space or time [9,48,49]. Furthermore, high-resolution models may cre-
ate much more energetic dynamics than coarser scale models, which increases the distance
traveled by particles and their dispersion (e.g., [9]). Although both the LHM and the GHM
used here classify as "eddy-resolving" models due to their horizontal resolution (e.g., [51]),
differences are clear in terms of the dispersion of modeled trajectories (Figure 14); drifter
dispersion is much greater in trajectories from the LHM. This is consistent with results
from Döös et al. [51], who found that the drifter dispersion rate decreases with increasing
model grid resolution. The scale effect was counteracted by introducing a spatio-temporal
lag at the start of each modeled trajectory; however, the results for all lagged trajectories
were coherent with the best performance trajectory, which suggests that the scale of the
spatio-temporal lag is of secondary importance to modeled trajectories. This is in contrast
to the results of Amemou et al. [63], who found a first-order effect of the scale of the
spatio-temporal lag on trajectory performance. The presence of mesoscale structures can
only be evaluated through the measurement of drifter trajectories and the estimation of
performance measures such as NCLS and NCLSmod. Consequently, drifter deployments
become a valuable source of information in these types of emergencies.

The numerical modeling of drifter trajectories requires an accurate prediction of near-
surface processes that influence current velocities in the upper ocean layer; while these
processes may be dominated by wind stress at open sea and the inner shelf (e.g., [64,65]),
surface waves and processes related to depth-limited wave breaking become relevant in
nearshore areas (e.g., [66,67]). Carniel et al. [68] showed that including the wave breaking
process in modeling the trajectory of surface drifters improved the accuracy of the simula-
tion by up to 25%. Similarly, Tang et al. [54] studied wave effects on modeling ocean surface
currents, concluded that the wave-driven Stokes drift increased surface drift speeds by 35%
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and that the inclusion of wave effects improved simulations significantly. Wave-breaking
effects are not included in our LHM; however, we do not expect these processes to influence
our quantitative performance analysis notably as trajectories mostly occur in deep waters
where depth-limited wave breaking is absent. It may be argued that not including wave
effects may affect our qualitative performance assessment, as we evaluated arrivals to
polygons located at the coast of the islands. In these regions, wave-driven currents may
be relevant and may transport materials along the coast depending on the direction of the
incident wave field (e.g., [69]). Future work considers the incorporation of wave dynamics
into the LHM [70].
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Appendix A. Mathematical Test of NCLS and NCLSmod Indices

Figure A1 compares the use of the standard NCLS and the NCLSmod indices in evaluat-
ing the performance of several artificial trajectories (trajectories from 1 to 12) with respect to
a curved trajectory (trajectory 0). We analyzed curved trajectories displaced ±45◦ compared
to trajectory 0 (trajectories 1 and 2), displaced ±15◦ compared to trajectory 0 (trajectories 3
and 4) and without angular displacement, but with a path of ±50% compared to trajectory 0
(trajectories 5 and 6). We also analyzed straight trajectories, with constant angular deviation
of ±45◦ (trajectories 7 and 8), with constant angular deviation ±15◦ (trajectories 9 and 10),
and without angular displacements, but with a path of ±50% compared to trajectory 0
(trajectories 11 and 12). We observe that the NCLSmod index, unlike NCLS, privileges
trajectories with a greater angular performance (trajectories 5 and 6), over those of lower
Di. Thus, trajectories 7 and 10, which were in third and fourth place according to NCLS,
are now moved to positions seven and eight. The latter is also observed when NCLSmod
positions trajectories 11 and 12 with better performance than trajectories 1, 2, 8 and 9.
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Figure A1. Comparison between NCLS and NCLSmod through artificial trajectories. (a) Artificial
curved trajectories; (b) straight artificial trajectories; (c) estimated performance through NCLS; and
(d) estimated performance through NCLSmod.

Appendix B. Statistic Performance Result of Quantitative Analyses of Trajectories

Table A1. Performance statistic values for each model and scenario used for 10 September 2011.

Best NCLSmod Trajectory

Model
NCLSmod Angle [°] Path NCLS

Final Mean STD Final Mean STD Difference (m) [46]

FVC T 2.850 1.708 0.825 33.3 23.3 9.4 602.4 2.713
FVC T Det. 2.714 1.599 0.783 32.5 23.1 8.9 562.4 2.582
FVC T + W 2.921 1.721 0.837 35.2 23.9 10.5 674.4 2.779
FVC T + W Det 2.841 1.758 0.801 32.5 24.0 9.9 605.1 2.697
FVC W 4.405 2.854 1.182 58.1 58.6 12.9 999.6 4.072
FVC W Det. 4.225 2.698 1.149 52.3 49.7 15.2 1029.1 3.946
HYCOM 4.932 3.003 1.333 87.3 67.4 19.7 1122.2 4.534
HYCOM Det. 4.908 2.988 1.315 84.0 65.7 16.8 1046.4 4.516
MULTIOBS 4.130 2.507 1.138 54.0 38.2 15.0 1101.5 3.893
MULTIOBS Det. 4.143 2.625 1.067 51.6 41.4 12.3 1049.5 3.886
LEEWAY 4.542 2.655 1.266 69.6 42.8 19.3 1199.8 4.267

Mean of All Trajectories

Model
NCLSmod Angle [°] Path NCLS

Final Mean STD Final Mean STD Difference (m) [46]

FVC T 5.238 3.488 1.736 71.6 69.1 34.9 661.5 4.795
FVC T Det. 5.223 3.475 1.750 71.6 68.9 34.6 639.6 4.781
FVC T + W 5.302 3.532 1.740 71.8 69.8 34.7 663.8 4.855
FVC T + W Det 5.290 3.518 1.748 71.7 69.5 34.3 642.4 4.844
FVC W 6.133 4.239 1.588 106.4 113.7 33.9 1108.2 5.467
FVC W Det. 6.079 4.194 1.595 106.3 112.8 35.9 1129.2 5.415
HYCOM 5.538 3.671 1.287 99.8 91.9 21.9 1131.2 4.995
HYCOM Det. 5.531 3.642 1.283 97.8 89.2 20.8 1080.2 5.001
MULTIOBS 5.631 3.724 1.404 94.7 90.8 38.8 1159.6 5.078
MULTIOBS Det. 5.620 3.692 1.393 94.0 88.6 35.9 1119.1 5.078
LEEWAY 5.316 3.483 1.273 88.0 78.7 26.0 1254.0 4.833
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Table A2. Performance statistic values for each model and scenario used for 14 September 2011.

Best NCLSmod Trajectory

Model
NCLSmod Angle [°] Path NCLS

Final Mean STD Final Mean STD Difference (m) [46]

FVC T 3.481 2.161 0.929 42.0 39.4 6.3 934.2 3.183
FVC T Det. 3.341 2.152 0.860 42.6 40.5 6.3 888.8 3.010
FVC T + W 3.405 2.214 0.852 42.0 39.8 5.9 909.9 3.097
FVC T + W Det 3.294 2.134 0.846 39.3 39.1 6.4 892.8 2.992
FVC W 3.357 2.101 0.902 32.8 31.1 6.6 1012.2 3.158
FVC W Det. 3.013 1.908 0.821 25.0 25.6 6.6 1006.0 2.878
HYCOM 3.677 2.148 1.058 42.7 33.2 9.2 1069.2 3.455
HYCOM Det. 3.531 2.066 1.016 41.5 32.7 8.5 994.1 3.310
MULTIOBS 2.479 1.554 0.684 12.5 10.4 4.3 947.9 2.411
MULTIOBS Det. 2.403 1.493 0.669 14.6 11.6 4.4 898.1 2.320
LEEWAY 3.337 1.961 0.950 36.6 27.2 8.4 1046.0 3.158

Mean of All Trajectories

Model
NCLSmod Angle [°] Path NCLS

Final Mean STD Final Mean STD Difference (m) [46]

FVC T 6.318 4.091 1.917 112.0 112.5 36.7 870.6 5.572
FVC T Det. 6.129 3.965 1.880 107.7 108.1 36.2 849.9 5.417
FVC T + W 6.147 3.981 1.894 108.6 109.0 37.4 876.9 5.425
FVC T + W Det 5.984 3.869 1.856 104.7 104.9 36.7 855.1 5.293
FVC W 4.894 3.233 1.265 68.5 75.1 28.8 1103.4 4.382
FVC W Det. 4.547 3.027 1.195 58.2 66.5 29.6 1124.7 4.115
HYCOM 4.534 2.883 1.160 60.8 60.2 22.6 1113.4 4.119
HYCOM Det. 4.507 2.845 1.154 59.4 58.2 19.4 1055.4 4.107
MULTIOBS 3.673 2.444 1.050 39.1 42.9 30.7 1090.7 3.387
MULTIOBS Det. 3.608 2.386 1.021 40.2 42.7 27.3 1043.9 3.329
LEEWAY 4.220 2.691 1.089 52.4 51.9 21.5 1095.6 3.865
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