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Abstract: With the aim to solve the problem of missing or tampering of ship type information in AIS
information, in this paper, a novel ship type recognition scheme based on ship navigating trajectory
and convolutional neural network (CNN) is proposed. Firstly, according to speed and acceleration
of the ship, three ship navigating situations, i.e., static, normal navigation and maneuvering, are
integrated into the process of trajectory images generation in the form of pixels. Then, three kinds
of modular network structures with different depths are trained and optimized to determine the
appropriate convolutional neural network structure. In the validation phase of the model, a large
amount of verified data with a time span of one month was used, covering a variety of water
conditions including open water, ports, rivers and lakes. Following this approach, a kind of CNN
scheme which can be directly used to identify ship types in a wide range of waters is proposed. This
scheme can be used to judge the ship type when the static information is completely missing and to
test the data when the ship type information is partially missing.

Keywords: ship classification; automatic identification system (AIS); convolutional neural network
(CNN); trajectory image

1. Introduction

In the field of maritime traffic, ship type is an important prerequisite, since different
ship types mean differences in cargo type, ship maneuverability [1] and physical character-
istics of ship length, ship width and ship stroke, turn and other handling characteristics,
which are important factors for the safety of navigation. For some special types of ships,
such as passenger ships, oil tankers and LNG carriers, there are many additional demands
and operators should be applied for safe navigation [2–5].

In general, it is easy to acquire ship type via an automatic identification system (AIS),
which is one of the major types of navigation support equipment. In recent years, with the
extensive application of AIS [6–9], the accuracy of AIS information data reliability cannot
be ignored [10–12].

Specifically, some vessels equipped with AIS equipment avoid detection by shutting
off signal transponders, falsifying data or deliberately transmitting incorrect identification
data to the system, so as to achieve the purpose of hiding some abnormal operations or
even illegal exploration [13]. According to Abbas’s study [12], there are serious errors in
the AIS data in terms of ship type. Among the 94 ships surveyed by Abbas, 6% of the ships
did not have applicable ship type labeling, and another 3% were only labeled as “vessel”
without specific type labeling. Meanwhile, researchers and vessel traffic service (VTS)
operators were dissatisfied with 74 percent of the ship types observed. Under this situation,
certain detection means are needed for ship type detection and identification, especially
for ship types which have been maliciously tampered with. Hence, the importance of ship
type detection and identification research is self-evident, and appropriate data is the key
for this issue.
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Among the existing elements for the classification of ships, since ship trajectory has
advantages in reflecting ship maneuverability characteristics, a feasible technique is to take
ship trajectory information of AIS as the data base to recognize ship type, as shown in
Table 1. De Vires and Van Someren [14] used the trajectory kernels in combination with a
Support Vector Machine (SVM) to predict the type of vessel from a trajectory, which could
be an effective method in a small range of sea area. According to the static data of ships and
the definition of ship types in AIS messages, Zhang and Xie [15] proposed a kind of deep
multi-scale learning model for trajectory classification, by processing a total of 10,989 tracks
they divided the ships studied into passenger ships, oil tankers, LNG carriers and other
types of ships. In Chen and Liu’s research [16], a data visualization method to transfer AIS
data into trajectory-based images is proposed to assist with effective AIS data classifications
and the method is verified by historical AIS data of Tianjin Port. Liang and Zhan [17]
proposed a multi-view feature fusion network to achieve accurate ship classification by
extracting motion features and morphological features from a large amount of AIS data.

Table 1. Approaches to ship type recognition by various authors.

Proposed by Data Source Method

De Vires and Van Someren [14] the Dutch west coast SVM
Zhang and Xie [15] Ningbo AIS dataset Deep learning
Chen and Liu [16] Tianjin seaport CNN

Liang and Zhan [17] Luotou Channel and the
Qiongzhou Strait Neural network

Comparing to aforementioned studies by using AIS data directly, AIS-based ship
trajectory visualization is one of the effective ways to reduce the computational complexity
problem in ship motion patterns mining and identification [18]. Such processing avoids the
problem that it becomes more and more difficult to perform model parameter training and
selection with the increase of data volume [19]. Meanwhile, from the perspective of data
sources, it is obvious that current research in the field of ship trajectory recognition mostly
selects research data from a limited water environment, such as ship trajectories in a port
or strait. Such trajectory data from confined waters inevitably have high similarity.

Based on above observation, an ideal ship classification framework based on ship
trajectory information should have the following characteristics:

• Due to the diversity of ship tracks, the proposed method should first be data-driven
and should contain as much different kinds of ship track information as possible to
ensure the final generality performance of the classification algorithm.

• It should have the ability to simplify the amount of data and extract features, because
the initial AIS data or trajectory data is very large, which is for the sake of practicality
and computational complexity.

• The proposed framework should be explicable and improvable. This is also out of
practical consideration, so that the method can be adjusted according to the actual
situation in the application process.

• The framework should be capable of screening and analyzing static information in
AIS data to a certain extent.

• The classification results should be as practical as possible.

For this, this paper proposed a novel ship type recognition method based on convolu-
tional neural network with more extensive adaptability, aiming at mining the performance
differences of different types of ships from ship trajectory images generated from ship AIS
data, and then training the adaptive convolutional neural network algorithm. Finally, the
effect of accurate and effective classification of specific ship types can be achieved through
trajectory images.

The contents of this paper are organized as follows: Sections 2 and 3 provide details
of proposed scheme, and data analysis is presented in Section 4. Section 5 describes the
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details of CNN training and the choose of evaluation index, and result analysis is shown in
Section 6. Conclusions are presented in Section 7.

2. Methods

In this paper, the original AIS data is processed through data preprocessing, image
generation and image labeling, and then the ship trajectory images with accurate labels are
input into the convolutional neural network, so that the neural network is trained. Finally,
the CNN model trained by a large amount of data is obtained, which can effectively classify
the ship trajectory.

Figure 1 shows the schematic flowchart to illustrate the AIS data processing process.
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2.1. AIS Data Format and Preprocessing

Considering the subsequent application processing process, the input AIS data types
include Maritime Mobile Service Identify (MMSI), Vessel name, Vessel Type, Course over
ground, Speed over ground, Latitude and Longitude. There are several considerations in
choosing such a data structure.

• Considering the reality of the situation that the aforementioned static AIS information
contains a certain degree of error information, it is not rigorous to determine the ship
type of a specific ship only through the ship type data obtained in the AIS data, and
such rash action may seriously affect the scientific nature of the entire study. Therefore,
we chose to retain the MMSI number, ship name and ship type of AIS data at the same
time and verify each other, to ensure the accuracy of the single ship type that will be
used as the label.

• The two groups of dynamic data of course over ground (COG) and speed over ground
(SOG) are also included in the algorithm input for two considerations. First, abnormal
AIS data points can be identified by COG and SOG during data cleaning. Secondly, it
plays a further role in the trajectory image generation stage.

After determining the data format of the input algorithm, a preliminary preprocessing
of AIS data can be carried out. The first is to find out the AIS data which lacks the MMSI
number, ship name and ship type. Since such data cannot effectively verify the accuracy of
the ship type, it should be omitted. Secondly, if one of the three kinds of data is missing,
for example, if the MMSI and ship type data are normal but the ship name data is missing,
the ship type can be verified by the ship database. If the ship type associated with MMSI is
consistent with the ship type transmitted in the AIS data, the data will be retained.

In addition, the data with obvious error in MMSI, such as the MMSI number shown
as 0,1 or 9999, or latitude exceeding 90 degrees, longitude exceeding 180 degrees, are also
cleared. Finally, the preprocessed AIS data is stored in CSV format.

2.2. Trajectory Image Generation and Tagging

After obtaining the pre-processed AIS data, the next step is to generate the trajectory
image of each ship and label the image according to the type of the ship.

The specific processing of this part refers to the work of generating ship trajectory
images in Xiang Chen’s research [16], and retains its division of ships under different
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operating states. Include (static, normal navigation, and maneuvering), and finally show
themselves in the track images with three colors (red, green, and blue) respectively. This
division is in the hope that through the differences in pixels, the differences in traffic
characteristics, including handling characteristics, of different types of ships contained in
trajectory images are highlighted to facilitate the following learning process of the neural
network.

Figures 2 and 3 shows the trajectory images of a passenger ship and an oil tanker,
respectively. According to the division, the track segments under different manipulations
will show different colors. In the part of the trajectory of normal navigation represented in
green, there are sometimes blue parts, which means that the ship motion has a maneuvering
process, especially when the direction of the ship’s motion changes. This is very visible in
the second half of the track in 0.
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is represented by the blue colour).
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Figure 3. A diagram of the trajectory of a tanker ship (The static state for the ship is represented by
the red colour. The normal navigation state is indicated by the green colour, and the manoeuvring is
represented by the blue colour).

Through the contrast of pixel colors in different areas in the picture, the type of
movement states of the ship in the whole trajectory can be clearly identified.

The following part of the labelling processing is to store the trajectory images in
different folders according to different types of ships to facilitate the construction and
division of convolutional neural network data sets.

3. Image Classification Framework of CNN

Convolution neural network is a kind of widely used artificial neural network. The
advantages of the convolutional neural network can be directly related to the convolution
of the input image pixels, that is, directly extracted from the image pixel level image
characteristics. This process is closer to the way the human brain and visual system process
information than other methods.

3.1. The Input of Network

Trajectory images with three channels were selected as the input of the convolutional
neural network. Each trajectory image represents AIS data in unit of one ship, where
red, blue, and green represent trajectory segments of ships under different maneuvering
conditions. After comprehensive consideration, the image size was set as (244,244) which
is the usual pixel input size of most deep learning models. This size is used in some classic
networks like VGG [20], ResNet [21] which means that each image has 59,536 pixels in it.
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3.2. Convolution Layer

The biggest difference between convolutional neural network and other neural net-
works is that the convolutional layer is added in the network, that is, a kind of convolution
calculation that can be directly carried out on two-dimensional data is added.

y(t) =
∞∫

−∞

x(p)h(t − p)dp = x(t) ∗ h(t) (1)

y(n) =
∞

∑
i=−∞

x(i)h(n − j) = x(n) ∗ h(n) (2)

The Equations (1) and (2) are continuous convolution operation formula and discrete
convolution operation formula respectively. In the continuous convolution operation
formula, x(t) and h(t) are convolution variable, p is the integral variable. In the discrete
convolution operation formula, x(n) and h(n) represent the convolution variable, t is the
parameter that shifts h(−i), and different t corresponds to different convolution results.
Symbol * placed at the right part of the equations means convolution.

The convolution operation in a convolutional neural network is a discrete convolution:
there are certain difference between convolution computation in the neural network and
mathematics. Convolutional computation in convolutional neural network is to extract the
features of the corresponding part of the image by using the movement of a convolutional
kernel on the input image. The convolution kernel is also equivalent to a filter.

The size of the convolution kernel determines the size of the coverage region of the
convolution kernel in the image, that is, the size of a convolution operation region, and the
parameter values in the convolution kernel determine the influence ability of each pixel
point in the image region covered by the convolution kernel on the final convolution result
in this region. The greater the weight, the stronger the influence ability. The resulting
weight sharing is also an important feature of the convolutional neural network, where a
convolution kernel shares the same weight and bias value.

That is to say, the convolution of a convolution check image uses shared and identical
parameters. The weights of sharing mode, greatly reducing the convolutional neural
network in training the number of parameters need to learn, but at the same time, in this
case, a convolution kernel can only extract and learn one feature of the input image. If a
variety of different features of the image need to be extracted, multiple convolution kernels
need to be used, that is, the image is repeatedly processed by using the convolution layer.

In addition, the movement mode of the convolution kernel can also be set when it
moves, which is the concept of step size. The size and step size of the convolution kernel
are important parameters that affect the size of the image output after the convolution
calculation. The formula of the relationship between them is shown in Equation (3).

outputs =
inputs − kernals + 2 × paddings

stride
+ 1 (3)

where inputs means the size of the origin photos, kernals is the size of convolutional kernel
and stride means the sliding step.

So far, the convolution process can be completed by setting the convolution kernel
form and the convolution kernel move step. The example shown in Figure 4 is the complete
calculation example of a 2 × 2 convolution kernel with stride 1.
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3.3. Pooling Layer

After the convolutional neural network extracts the features of the input image through
the convolutional layer, a pooling layer is usually connected immediately after the con-
volutional layer, in such a way to further reduce the amount of data that needs to be
calculated.

In this paper, the max-pooling method is adopted, and a 2 × 2 processing area is used
to extract the point with the largest pixel value within the range of 2 × 2 in each step of
pooling processing. The detailed processing is shown in the Figure 5.
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3.4. Methods for Optimizing Performance

Optimization method often used in deep learning to improve performance mainly
include increasing the training set size, regularization, and dropout. Considering the
possible adverse effects of reducing network layers on classification performance, this
paper mainly adopts batch norm and dropout methods to improve the performance of
network and mitigate the potential overfitting phenomenon.

Batch norm in terms of its essence is not an optimization algorithm for deep neural
networks, it is an adaptive parameter adjustment method that can overcome the model
gradient problem caused by the increase of neural network layers to some extent. To
explain it visually is to use a normalized function for an original value X to adjust the
mathematical distributions such as the mean and variance of the original x.

In its application in neural networks, batch norm is used to normalize each hidden
layer of neurons, the input distribution, which is gradually mapped to the nonlinear
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function, and then close to the limit saturation region of the value interval, is forcibly pulled
back to the standard normal distribution with a mean of 0 and a variance of 1, and makes
the nonlinear transformation function of the input values in the input-sensitive areas. This
method can avoid the problem of gradient disappearance to some extent.

As shown as Figure 6, when using sigmoid to activate a function, as the depth of the
network deepens, the distribution of the input value gradually shifts and approaches to the
upper and lower ends of the value interval of the nonlinear function. In 0, toward the left
and right ends of the Sigmoid function, that is, the parts that are closest to the X-axis, leads
to the disappearance of the gradient during back propagation, which is also the reason for
the slow convergence of the neural network.
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After the batch normalization was adopted, the overall distribution of input values
fell around (0, 0.5), as shown in the figure, which is the part with a large gradient, and
could effectively avoid the problem of gradient disappearance. In addition, a large gradient
also means a faster network convergence speed and training speed. By introducing some
parameters in distribution adjustment, the phenomenon of overfitting can be alleviated to
a certain extent.

Dropout means random inactivation [22]. In network training, the output value of
the neural node in the hidden layer is set to 0 with the set probability P. The dropout
process goes from that shown in Figure 7 to that in Figure 8. Some neurons in Figure 8 are
disconnected from the connections in the entire network. After this treatment, the neuron
is disconnected, and then when the weight is updated by back propagation, the weight
associated with the node is no longer updated.
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Neural nodes in the hidden layer have a certain probability of being randomly inacti-
vated, in other words, the training results of the network should not rely too much on a
certain feature, because the input of the neural unit may be disconnected at any time, so that
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the update of the network weight also has a certain randomization. Dropout can effectively
mitigate the occurrence of overfitting and achieve regularization to some extent [23].

3.5. The Selection of Activation Function

The activation function is an important part of the convolutional neural network,
which determines the processing method of the output results of each layer in the neural
network. If there is no activation function, then the output of each layer of the neural
network simply accepts the linear combination of the results of the previous layer. No
matter how many layers the network has, its final output is only the linear combination
of the initial input. By introducing the nonlinear activation function, the nonlinear factors
are introduced to the neurons in the neural network, so that they can deal with the linear
inseparable problems and improve the expression ability of the neural network to the
model.

Several common activation functions in convolutional neural networks are sigmoid,
tanh and ReLU. Their schematic is shown in Figures 9 and 10.
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The mathematical expression of these activation functions is shown in Equations (4)–(6).

sigmoid(z) =
1

1 + e−Z (4)

g(z) = tanh(z) (5)

ReLU(z) = max(0, z) (6)

In this paper, the ReLU function is chosen as the activation function, as shown as in
Figure 10 and Equation (6). If the input z is less than 0, the output of ReLU is always 0;
When the input value z is bigger than 0, the output value of the ReLU function is equal to
the input value z, and the derivative of the ReLU function is always 1.

Compared with other common activation function, back propagation with ReLU can
better pass the residual to the front network layer, so that the parameters of the whole
network can be updated more effectively. Meanwhile, the training time of convolutional
neural network with ReLU is significantly shortened [24].
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4. Data Analysis

Data is an important problem for any machine learning algorithm involved in classifi-
cation: whether the selected data is extensive or not directly affects the final generalization
performance of the network. This is especially true for ship trajectory data, as the trajectory
performance of a ship in different water conditions and traffic conditions is not completely
the same. Even for identical ships, in open water, narrow waterways, or port waters, their
final trajectory characteristics are also different.

In addition, considering the differences in ship handling performance of different
types of ships, the above-mentioned differences that exist in different external conditions
may be further amplified. In order to adapt the model to a wider range of conditions, it
is important to select ship trajectory data under different conditions as much as possible.
In order to verify and optimize the proposed model structure, it is necessary to carry out
actual data experiments.

For the above considerations, our experiments were performed on realistic ship trajec-
tory data with different geometrical features and ship classes. Before the start of network
training, data screening, processing, and feature analysis are essential parts.

4.1. Source of Original Data

The data used in this article were from the U.S. National Oceanic and Atmospheric
Administration’s Office of Coastal Management, with a time distribution of 25 days from
1 January 2019 to 25 January 2019. From the perspective of geographic space, it contains
data of various types of waters with the United States as the main body. The data range
includes inland waterways, lakes, ports, and open ocean areas around the United States. In
such a large space, the diversity and universality of data can be effectively guaranteed.

Through visualization processing of AIS data of ships used in the research, the results
are shown in the figures below. The data used in this paper are ship data which are
distributed in North America. In the thermal map, the redder the color is, the more ships
are sailing in this region, and there is a larger ship traffic density; conversely, the closer the
color is to blue-green, the fewer ships are sailing in this part. According to the distribution
in Figure 11, The data included in this study are widely distributed and show strong
distribution characteristics. The Great Lakes region and the Mississippi River basin are the
key areas of inland river and lake navigation in the United States. In addition, the east and
west coasts, the Gulf of Mexico, and areas near the Hawaiian Islands also have high density
distribution.
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In order to further analyze the regulation of data distribution over time, AIS data of
15 January 2019 and 25 January 2019 were respectively generated as Figures 12 and 13,
namely the middle moment and the end moment of the overall data distribution selected
by the research.

By comparison, it can be found that the distribution of ship traffic has also changed
during the period of one month in January 2019, which is mainly reflected in the central
region of the west coast. The situation is similar on the 1st and 25th, and there is an
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obvious decrease in the regional ship density on the 15th. Meanwhile, vessel traffic near
the Hawaiian Islands showed the opposite trend, with the density distribution of ships
near the 15th being significantly greater than that of the 1st and 25th.
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In general, the overall data distribution is relatively uniform and extensive, achieving
the desired purpose of incorporating diverse water conditions into the study. In addition,
due to different water traffic conditions such as traffic flow direction, the diversity at the
ship trajectory level is considerable.

In order to facilitate subsequent track generation and processing and preliminary
analysis of the ship’s AIS data, the original AIS data was first processed and stored as csv
file in the unit of single ship.

The distribution of processed AIS data with different dates are shown in Figure 14.
Due to the amount of data that show obvious anomalies in 13 January, they were not used
in the subsequent data processing. In general, the overall AIS data volume shows a stable
trend. The daily record volume is stable at about 13,000 to 14,000 ships, AIS data of 327,021
ships were collected.

Before further processing of the initial AIS data, the quality and integrity of the data
were analyzed. In order to make the data more intuitive, the statistics were still carried out
in the unit of days. The main consideration was the absence of ship-name and ship-type
data. If either or both of the two data sets are missing, the AIS data set of the current ship
were marked as “missing” and statistics were made. The statistical results are shown in the
Figure 15.

Similar to the overall date distribution of ships, the distribution of missing ship names
or ship types in AIS data is also relatively stable. On average, 800 to 900 missing data are
generated every day, accounting for 6% to 7% of the total data on that day. This result is also
consistent with the situation that 6% of ship-type marking data are missing, as indicated by
Abbas [12].

Missing data contribute to a certain extent to the stability of the distribution, but also
from a side show that the present AIS data in the system on ship type data loss phenomenon
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is not accidental: there is an inherent problem in the completion of ship-type recognition
research in addition to research significance, which also has certain actual application value.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 11 of 21 
 

 

The distribution of processed AIS data with different dates are shown in Figure 14. 
Due to the amount of data that show obvious anomalies in January 13, they were not used 
in the subsequent data processing. In general, the overall AIS data volume shows a stable 
trend. The daily record volume is stable at about 13,000 to 14,000 ships, AIS data of 327,021 
ships were collected. 

 
Figure 14. Distribution of AIS data. 

Before further processing of the initial AIS data, the quality and integrity of the data 
were analyzed. In order to make the data more intuitive, the statistics were still carried 
out in the unit of days. The main consideration was the absence of ship-name and ship-
type data. If either or both of the two data sets are missing, the AIS data set of the current 
ship were marked as “missing” and statistics were made. The statistical results are shown 
in the Figure 15. 

 
Figure 15. The relationship between missing data and total data. 

Similar to the overall date distribution of ships, the distribution of missing ship 
names or ship types in AIS data is also relatively stable. On average, 800 to 900 missing 
data are generated every day, accounting for 6% to 7% of the total data on that day. This 
result is also consistent with the situation that 6% of ship-type marking data are missing, 
as indicated by Abbas [12]. 

Figure 14. Distribution of AIS data.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 11 of 21 
 

 

The distribution of processed AIS data with different dates are shown in Figure 14. 
Due to the amount of data that show obvious anomalies in January 13, they were not used 
in the subsequent data processing. In general, the overall AIS data volume shows a stable 
trend. The daily record volume is stable at about 13,000 to 14,000 ships, AIS data of 327,021 
ships were collected. 

 
Figure 14. Distribution of AIS data. 

Before further processing of the initial AIS data, the quality and integrity of the data 
were analyzed. In order to make the data more intuitive, the statistics were still carried 
out in the unit of days. The main consideration was the absence of ship-name and ship-
type data. If either or both of the two data sets are missing, the AIS data set of the current 
ship were marked as “missing” and statistics were made. The statistical results are shown 
in the Figure 15. 

 
Figure 15. The relationship between missing data and total data. 

Similar to the overall date distribution of ships, the distribution of missing ship 
names or ship types in AIS data is also relatively stable. On average, 800 to 900 missing 
data are generated every day, accounting for 6% to 7% of the total data on that day. This 
result is also consistent with the situation that 6% of ship-type marking data are missing, 
as indicated by Abbas [12]. 

Figure 15. The relationship between missing data and total data.

4.2. Characteristics of Ship Types

After the initial AIS information is sorted and stored in the unit of a single ship, the
distribution of ships by day was obtained as shown in the above section. Excluding the
missing part of ship type information, the distribution of different types of ships can be
obtained by computer processing.

There are 258,812 AIS data of main ship types with complete and reliable final data
accounting for about 79% of the initial AIS data volume. There are eight types of vessels:
fishing boats, tow boats, sailing boats, recreational boats, passenger ships, pulp ships, crude
oil products vessels, and work vessels. Ship types in the original AIS data are represented
by corresponding codes. The corresponding relations between ship type code and ship
type are shown in Table 2 below.

As shown as Figure 16. Among them, tow boats and recreational boats are a large
proportion, accounting for 32 percent and 26.4 percent, respectively. The AIS of sailboat
type ships has the smallest data volume, accounting for only 0.3 percent of the overall data.

In addition to the eight main types of ships mentioned, there are other types of ships.
However, considering the requirements of the convolutional neural network identification
method adopted for the amount of data in the training set and the distribution of training
data, in the subsequent network data input stage and the final classification stage of the full
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connection layer the input processing and classification of the above eight types of ships
are mainly considered.

Table 2. Ship type code and ship type.

Ship Type Code Ship Type

30 Fishing boat
31 Tow vessel
36 Sailing vessel
37 Recreational vessel
60 Passenger vessel
70 Pulp vessel
80 Crude oil/product vessel
90 Other, working vessel
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5. Experiment

For the training and optimization of convolutional neural network, the first work was
to determine the specific structure of the neural network, including the number of network
layers, the composition order of network layers, and the formal structure of the convolution
kernel, etc.

After determining the network structure of CNN, it was also necessary to determine
the values of some hyperparameters, including learning rate and epochs. This is usually a
parameter tuning process that gradually tends to approximate the optimal. It was necessary
to further adjust these hyperparameters according to the feedback of neural network
training results after different parameter settings so as to achieve ideal image classification
results for CNN.

In this paper, Keras, with TensorFlow as backup, was used to build the neural network.
On the windows operating system, Python programming language was used to complete
the computer implementation, and GPU was used to train CNN.

Finally, 16,000 data pieces were selected from 258,812 pre-processed AIS data pieces to
generate ship trajectory images and form the data set of CNN.

To ensure the proportions of eight main types of ships were consistent, the specific
approach of the generation of data set was achieved by random selection. We started with
a random sampling of the same type of ship data, and the number of each type of ship
trajectory images contained in the final data set was exactly 2000. This is a treatment that
considers the principle of CNN training and learning. The average and random extraction



J. Mar. Sci. Eng. 2022, 10, 84 13 of 21

of the corresponding data of all classified objects can, to a certain extent, eliminate the bias
generated by human operation in the process of data set generation.

Eighty percent of the CNN data set were used as the training set, and 10% of the rest
were used as the verification set and 10% as the test set. The specific partitioning of the
data set is shown in the following Table 3.

Table 3. Data set distribution table.

The Data Set The Proportion Dataset

Training set 80% 12,800
Verification set 10% 1600

Test set 10% 1600

5.1. Network Structure Construction

In the part of neural network construction and debugging in this paper, the strategy
adopted was to first make a general determination of the network depth, that is, to deter-
mine how deep a network we generally need for feature learning for the currently prepared
CNN data set. In this paper, three kinds of progressive network structures are proposed:
model I, model II, and model III, as shown as Table 4.

Table 4. Three basic structures of a network.

Layers Model_I Model_II Model_III

Conv1 32 32 32
Conv2 32 32 32

Max-pooling Yes Yes Yes
Conv3 64 64 64
Conv4 64 64 64

Max-pooling Yes Yes Yes
Conv5 No 128 128
Conv6 No 128 128

Max-pooling No Yes Yes
Conv7 No No 256
Conv8 No No 256

Max-pooling No No Yes
Flatten Yes Yes Yes
Dense Yes Yes Yes

The main difference of the three different network composition structures lies in the
number of convolutional layers in the convolutional neural network and the number of
convolutional kernels on corresponding convolutional layers. The idea of such a setting also
comes from the classical VGG Net [20] in the research field of convolutional neural network.

The three-layer network structure of two convolution layers plus one pooling layer is
taken as a fixed module, where the convolution kernels are constructed in the form of (3,3).
Such a setting of the convolution kernels conforms to the conclusion that small convolution
kernels have certain advantages in VGG Net research [20]. The modules in this form are
stacked to produce the three basic structures shown in 0. Structure I is the simplest and
consists of six network layers: Conv1(32)-Conv2(32)-Max pooling-Conv3(64)-Conv4(64)-
Max pooling.

Structure I has two such modules. Structure III can be obtained by stacking four such
modules, in which the number of convolution kernels in different convolution layers is 32,
64, 128, and 256 respectively.

This structure inherits the simple and elegant features of VGG network. Due to the
nature of the convolutional neural network, for networks composed of different depths,
their sensitivity to some hyperparameters, including learning rate and batch size, is also
different. For a set batch size, for example, set batch size = 16, its performance is different
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under different network structure settings. It cannot be assumed that the performance of
a parameter on structure I will be similar to that of structure II or structure III because it
performs better on structure I.

In order to form an effective, comprehensive, and intuitive comparison effect, the
following hyperparameter debugging was also carried out in parallel based on the above
three structures: independent testing and adjustment were carried out for structure I,
structure II, and structure III.

5.2. Selection of Evaluation Index

The selection of machine learning evaluation indicators is also an important step in
the whole process of neural network optimization training. For networks that involve
target classification, a scientific and complete evaluation index system for different classifi-
cation networks, including binary, multi-class, multi-labelled, and hierarchical has been
developed [25]. These metrics are closely related to the confusion matrix [26].

The so-called confusion matrix is used to make statistics on the classification results
generated by model classification, and count the number of targets incorrectly and correctly
classified, respectively. It is the most basic and intuitive primary evaluation index to
measure the classification performance of the model.

As shown in Table 5, it is a form of confusion matrix to evaluate the classification
performance of the binary classification model: the correctness of a classification system
can be evaluated by computing the number of correctly recognized class examples (true
positives), the number of correctly recognized examples that do not belong to the class (true
negatives), and examples that either were incorrectly assigned to the class (false positives)
or that were not recognized as class examples (false negatives).

Table 5. Confusion matrix.

Data Class Classified as Pos Classified as Neg

pos True positive (TP) False negative (FN)
neg False positive (FP) True negative (TN)

In summary, this paper studies the multi-type classification of ship types, so the
corresponding confusion matrix is as shown in Table 6.

Table 6. Confusion matrix of multi-class.

Ship Types Classified as Type i Classified as Other Types

Type i True positive (TP) False negative (FN)
Other type False positive (FP) True negative (TN)

According to the results of neural network classification of input images, the most
easily thought of evaluation index is the correct proportion of all categories of images,
namely average accuracy index, which represents the proportion of all correct results of the
classification model in the total. The formula is shown in Equation (7).

Accuracy =
TP + TN

TP + TN + FP + FN
(7)

In addition, there are indicators for the percentage of all outcomes predicted to be a
certain category in the category. That is the precision indicator, Equation (8).

Precision =
TP

TP + FP
(8)
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Recall, also known as sensitivity index, refers to the case where the predicted value is
consistent with the true value for classification problems, especially multi-type classification
problems, Equation (9).

Sensitivity =
TP

TP + FN
(9)

For classification problems, especially multi-type classification problems, in addition
to the case that the predicted value is consistent with the true value (the proportion of com-
pletely correct classification, that is, the accuracy index), the case of incorrect classification
generated by the model is also worth further analysis.

For example, objects with a certain type of true value are classified into other categories,
which is the meaning of the recall indicator. Or the objects whose real values do not belong
to a certain category are classified into the same category, which is the meaning of the
precision index. These two types of errors generated in the classification of the model have
certain reference significance, and enrich the index system for evaluating the performance
of the convolutional neural network.

In addition to the above three indicators, namely accuracy, precision and recall, another
evaluation index often used to evaluate the performance of classification models is F1score,
which is a further indicator generated on the basis of precision and recall.

F1score =
TP

TP + FN+FP
2

(10)

The F1score index combines the output results of precision and recall. The value of
F1score ranges from 0 to 1, where 1 represents the best model output and 0 represents the
worst model output.

6. Result Analysis

On the basis of the three basic structures of convolutional neural networks (structure
I, structure II, and structure III), the classification performance of convolutional neural
networks under four indexes (accuracy, precision, recall, and F1score) under different network
structures and different hyperparameters was analyzed.

6.1. Network Depth

For structure I, structure II, and structure III, shown in the 0, the network composition
only includes the basic structure of the convolutional neural network, that is, the four
layers structures including the convolution layer, the pooling layer, the flattening layer,
and the fully connected layer, and they have certain progressiveness and similarity among
each other.

When the batchsize parameter is set to 16, network learning training is conducted on
structure I, structure II, and structure III until a certain epoch and network convergence,
i.e., after the accuracy index becomes stable. The results are shown in the figure, and the
three network structures with batchsize = 16 are named as I-A, II-A, and III-A, respectively.

According to the results shown in the Table 7, the accuracy of the model I-A with two
ConV-ConV-Maxpooling combination reached 21.69% in the image classification, indicating
that the convolution layer can extract certain features from the input image pixel data for
the final classification of the fully connected layer. From model I-A to model II-A, the
classification accuracy of ship trajectory images increased from 21.69% to 32.6%, which
increased by nearly 10%. This shows that by deepening the depth of convolutional neural
network and adding more convolutional layers to the network, the learning performance of
features of the network can be improved and the classification accuracy can be improved.

On the other hand, the role of the convolutional layer in the convolutional neural
network, especially the role of each convolutional kernel in the convolutional layer, is to
learn and extract local features from the input images. By adding more convolution layers
to the model I-A, the model II-A has a better performance in classification accuracy than
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the model I-A. That is to say, the network depth in the model I-A is insufficient, and only
two layers in the model I-A cannot effectively extract some deep-level feature information.

Table 7. Test accuracy of I-A, II-A and III-A.

Models Accuracy

I-A 21.69%
II-A 32.6%
III-A 32.45%

Therefore, the deeper network depth of III-A is generated. Compared with II-A, two
convolution layers with 256 convolution kernels are further added. However, the accuracy
of III-A is almost the same as that of II-A, and the classification performance of the network
does not show significant improvement. However, considering the influence of different
batchsize and other hyperparameters, further analysis is needed for the model III-A. Only
by comparing II-A with III-A, it cannot be determined that the six convolution layers
contained in II-A can well extract the features in the image.

To sum up, two obvious conclusions can be drawn from the performance of the three
models I-A, II-A, and III-A when the batchsize parameter is set to 16:

(1) The I-A model containing four convolution layers cannot effectively extract features,
and the network depth is insufficient.

(2) III-A model needs to further adjust the parameters

6.2. Further Optimization

In this part, the proposed model is further optimized on the basis of the convolutional
layer depth test in the convolutional neural network, to further improve its classifica-
tion performance. Based on the conclusion (1), structure I was abandoned, and further
adjustment and optimization were carried out on the basis of structure II and structure III.

The first is the selection of batchsize parameter. Considering that the input data set
contains a total of 16,000 trajectory images, four different batchsize parameters, 8, 16, 32
and 64, were attempted.

Therefore, on the basis of the aforementioned II-A structure, with different batchsize
parameter Settings, including the II-A structure at the beginning, i.e., the II-A-16 model
when the batchsize was set to 16, there were four derivative models based on II-A structure.
Their performance in accuracy index is shown in the Table 8.

Table 8. The accuracy of model II under different batchsize.

Models Batchsize Accuracy

II-A-8 8 65.6%
II-A-16(II-A) 16 32.6%

II-A-32 32 76.5%
II-A-64 64 43.7%

Among the four models, the model II-A-32 had the best classification performance,
that is, 76.5% classification accuracy, followed by the model II-A-8 with batchsize = 8
with 65.6% accuracy after training. In general, these four models show great changes and
fluctuations in the accuracy index, and they are nonlinear. The two accuracy peaks are
obtained when the batchsize value is 8 and 32, respectively. The remaining two batchsize
values are 32.6% and 43.7%, respectively, which is approximately half of the better results.
Such results also confirm the sensitivity of the convolutional neural network itself to the
value of batchsize.

Similarly, on the basis of III-A structure, similar treatment was also carried out, and the
results are shown in the Table 9. For III-A structure, the accuracy index increased gradually
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with the increase of batchsize. By comparison with the above II-A structure, when the
batchsize was 16 and 64, the two structures show A strong similarity in the accuracy index,
and almost the same accuracy was obtained.

Table 9. The accuracy of model III under different batchsize.

Models Batchsize Accuracy

III-A-8 8 21.9%
III-A-16 (III-A) 16 32.45%

III-A-32 32 32.7%
III-A-64 64 43.6%

For the structure of III-A, the network was much deeper than that of II-A. Similar
results were obtained under different values of batchsize, indicating that it is of little
significance to further improve the classification performance of the network only by
adding more convolution layers to the network composition. Next, we should consider
adding other types of functional layers to the network in order to improve the classification
accuracy again on the existing basis.

The first attempt was to add batch normalization to the network [27]. The essence of
the neural network learning process is to learn about data distribution [28]. Therefore, the
introduction of batch normalization to normalize the data in the network can improve the
network promotion ability and speed up the training speed to a certain extent.

Similarly, the batch normalization layer was added to the II-A structure and III-A
structure, respectively. In order to make the results more intuitive, they are shown in
Figures 17 and 18.
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As shown in the two figures above, with the addition of the batch normalization layer
to the network, the entire process from the beginning of training to near convergence was
greatly accelerated, and compared with the maximum classification accuracy of 76.5% that
the model would have achieved without the addition of the batch normalization layer, there
was a 10 percent increase; when the network finally achieved convergence, the accuracy
rate was stable to about 87.5%, which is consistent with the model II-B and III-B. From the
comparison of the above two figures, the six models shown in the figure have very similar
trends from the beginning of training to the basic convergence, and the common feature is
fast convergence. However, in terms of stability and potential to deal with larger data sets
later, the deeper network III-B model has the advantage.
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The results shown in the Figures 17 and 18 above also reflect the serious limitations
of relying on a single accuracy index. The performance of the model III on other selected
indexes is comprehensively analyzed in Table 10.

Table 10. Accuracy, precision, recall, and F1 score on the model III.

Models Accuracy F1score Precision Recall

III-B-8 87.5% 0.2321 0.7351 0.1378
III-B-16 87.5% 0.0012 0.2 0.00062
III-B-32 87.5% 0.4491 0.3203 0.7511

On the basis of the above indexes, it is proved that the proposed model III-B-32 has
better performance in ship classification. The specific network structure of model III-B-32
is shown in the Figure 19 where each of these squares represents a specific layer in the
convolutional neural network. It reflects the whole process from taking the ship trajectory
picture as the input to finally completing the ship type identification and division. This is
the final result of this paper. The stereoscopic diagram shown in Figure 20 corresponds
to Figure 19, where the first square on the far left of the image represents the input of the
whole convolutional neural network, i.e., the image input of 299 × 299 × 3. Then, through
step-by-step convolution and pooling, it is finally connected to the fully connected layer on
the right end, among which the square on the far right represents the classifier that will
classify ship track images.
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7. Conclusions

In this research, we propose a new CNN architecture for the purpose of ship classi-
fication. Firstly, ship motion features and trajectory shape features are extracted from a
large number of AIS data of different types of ships, and trajectory images containing ship
manipulation mode information are generated, which are used as input and basis for subse-
quent experiments. After that, a series of different experimental adjustments were made to
CNN, from the depth and composition of network layer in convolutional neural network
to the selection of super parameters, such as batchsize, in order to find out the optimal
configuration of CNN. Finally, a network structure with good classification performance
was proposed based on the comprehensive judgment of the selected multiple indexes.

In term of theoretical research, the ship type prediction model based on ship trajectory
established in this paper was essentially an attempt to extract ship traffic characteristics.
By introducing convolutional neural network, a traditional supervised learning method,
into the study of ship classification, the ship type judgment and classification of unknown
ship type trajectory can be achieved based on certain amount of sample data. Finally,
the prediction results of ship type information classification can be used in many fields
including information completion and verification.

In terms of practical application, this scheme can be directly applied to the maritime
traffic research which take AIS data of the U.S. National Oceanic and Atmospheric Admin-
istration’s Office of Coastal Management as a data source. It will help researchers achieve a
more reliable result in the process of ship type information completion or verification.

To the best of our limited knowledge, this paper presents a ship classification model
based on ship trajectory image and convolutional neural network, by incorporating the
division method of ships under different operating states into the process of ship trajec-
tory generation, and we have achieved the establishment and verification of ship type
recognition model in the context of self-created data sets. By adjusting the structure and
parameters of the proposed model, we make the final classification result reach a consider-
able accuracy. The major limitation of the current work lies in the generation of trajectory
images: although the ship trajectory pictures generated by the current method can reflect
the ship’s state, they are still rough, and there are too many meaningless blank parts in the
picture. Effective adjustment and optimization of the above problems will be the center of
our future work. Future research will be carried out considering the following directions:
(1) The generation process of ship trajectory image needs to be optimized and adjusted,
and (2) we should consider choosing larger data volumes to achieve a better performance.

Author Contributions: Conceptualization, T.Y. and X.W.; methodology, T.Y.; validation, T.Y. and
X.W.; resources, Z.L.; writing—original draft preparation, T.Y.; writing—review and editing, X.W.
and Z.L.; funding acquisition, Z.L. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by National Natural Science Foundation of China, grant number
51909022, by Natural Science Foundation of Liaoning Provence, grant number 2019-BS-024, by
Research Program of Maritime Safety Administration of China, grant number 0706-14400004N010, by
the Fundamental Research Funds for the Central Universities, grant number 3132019347.



J. Mar. Sci. Eng. 2022, 10, 84 20 of 21

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Xin, W.; Liu, Z.; Yao, C. The ship maneuverability based collision avoidance dynamic support system in close-quarters situation.

Ocean. Eng. 2017, 146, 486–497.
2. Xu, H.; Oliveira, P.; Guedes Soares, C. L1 adaptive backstepping control for path-following of underactuated marine surface

ships. Eur. J. Control. 2020, 58, 357–372. [CrossRef]
3. Zhou, Q.; Thai, V.V. Fuzzy and grey theories in failure mode and effect analysis for tanker equipment failure prediction. Saf. Sci.

2016, 83, 74–79. [CrossRef]
4. Ahola, M.; Murto, P.; Kujala, P. Perceiving safety in passenger ships—User studies in an authentic environment. Saf. Sci. 2014, 70,

222–232. [CrossRef]
5. Guo, S.; Mou, J.; Chen, L.; Chen, P. An Anomaly Detection Method for AIS Trajectory Based on Kinematic Interpolation. J. Mar.

Sci. Eng. 2021, 9, 609. [CrossRef]
6. Zhao, L.; Shi, G. A method for simplifying ship trajectory based on improved Douglas–Peucker algorithm. Ocean. Eng. 2018, 166,

37–46. [CrossRef]
7. Wei, Z.; Xie, X.; Zhang, X. AIS trajectory simplification algorithm considering ship behaviours. Ocean. Eng. 2020, 216, 108086.

[CrossRef]
8. Perera, L.P.; Oliveira, P.; Soares, C.G. Maritime Traffic Monitoring Based on Vessel Detection, Tracking, State Estimation, and

Trajectory Prediction. IEEE Trans. Intell. Transp. Syst. 2012, 13, 1188–1200. [CrossRef]
9. Lazarowska, A. Ship’s Trajectory Planning for Collision Avoidance at Sea Based on Ant Colony Optimisation. J. Navig. 2015, 68,

291–307. [CrossRef]
10. Zhao, L.; Shi, G. A trajectory clustering method based on Douglas-Peucker compression and density for marine traffic pattern

recognition. Ocean. Eng. 2019, 172, 456–467. [CrossRef]
11. Sang, L.Z.; Wall, A.; Mao, Z. A novel method for restoring the trajectory of the inland waterway ship by using AIS data. Ocean.

Eng. 2015, 110, 183–194. [CrossRef]
12. Harati-Mokhtari, A.; Wall, A.; Brooks, P.; Wang, J. Automatic Identification System (AIS): Data Reliability and Human Error

Implications. J. Navig. 2007, 60, 373–389. [CrossRef]
13. Mccauley, D.J.; Woods, P.; Sullivan, B. Ending hide and seek at sea. Science 2016, 351, 1148–1150. [CrossRef] [PubMed]
14. De Vries, G.K.; Van Someren, M. Machine learning for vessel trajectories using compression, alignments and domain knowledge.

Expert Syst. Appl. 2012, 39, 13426–13439. [CrossRef]
15. Zhang, R.; Xie, P.; Wang, C. Classifying transportation mode and speed from trajectory data via deep multi-scale learning. Comput.

Netw. 2019, 162, 106861.1–106861.13. [CrossRef]
16. Chen, X.; Liu, Y.; Achuthan, K. A ship movement classification based on Automatic Identification System (AIS) data using

Convolutional Neural Network. Ocean. Eng. 2020, 218, 108182. [CrossRef]
17. Liang, M.; Zhan, Y.; Liu, R.W. MVFFNet: Multi-View Feature Fusion Network for Imbalanced Ship Classification. Pattern Recognit.

Lett. 2021, 151, 26–32. [CrossRef]
18. Xiao, Z.; XFu Zhang, L. Traffic Pattern Mining and Forecasting Technologies in Maritime Traffic Service Networks: A Comprehen-

sive Survey. IEEE Trans. Intell. Transp. Syst. 2020, 21, 1796–1825. [CrossRef]
19. Huang, L.; Wen, Y.; Guo, W. Mobility pattern analysis of ship trajectories based on semantic transformation and topic model.

Ocean. Eng. 2020, 201, 107092. [CrossRef]
20. Simonyan, K.; Zisserman, A. Very Deep Convolutional Networks for Large-Scale Image Recognition. arXiv 2014, arXiv:1409.1556.
21. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep Residual Learning for Image Recognition. In Proceedings of the IEEE Conference on

Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778.
22. Hinton, G.E.; Srivastava, N.; Krizhevsky, A. Improving neural networks by preventing co-adaptation of feature detectors. Comput.

Sci. 2012, 3, 212–223.
23. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. ImageNet classification with deep convolutional neural networks. In Proceedings of

the International Conference on Neural Information Processing Systems, Doha, Qatar, 12–15 November 2012.
24. Xu, B.; Wang, N.; Chen, T. Empirical evaluation of rectified activations in convolutional network. arXiv 2015, arXiv:1505.00853.
25. Sokolova, M.; Lapalme, G. A systematic analysis of performance measures for classification tasks. Inf. Process. Manag. 2009, 45,

427–437. [CrossRef]
26. Visa, S.; Ramsay, B.; Ralescu, A.L. Confusion Matrix-based Feature Selection. In Proceedings of the 22nd Midwest Artificial

Intelligence and Cognitive Science Conference 2011, Cincinnati, OH, USA, 16–17 April 2011.

http://doi.org/10.1016/j.ejcon.2020.08.003
http://doi.org/10.1016/j.ssci.2015.11.013
http://doi.org/10.1016/j.ssci.2014.05.017
http://doi.org/10.3390/jmse9060609
http://doi.org/10.1016/j.oceaneng.2018.08.005
http://doi.org/10.1016/j.oceaneng.2020.108086
http://doi.org/10.1109/TITS.2012.2187282
http://doi.org/10.1017/S0373463314000708
http://doi.org/10.1016/j.oceaneng.2018.12.019
http://doi.org/10.1016/j.oceaneng.2015.10.021
http://doi.org/10.1017/S0373463307004298
http://doi.org/10.1126/science.aad5686
http://www.ncbi.nlm.nih.gov/pubmed/26965610
http://doi.org/10.1016/j.eswa.2012.05.060
http://doi.org/10.1016/j.comnet.2019.106861
http://doi.org/10.1016/j.oceaneng.2020.108182
http://doi.org/10.1016/j.patrec.2021.07.024
http://doi.org/10.1109/TITS.2019.2908191
http://doi.org/10.1016/j.oceaneng.2020.107092
http://doi.org/10.1016/j.ipm.2009.03.002


J. Mar. Sci. Eng. 2022, 10, 84 21 of 21

27. Sergey, I.; Christian, S. Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift. In
Proceedings of the International conference on machine learning 2015, Lille, France, 6–11 July 2015.

28. Choi, S.H.; Jung, S.H. Stable Acquisition of Fine-Grained Segments Using Batch Normalization and Focal Loss with L1 Regular-
ization in U-Net Structure. Int. J. Fuzzy Log. Intell. Syst. 2020, 20, 59–68. [CrossRef]

http://doi.org/10.5391/IJFIS.2020.20.1.59

	Introduction 
	Methods 
	AIS Data Format and Preprocessing 
	Trajectory Image Generation and Tagging 

	Image Classification Framework of CNN 
	The Input of Network 
	Convolution Layer 
	Pooling Layer 
	Methods for Optimizing Performance 
	The Selection of Activation Function 

	Data Analysis 
	Source of Original Data 
	Characteristics of Ship Types 

	Experiment 
	Network Structure Construction 
	Selection of Evaluation Index 

	Result Analysis 
	Network Depth 
	Further Optimization 

	Conclusions 
	References

