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Abstract: With the increasing number of cows per farmer in Japan, an automatic cow monitoring
system is being introduced. One important aspect of such a system is the ability to identify individual
cows and estimate their feeding time. In this study, we propose a method for achieving this goal
through facial region analysis. We used a YOLO detector to extract the cow head region from video
images captured during feeding with the head region cropped as a face region image. The face region
image was used for cow identification and transfer learning was employed for identification. In the
context of cow identification, transfer learning can be used to train a pre-existing deep neural network
to recognize individual cows based on their unique physical characteristics, such as their head shape,
markings, or ear tags. To estimate the time of feeding, we divided the feeding area into vertical strips
for each cow and established a horizontal line just above the feeding materials to determine whether
a cow was feeding or not by using Hough transform techniques. We tested our method using real-life
data from a large farm, and the experimental results showed promise in achieving our objectives.
This approach has the potential to diagnose diseases and movement disorders in cows and could
provide valuable insights for farmers.

Keywords: individual identification; cow face; feeding time estimation; feeding behavior detection;
Hough transform; YOLO detector

1. Introduction

The Japanese livestock industry is facing several challenges due to the aging of the
population and the lack of workers [1]. As a result, the number of dairy cow farms is
decreasing year by year, while the number of cows per farm is increasing. This trend has
led to the current form of livestock farming becoming larger than in the past, which creates
an urgent need to reduce the labor burden and improve management efficiency [2].

To address these challenges, the implementation of smart agriculture technology,
which utilizes the Internet of Things (IoT) and robots, is progressing in Japan [3]. Smart
agriculture aims to automate work, reduce burdens, and facilitate technology transfer,
with the goal of improving productivity and reducing labor costs. Practical examples of
smart agriculture in dairy farming include milking robots and behavior analysis using
acceleration sensors.

However, there are still many areas in dairy farming where automation technology is
not widely used. One example is individual cow identification, which is required in Japan.
Currently, cows wear ear tags in both ears, and RFID (Radio Frequency Identification) is
used in the ear tags to identify individual cows through wireless communication. While
this method can greatly improve work efficiency, it may not be readable due to the fixed
effective distance or radio wave interference when several cows are clustered together.
Additionally, installing both the government-designated ear tag and a separate RFID ear
tag requires a significant amount of time and money.

Feeding time is a crucial factor for the diagnosis of various diseases and movement
disorders in cows. Studies have found that feeding behavior decreases before parturition,
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and changes in feeding time can be used to diagnose diseases such as ketosis and movement
disorders such as wave height [4,5]. However, it is difficult to observe the feeding behavior
of cows with the human eye throughout the day, and the number of cows that can be
managed and the time available for this work are limited due to other tasks that must be
performed on the cows [6,7]. There are contact-type devices that can be attached to cows
to monitor feeding behavior, but these devices have several problems, including stress
and discomfort for the cows and the need for specialists to reattach them if they become
damaged [8].

In this study, we propose a method for identifying individual cows, detecting feeding
behavior, and estimating feeding time using images of cows obtained from a camera via
image processing technology. Our method utilizes YOLO, a highly real-time object detector,
which allows for the instantaneous detection of the head region of cows and real-time
confirmation of the feeding time of each cow.

The main contributions of this paper are:

(1) The use of YOLO, which provides the real-time detection of cow head regions and
real-time confirmation of feeding time.

(2) The ability to diagnose cow diseases and movement disorders by recording changes
in feeding time, which helps improve health management.

(3) The potential to improve farmers’ work efficiency and reduce their workload by
managing the feeding time of all cows.

Overall, our proposed method has the potential to address some of the challenges faced
by the Japanese livestock industry, specifically by improving productivity and reducing the
labor burden associated with managing large numbers of cows.

2. Materials and Methods

In this study, we propose a video-based approach for the individual identification and
feeding time estimation of cows. Our approach focuses on analyzing the facial region of
cows captured by a camera. We extracted the head region of each cow from the images
and applied a series of processes to identify individual cows and estimate their feeding
time. Specifically, we used a novel algorithm shown in Figure 1, which involves various
techniques such as image processing, machine learning, and data analysis. Our approach
is designed to be accurate, efficient, and scalable, and has the potential to improve the
management and productivity of dairy farms. This chapter provides a detailed description
of each process involved in the proposed algorithm and presents the experimental results
to validate our approach.
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2.1. Individual Identification Using Face Region Images of Cow

The individual cow identification process is shown in Figure 2 as a subsystem of the
general framework.

Agriculture 2023, 13, x FOR PEER REVIEW 3 of 15 
 

 

 
Figure 1. Algorithm for individual identification and feeding time estimation using cow face re-
gions. 

2.1. Individual Identification Using Face Region Images of Cow 
The individual cow identification process is shown in Figure 2 as a subsystem of the 

general framework. 

 
Figure 2. Algorithm for individual identification using face regions of a cow. 

2.1.1. Cow Head Region Detection 
To perform individual identification in the face region of a cow, the head region of 

the cow was extracted from the input image. Figure 3 shows an example of the input im-
age. The procedure involves extracting several candidate head regions of cows using the 
YOLO detector [9] and surrounding them with bounding boxes. The detection results of 
the candidate cow head regions obtained by the YOLO detector are shown in Figure 4, 
and the details of the training data and hyperparameters are presented in Tables 1 and 2, 
respectively. 

It is important to note that adjusting the YOLO parameters can significantly affect the 
performance of the algorithm. For instance, the input size determines the size of the image 
that YOLO will process. A larger input size can result in higher accuracy, but it also re-
quires more computational resources. Anchor boxes are predefined shapes that YOLO 
uses to detect objects of different sizes and aspect ratios. Choosing the right anchor box 
sizes and ratios can help improve detection accuracy. The confidence threshold deter-
mines the minimum confidence score required for YOLO to detect an object. A higher 
confidence threshold can help reduce false positives but may also result in missing some 
objects. The non-max suppression threshold determines how overlapping bounding 
boxes are handled. A higher threshold can help eliminate redundant detections but may 

Figure 2. Algorithm for individual identification using face regions of a cow.

2.1.1. Cow Head Region Detection

To perform individual identification in the face region of a cow, the head region of
the cow was extracted from the input image. Figure 3 shows an example of the input
image. The procedure involves extracting several candidate head regions of cows using
the YOLO detector [9] and surrounding them with bounding boxes. The detection results
of the candidate cow head regions obtained by the YOLO detector are shown in Figure 4,
and the details of the training data and hyperparameters are presented in Tables 1 and 2,
respectively.
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Table 2. Details of the YOLO detector hyperparameters.

Epoch Minibatch Size Leaning Rate Optimization Algorithm

50 16 0.001 Momentum SDG

It is important to note that adjusting the YOLO parameters can significantly affect
the performance of the algorithm. For instance, the input size determines the size of the
image that YOLO will process. A larger input size can result in higher accuracy, but it also
requires more computational resources. Anchor boxes are predefined shapes that YOLO
uses to detect objects of different sizes and aspect ratios. Choosing the right anchor box
sizes and ratios can help improve detection accuracy. The confidence threshold determines
the minimum confidence score required for YOLO to detect an object. A higher confidence
threshold can help reduce false positives but may also result in missing some objects. The
non-max suppression threshold determines how overlapping bounding boxes are handled.
A higher threshold can help eliminate redundant detections but may also result in missing
some objects. By fine-tuning these parameters, we can improve YOLO’s performance to
better suit our specific use case.

However, duplicate head regions are sometimes detected for the same cow. To address
this issue, we excluded the detection results of the duplicate regions using the Intersection
over Union (IoU) method. The IoU of the two detected regions was calculated, and if the
IoU was greater than the threshold value, the candidate region closer to the cow’s head was
selected as the cow’s head region, and the other region was excluded from the candidate
targets. Additionally, when a cow stretches her neck outside the camera’s shooting range, a
part of her head may also be detected as the head region if it appears within the shooting
range. Similarly, if the cow is on the edge of the camera and stretches her neck, her head
may go outside the shooting range and still be detected as the head region. To overcome
this issue, if only a part of the head region was detected, the aspect ratio of the bounding
box given to the candidate region was calculated, and if the aspect ratio was greater than a
threshold value, the region was judged not to be a cow’s head region and excluded from
the candidate cow’s head region.

2.1.2. Individual Identification Using Face Region Images of Cow

In this study, we used transfer learning as a method for individual identification in
the face region of cows. Specifically, we first detected the head region of a cow using the
YOLO detector and cut out only the detected head region as the face region image of the
cow [10]. An example of a cow face region image is shown in Figure 5, which is then
input into a network model that has been retrained through transfer learning for individual
identification.
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To apply transfer learning, we first created a folder containing the face region images of
each cow shown in Figure 5 in which some of the sample cow faces are described. Moreover,
the number of cow ear tag numbers and respective face region images are described in
Table 3. We marked the earmarks with 10 digits, and only four of them were enlarged
and used as the individual identification number of each cow in the created folder. We
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then performed re-training using the face images of the cows and the enlarged four digits
of the earmarks. By carrying this process out, we were able to create a classifier through
re-training. When a cow’s face region image is input to the classifier, the enlarged four
digits of the earmarks in the image are predicted and output.

Table 3. The number of cow ear tag numbers and face region images used for individual identification.

Cow Number Number of Images Cow Number Number of Images

cow1 4117 cow11 4321

cow2 4287 cow12 4383

cow3 3896 cow13 3063

cow4 4349 cow14 3440

cow5 4246 cow15 2262

cow6 4132 cow16 4295

cow7 4257 cow17 4235

cow8 4227 cow18 4351

cow9 4113 cow19 4164

cow10 4158 cow20 2495

cow21 4379

To perform the transfer learning, we used five previously trained models: SqueezeNet [11],
ResNet-18 [12], ResNet-50 [12], Res-Net-101 [12], and Inception-v3 [13]. By fine-tuning these
pre-trained models on our specific data set, we were able to leverage the already learned
features and significantly reduce the amount of training data needed for our individual
identification task.

By applying transfer learning, we were able to achieve better individual identification
accuracy with a smaller amount of data than training from scratch.

2.2. Feeding Time Estimation

In this section, we describe a proposed method for detecting feeding behavior from
the head region obtained in Section 2.1.1 and estimating the feeding time of cows. The
proposed algorithm for estimating the feeding time of cows is shown in Figure 6.
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2.2.1. Preprocessing

To estimate the feeding time of cows, the first step is to detect their feeding behavior.
In this study, a straight line around the lower part of the fence at the feeding area in the
barn was applied as the standard for detecting feeding behavior. The straight line was
detected using a Hough transform on an image cut out based on the bounding box of the
cow head region detected in Section 2.1.1. Specifically, we used the OpenCV library to
implement the Hough transform. In particular, we used the probabilistic Hough transform
(PHT), which is a faster version of the classic Hough transform, as it only considers a
subset of points that lie on a potential line segment. The PHT significantly reduces the
processing time compared to the classic Hough transform, making it more suitable for
real-time applications.

After cropping the image, it is converted to grayscale and subjected to a smoothing
process to reduce the noise caused by the bait area. The Hough transform detects the bait
area due to its type and scattering, hence the smoothing process is performed. Several
types of smoothing filters are available, such as averaging, median, and Gaussian filters,
but for this study, median filters were used. The goal is to detect a straight line around the
lower part of the fence in the feeding area as a criterion for detecting feeding behavior. This
approach was used to avoid detecting straight lines in the background during the Hough
transform. Since it is necessary to perform smoothing while preserving the edges, we used
a median filter as the smoothing filter. Although the effect of a median filter depends on its
kernel size, in this study, a median filter with a kernel size of 9 × 9 was used. A Prewitt
filter was then used to detect horizontal edges, and morphology operations were used to
enhance horizontal straight lines.

Specifically, we applied morphology operations to enhance the detected horizontal
straight lines. In particular, we used dilation and erosion operations to fill gaps and
remove small unwanted details in the detected lines. This step was essential for the
accurate measurement of the cattle’s width and for the subsequent calculation of its body
condition score.

2.2.2. Reference Line Detection for Feeding Behavior Detection

After enhancing the horizontal straight lines obtained in Section 2.2.1, we performed
a Hough transform to detect some straight lines. Figure 7 displays an example image
of a straight line detected through this process. To detect feeding behavior, we used the
y-coordinate data of each detected line, as shown in Table 4. We identified the reference
straight line by selecting the line whose y-coordinate corresponds to the median value of
all detected lines.
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Table 4. Example of y-coordinate data of detected lines.

Detected Line Y-Coordinate

1 2

2 2

3 2

...

12 775

13 777

14 781

15 979

16 993

...

25 1562

26 1562

27 1562

2.2.3. Detection of Feeding Behavior

During feeding behavior, cows lower their heads towards the feeding area to eat.
Accordingly, we judge a cow’s behavior as feeding when the line under the bounding box
enclosing its head region crosses the reference line detected in Section 2.2.5. An example of
feeding behavior detection is shown in Figure 8, where the red line represents the reference
line. Figure 8a presents an example where the bounding box around the cow’s head region
does not cross the feeding behavior detection criterion line, resulting in a non-feeding
judgment. In contrast, Figure 8b shows an example where the bounding box crosses the
criterion line, leading to a feeding behavior decision.
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2.2.4. Region Segmentation of Images and Creation of Feeding Time Matrices

To estimate the feeding time of individual cows, we divided the feeding area into
multiple regions, assigned each cow to a specific region, and created a feeding time matrix
for the total number of cows in the image. This approach allowed us to estimate the feeding
time for each region and, subsequently, for each cow.

To estimate the feeding time of cows, we followed several steps. Firstly, we inputted
the maximum number of cows visible in the camera at the time of video input. Secondly,
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we created a feeding time matrix for the inputted number of cows and divided the image
into equal regions corresponding to the number of cows. Thirdly, we estimated the feeding
time by mapping the feeding time matrices to the divided regions. Equation (1) shows
an example of a feeding time matrix, which assumes a maximum of five cows captured
by camera 5. Figure 9 presents an example of region segmentation, where each region
corresponds to a cow for the inputted number of cows.

T = [0 0 0 0 0] (1)
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2.2.5. Bounding Box Existence Area Identification

After detecting the feeding behavior of cows, we identified the area where they were
feeding by determining the location of the bounding box. The coordinate data of the
bounding box was used to pinpoint the region where the cow was feeding. The coordinate
data of the bounding box is shown in Equation (2) where x and y is the x coordinate and y
coordinate of the upper left corner of the bounding boxes, respectively, width is the width
of the bounding box, and height is the height of the bounding box.

bbx_Data = [x, y, width, height] (2)

From the coordinate data of the bounding box, the area where the bounding box
existed was identified. Specifically, the center coordinates of the bounding box were
calculated using x and width in Equation (2). The center coordinates of the bounding box
were then compared with the range of x coordinates for each region, and the bounding box
was identified as existing in the region contained within the range.

2.2.6. Feeding Time Estimation

The feeding behavior detection in Section 2.2.3 was performed in each region to
estimate the feeding time. The feeding time estimation was carried out for each region
that was divided in Section 2.2.4. When a feeding behavior of a cow was detected in a
region, the corresponding elements of the feeding time matrix was added. The feeding
time was calculated based on the frame rate of the video. For instance, in this process, if
the frame rate is 10, then 0.1 s is added to the feeding time when one feeding is detected.
Figure 10 illustrates an example of the feeding time addition for each region, specifically
for region 2 at a frame rate of 10. The feeding behavior of cows in region 2 is detected from
frame t − 1 of (a) to frame t of (b), and the times of the elements of the feeding time matrix
corresponding to region 2 are added.
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3. Results
3.1. Cow Head Region Detection

Table 5 presents the results of the cow head region detection experiment, indicating an
average detection rate of 94.5% and the average correct response rate was 91.7%, based on
the results of the experiment on eight 5 min videos. For the head region detection, we used
the head regions of 11 cows as training data when training the YOLO detector. However,
some of the data used in the experiment included cows that were not part of the training
data. As a result of this, the detection rate of the cow head region was low when we verified
with such data. Specifically, the testing video 8 described in Table 5 had both undetected
and false positive detections, with many false positives for the cow’s neck. This was due to
the overlap of cow’s neck detection with the cow’s head detection, leading to the exclusion
of the cow’s neck region in the process of excluding overlapping head region candidates,
as described in Section 2.1.1. Consequently, the head region was also excluded, resulting in
many undetected and false positives inthe testing video 8.

Table 5. Results of head region detection.

Video Number of
Detections

Number of
Undetected

False
Positives

Detection
Rate Accuracy

1 988 8 32 99.2 96.1

2 1038 6 3 99.4 99.1

3 1202 64 3 94.9 94.7

4 1173 8 3 99.3 99.1

5 1106 28 110 91.0 88.9

6 1095 43 10 99.1 95.4

7 1133 50 86 92.9 89.3

8 1150 122 223 83.8 76.9

3.2. Individual Identification

Table 6 illustrates the results of the individual identification experiment, demonstrating
high identification accuracy of more than 90% on average for all training models. We
attribute the high accuracy to the cows’ typical forward-facing posture during feeding,
which facilitates capturing distinct features such as the pattern of their heads. However,
when individual identification was attempted using face region images of cows with
their heads turned to the side, identification accuracy was sometimes incorrect. This was
mainly due to the presence of two cows with entirely white heads, resulting in several false
identifications during the experiment.
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Table 6. Results of individual identification.

Video SqueezeNet ResNet-18 ResNet-50 ResNet-101 Inception-V3

1 97.9 98.7 99.2 99.2 99.7

2 97.0 99.9 99.7 100 99.8

3 89.3 99.8 99.9 99.8 99.9

4 75.4 95.7 96.2 100 99.1

5 99.5 99.8 99.9 100 100

6 98.7 98.8 99.1 99.4 99.2

7 94.1 94.9 96.3 94.9 97.0

3.3. Feeding Time Estimation

Table 7 presents the results of the feeding time estimation experiment. The ‘Visual’
column shows the time obtained through manual observation of the feeding behavior of
cows in the video used for verification. The number of ‘detected’, ‘undetected’, and ‘false
positives’ columns indicate the count of detected, undetected, and falsely detected feeding
behavior, respectively. The average correct response rate for feeding behavior detection
during feeding time estimation was 82.9%, which is considered good. However, the success
of detection depended on the position of the reference line for detecting feeding behavior,
and sometimes failed to identify the feeding behavior of cows at the edge of the camera.
Figure 11 provides an example where the bounding box surrounding the head region of
the first cow from the left failed to reach the reference line for detecting feeding behavior,
leading to a missed detection. Similarly, some cows on the edge of the camera extended
their necks out of the camera’s range, resulting in undetected feeding behavior as the head
region was not detected.

Table 7. Results of feeding time estimation.

Video Cow Estimated Time (s) Visual (s) Number of
Detections

Number of
Undetected

False
Positives Accuracy

1

J11 165 263 163 100 1 61.7

9709 201 246 240 6 0 97.6

9615 264 264 264 0 0 100

9592 193 254 180 74 0 70.9

2

9779 240 241 238 5 13 93.0

9817 255 262 255 0 7 97.3

M60 223 263 223 0 41 84.5

9615 262 258 260 0 2 99.2

3

9779 215 299 215 57 28 71.7

9642 249 300 244 2 52 81.9

M35 264 300 263 0 38 87.4

4

M35 193 300 198 100 3 65.8

9592 267 300 267 5 27 89.3

9642 293 300 292 1 3 98.6
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Table 7. Cont.

Video Cow Estimated Time (s) Visual (s) Number of
Detections

Number of
Undetected

False
Positives Accuracy

5

9718 288 288 288 0 0 100

9817 285 288 285 3 0 99.0

9707 277 288 266 22 0 92.4

M60 238 288 212 0 74 74.1

6

M40 226 288 226 49 0 82.2

9709 244 277 247 12 1 95.0

1396 264 279 264 5 6 96.0

J11 180 286 177 101 2 63.2

7

M69 213 300 211 88 2 70.1

9825 253 300 226 5 56 78.7

9641 231 300 231 0 70 76.7

9829 265 285 268 24 19 86.2

M40 132 291 132 162 0 44.9

8

9641 175 290 165 109 0 60.2

9818 277 300 246 0 25 90.8

9707 266 291 227 2 72 75.4

9825 289 300 288 12 1 95.7

9829 236 290 236 54 1 81.1
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We also acknowledge that there is room for further analysis to support the findings. In
future research, we plan to conduct a more detailed statistical analysis of the data, including
regression analysis to investigate any potential correlations between the feeding behavior
and other variables. Additionally, we will explore the use of machine learning algorithms to
enhance the accuracy of individual cow recognition. We believe these additional analyses
will provide more in-depth insights and strengthen the validity of our findings.
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4. Discussion

In this study, we proposed a system that utilizes image processing technology to
identify individual cows and estimate their feeding time using face region images. The
primary objective of this system is to enhance the efficiency of dairy farmers’ work and
enable them to monitor the feeding time of cows accurately. We conducted two experiments
to evaluate the proposed system. The first experiment involved a method for individual
identification using transfer learning, which achieved an average accuracy of 99.3%. The
second experiment focused on detecting the head region of cows, which is crucial for both
individual identification and feeding time estimation. The results showed an average
detection rate of 94.5% and an average correct response rate of 91.7%.

There are three major prospects. The first prospect is to improve the accuracy of head
region detection. Although high accuracy was obtained in both the detection rate and
correct response rate of the head region of cows, as shown in Table 5 of the experimental
results, undetected head regions and false detections can still be found. We believe that
further improving the accuracy of the head region detection will enable a more accurate
estimation of the feeding time of cows and improve the efficiency and productivity of
work when managing and raising cows. The second prospect is to improve the accuracy
of feeding behavior detection. In this study, a straight line at the bottom of the fence in
the dairy barn was detected and used as a reference line for detecting feeding behavior.
When the cow’s head region crossed the reference line, it was judged that the cow had
engaged in feeding behavior. However, depending on the position of the reference line,
feeding behavior may not be detected, as shown in Figure 11. Therefore, we believe that
the accuracy of feeding behavior detection can be improved by extracting the feeding area
and detecting feeding behavior using the overlap between the feeding area and the cow’s
head region. The third prospect is the linkage with other camera data. In this experiment,
multiple cameras were used to capture data. However, when estimating feeding time, the
feeding time was estimated using only the input data, without coordination with other
camera data. Therefore, if cows in the input data went out of the shooting range of the
camera, feeding behavior could not be detected, and feeding time could not be estimated
accurately. We believe that by linking with other camera data, even if feeding behavior
cannot be detected with one set of data, feeding behavior can be detected with another set
of data, and feeding time can be estimated with high accuracy.

As a final thought, we would like to emphasize the capability of our proposed system
to classify new cows without further training. When a new cow is added to the herd, its
face region image will be input into the trained classifier, and the classifier will predict the
earmark digits of the new cow based on its facial features. However, it is important to note
that if the appearance of the new cow significantly differs from the cows in the training
set, the classifier’s performance may be affected. In such cases, it is necessary to update
the training set and retrain the classifier to ensure accurate identification. Our proposed
system acknowledges this limitation and emphasizes the need to update the training set
regularly to maintain the accuracy of the classifier’s performance.

In addition, we acknowledge that the use of morphology operations in Section 2.2.1
is inherently sensitive to changes in lighting conditions. To address this, we ensured that
the lighting conditions during data collection were consistent and stable. Additionally, we
performed experiments under different lighting conditions to evaluate the robustness of
our method. However, we acknowledge that different lighting conditions may still affect
the performance of our method to some extent. As a future direction, we plan to explore
the use of alternative methods that are less sensitive to changes in lighting conditions, such
as deep learning-based approaches that can learn to account for variations in lighting.

Furthermore, our experimental results indicate that there may be specific features that
contributed to discrepancies in the accuracy of detection. However, these specific features
have not been identified yet. This highlights the need for further research to determine
the specific factors that impact the performance of the cow head region detection method.
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Therefore, future research could investigate these factors to improve the accuracy of the
detection method.

We have identified several issues that require consideration in future works, including
the small sample size, reliability of feeding behavior detection, lack of a comprehensive
literature review, and processing time of the algorithm. Moving forward, we will explore
ways to address these concerns in our future research.

In addition to the previous studies discussed, we have identified two more relevant
works that are worth mentioning. The first work, proposed by Santosh Kumar and Sanjay
Kumar Singh [14], presents a method for the automatic identification of cattle using muzzle
point pattern recognition, which is similar to our approach of analyzing the facial region.
However, the techniques employed in their work are different from ours, and we intend to
further investigate and compare their method with ours in our future works.

The second work, presented by Yu et al. [15], introduces a method for monitoring dairy
cow feeding behavior using edge computing and deep learning algorithms based on the
characteristics of dairy cow feeding behavior. Although the themes of our work and theirs
are similar, the approaches are different, and we aim to conduct a detailed comparison
between our work and theirs in our future research.

Before concluding this discussion section, we would like to note that it may be benefi-
cial to include comparisons with a few more papers related to our work. In [16], a deep
learning re-identification network model, Global and Part Network (GPN) is proposed to
identify individual cow faces. However, in our paper, we have utilized the transfer learning
approach and achieved a higher accuracy than theirs. In our work, an average accuracy
of 99.3% was achieved for the individual identification of dairy cows, which is higher by
2.24% than that of [17] where a convolutional neural network was employed for individ-
ual cow identification and monitoring feeding behaviors, and by 3.5% than that of [18].
Moreover, our work can be considered an extension of the individual cow identification
system introduced in our previous paper [19]. We have made several improvements in
several aspects.

In [20], the authors considered developing and piloting a method for improving
recognition accuracy and recovering identity information for generating cow faces that are
closer to the real identity, achieving a recognition accuracy of 94.92%. This rate is lower by
4.38% than ours. Another interesting paper that should be mentioned is [21], which is a
recently published cow individual identification method based on Deep Otsu and Efficient
Net, achieving an average accuracy of 0.985 in the individual identification of dairy cows.
However, this rate is lower by 0.8% compared to ours, and the methodology is different
from ours.

Moreover, several papers recently appeared in the literature related to our works.
Studies on feeding behaviors around calving in dairy cattle [22] and predicting the feed
intake of cattle based on jaw movement using a triaxial accelerometer [23] are some of
them. Although the approaches are different from ours, since feeding time estimation
and feed intakes are related, further analysis would be worthwhile to investigate in more
detail [24,25].

In summary, our work achieved a high accuracy rate in the individual identification
of dairy cows using the transfer learning approach and outperformed several existing
methods. Our work is an extension of our previous paper, and we have made several
improvements in different aspects. Although some recent papers have been published on
cow individual identification and feeding behavior, our approach is different and further
analysis could be done in future research.

5. Conclusions

In this paper, we proposed a method for identifying individual cows and estimating
their feeding time using facial analysis. We utilized a YOLO detector to extract the cow
head region from video images captured during feeding and employed transfer learning
for cow identification. We conducted experiments in a medium-sized dairy farm and the
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results indicate that our method has the potential to address some of the challenges faced
by the Japanese livestock industry, particularly by improving productivity and reducing
the labor burden associated with managing large numbers of cows.

However, we acknowledge that there is a need for further analysis to support our
findings. We identified several issues that need to be considered in future works, including
the small sample size, reliability of feeding behavior detection, and processing time of
the algorithm. Moving forward, we will explore ways to address these concerns in our
future research.
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