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Abstract: Golf course maintenance requires the use of several inputs, such as pesticides and fertilizers,
that can be harmful to human health or the environment. Understanding the factors associated with
pesticide use on golf courses may help golf-course managers reduce their reliance on these products.
In this study, we used a database of about 14,000 pesticide applications in the province of Québec,
Canada, to develop a novel hybrid machine learning approach to predict pesticide use on golf courses.
We created this proposed model, called RF-SVM-GOA, by coupling a support vector machine (SVM)
with random forest (RF) and the grasshopper optimization algorithm (GOA). We applied RF to handle
the wide range of datasets and GOA to find the optimal SVM settings. We considered five different
dependent variables—region, golf course ID, number of holes, year, and treated area—as input variables.
The experimental results confirmed that the developed hybrid RF-SVM-GOA approach was able
to estimate the active ingredient total (AIT) with a high level of accuracy (R = 0.99; MAE = 0.84;
RMSE = 0.84; NRMSE = 0.04). We compared the results produced by the developed RF-SVM-
GOA model with those of four tree-based techniques including M5P, random tree, reduced error
pruning tree (REP tree), and RF, as well as with those of two non-tree-based techniques including the
generalized structure of group method of data handling (GSGMDH) and evolutionary polynomial
regression (EPR). The computational results showed that the accuracy of the proposed RF-SVM-GOA
approach was higher, outperforming the other methods. We analyzed sensitivity to find the most
effective variables in AIT forecasting. The results indicated that the treated area is the most effective
variable in AIT forecasting. The results of the current study provide a method for increasing the
sustainability of golf course management.

Keywords: active ingredients total (AIT); golf courses; grasshopper optimization algorithm (GOA);
hybrid model; random forest (RF); pesticides; support vector machine (SVM); sustainable agriculture

1. Introduction

Golf courses are open green spaces that are usually located in urban or periurban
settings and provide several benefits to the community [1]. However, the inputs used to
maintain their playing surfaces, such as pesticides and fertilizers, can have detrimental
effects on the environment and human health. These concerns have led several European
countries to ban or severely restrict the use of these products [2]. In Canada, although
several municipalities have adopted by-laws to restrict or ban the use of pesticides on
turf, golf courses are generally excluded from these regulations [3]. However, a study
conducted in Ontario showed that pesticides applied to golf courses can harm aquatic
life in adjacent watersheds [4]. Some of the common pesticides used on Canadian golf
courses exhibit carcinogenic or genotoxic behavior under specific circumstances [5]. To
address these concerns about pesticide use and their impact on human health and the
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environment, since 2003, the province of Québec has required all golf courses to submit a
triennial pesticide reduction plan, signed by a certified agronomist, to its Ministry of the
Environment (MOE). This plan must also include pesticide reduction objectives for the
following three years and methods that will be implemented to achieve those objectives [6].
Because several unpredictable factors can affect pest pressure and pesticide use, golf
managers and agronomists may face challenges in defining realistic objectives that will also
result in the largest possible reductions.

Several factors affect the pesticide use decision process. In a study on the existing
methodological gaps in pesticide use management, Abadi [7] highlighted the importance
of policy initiatives and knowledge transfer in pesticide-use behavior. However, studies
on golf course pesticide use have mostly focused on the environmental impact of their
use. For example, Baris et al. [8] conducted a meta-analysis of 44 studies investigating
pesticide and nutrient concentration in the water bodies surrounding 80 golf courses over a
20-year period. Other researchers have focused on the impact of pesticides on soil biota [9],
stream salamanders [10], birds [11], and golfers [12]. However, large-scale studies on actual
pesticide use on golf courses, including product selection, application rates, and areas
treated, are scarce. In such a study conducted in Northern Ireland, Kearns and Prior [13]
reported an average of 2.2 kg of pesticides applied per hectare in the year 2007. More
recently, Bekken et al. [2] evaluated the risk associated with pesticide use on golf courses
in Wisconsin and New York. Both of these studies relied on surveys distributed to golf
course superintendents, requesting their pesticide application records, which resulted in
relatively small sample sizes (44 courses in Northern Ireland and 22 courses in the USA).
Using a large dataset of pesticide applications from multiple golf courses over many years
would provide a more accurate portrait of the situation and help identify factors affecting
pesticide use in these areas.

Many studies have been conducted on machine learning (ML) techniques in simulating
engineering problems. Increasing numbers of such studies are being performed every day
due to the capability of ML to solve complex nonlinear problems. The use of ML methods
is also common in the agricultural field [14]. Some of the well-known machine learning
techniques are artificial neural networks [15], support vector machines [16], and decision
trees [17]. To the best of our knowledge, no specific study has been published on the
application of ML to understand and predict pesticide use on golf courses. The objective of
our study was to develop a ML algorithm that can (1) analyze a database of approximately
14,000 pesticide applications to golf courses in the province of Québec, Canada; (2) identify
golf course characteristics associated with pesticide use; and (3) predict future pesticide
use to better guide golf-course managers in achieving their pesticide reduction objectives.

We developed the resulting algorithm by coupling random forest (RF), support vector
machine (SVM), and the grasshopper optimization algorithm (GOA) for pesticide use
(expressed as actual ingredient total (AIT)) forecasting. This study provides four novel
contributions. First, by exploring the literature, we found that this is the first study on
the application of ML approaches to modeling pesticide use on golf courses. Second, we
are the first to introduce the developed hybrid method for the modeling of agricultural
parameters. The method is a combination of three different types of machine learning
models; a classification technique (i.e., RF), a regression-based machine learning model
(i.e., SVM), and an optimization algorithm (i.e., GOA). Third, we validated the developed
hybrid model on a large database, thereby confirming its reliability. Fourth, in this study,
our main aim was not only to find a model for explaining pesticide use on golf courses, but
also to determine the sensitivity of the developed model to various input variables. From a
comparison of the results produced by the developed hybrid RF-SVM-GOA method with
those of tree-based techniques, including M5P, random tree (RT), reduced error pruning
(REP) tree, and random forest (RF), and those of non-tree-based techniques including
generalized structure of group method of data handling (GSGMDH) and evolutionary
polynomial regression (EPR), we found that RF-SVM-GOA outperformed the other em-
ployed ML-based techniques. In addition, we defined different inputs to find the most (or
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least) effective variables in AIT forecasting and a model with the optimal tradeoff between
the lowest number of input variables and highest accuracy. Moreover, we analyzed the
sensitivity analysis to check the sensitivity of the developed model to each input variable.

2. Materials and Methods
2.1. Golf Course Database

In the province of Québec, Canada, golf-course managers have been required by law,
since 2003, to submit a pesticide reduction management plan every three years to the
Ministère de l’Environnement et de la Lutte aux Changements Climatiques (MELCC, i.e.,
Québec Ministry of Environment). According to the provincial law [4], these plans must
contain: (i) golf-course identification (name, address, and ownership); (ii) total golf-course
surface (ha), including greens, fairways, tee boxes, sand traps, and rough; (iii) quantities
of pesticides applied in the previous three years, including product name, registration
number, and area treated; (iv) methods used to prevent pesticide migration outside the
course; (v) methods used to monitor pests and to control them without the use of pesticide;
(vi) pesticide reduction objectives for the next three years. These plans must be signed by a
certified agronomist licensed by the Ordre des Agronomes du Québec (professional board
of agronomists).

This regulation has allowed MELCC to compile a database of all the pesticides used
on 380 golf courses in the province between 2003 and 2017. The geographical locations of
the golf courses are indicated in Figure 1. Most of studied golf courses are located in the
south of Québec, with some scattered in the east and west of the province.
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The compilation of all the pesticide reduction plans received by the MELCC has
resulted in a database of 13,220 unique pesticide applications. We used this database for the
development of the ML model, using five input variables (treated area (TA), administrative
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region (AR), golf course ID (GFI), number of holes (NH), and year (Y)) and one output
variable (AIT). We attributed to each golf course with its fixed number of holes a given
ID number in the MDDELCC database (golf course ID). The treated area (square meters)
corresponds to the area treated with a given pesticide, whereas the region corresponds
to the administrative region (numbered 1 to 17) of the province of Québec where the golf
course was located. For each application, we calculated AIT as AIT = Q × C, where Q
is the quantity of pesticide applied in kilograms or liters and C is the concentration of
the active ingredient in the applied pesticide in percentage. For modeling purposes, we
randomly selected 70% of the 13,220 samples as calibration samples and the rest were used
as validation samples.

The statistical indices of the independent input and dependent output variables are
presented as box plots in Figure 2. In this figure, only two input variables (treated area
and number of holes) are shown. Region and golf-course ID are only labels and should
be treated as qualitative, not quantitative, variables. The same applies for years. Thus, we
do not show boxplots for these three data series. We applied these parameters in models
to help the classification method (i.e., random forest). Notably, we considered samples
where the AIR was >3 times the maximum label rate as outliers and removed them from
the database. We observed that the difference between the minimum and maximum TA
and AIT were so large that, by reducing the range of numbers in Figure 2a,b, many of these
samples were near to the minimum values of the variables.
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(b) active ingredient total (AIT); (c) number of holes (NH).

Given the many samples in the high ranges of these variables, they could not be
considered as outliers. Owing to this large variation in AIT as the outcome, the machine
learning models faced considerable challenges in adjusting the model hyperparameters
and in training to produce a model with a good prediction performance for all range of
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samples. The results of the ANOVA and Duncan’s multiple range tests [18] indicated a
significant difference between the highest and lowest means of the input variables.

2.2. Theoretical Overview

In the current study, we developed a hybrid model by coupling a support vector
machine (SVM) with random forest (RF) and the grasshopper optimization algorithm
(GOA). The details of RF, SVM, and GOA are provided in Section 2.2.1, Section 2.2.2, and
Section 2.2.3, respectively. The full details of the developed hybrid model are provided in
Section 2.2.4.

2.2.1. Random Forest

RF is a powerful ensemble classifier that is robust against overfitting [19]. RF employs
a set of classification and regression tree (CART) methodologies to map the independent
input variables to the dependent output variable(s). The trees in RF are generated with a
bagging approach through the selection of a subset of training samples with replacement.
Some samples may be chosen multiple times, whereas some may not be chosen at all.

After we selected the training samples from all samples, generally, two-thirds (or four-
fifths, or three-fourths) are applied as in-bag (IB) samples to train the trees. Using the rest
of the samples (i.e., one-third, one-fifth, or one-fourth, respectively) known as out-of-bag
(OOB) samples, internal cross-validation is performed to check the generalizability of the
RF model for estimating unseen samples (i.e., OOB samples) [19].

Nodes are split by the random selection of the number of features (Mtry), which is a
user-defined parameter; the decision trees (DTs) are individually generated without any
pruning. By expanding the forest to the number of trees (Ntree) as another user-defined
parameter, the RF produces a tree with low bias and high variance [19]. Using the arithmetic
mean to average the probabilities of the produced classes by all generated trees, the final
classification RF-based model is built. After generating an RF-based model, we assessed
a new unlabeled sample against all DTs products in the ensemble RF model, and each
tree votes for the class membership (CM). The CM with the maximum number of votes is
selected as the final class.

2.2.2. Support Vector Machine (SVM)

SVM is a well-known robust, reliable, and efficient supervised machine learning tech-
nique applied to classification [20] and regression [21] problems. The modeling framework
in this method is defined based on statistical learning [22]. Maximizing the hyperplane
margin in SVM leads to maximizing the separation between classes. The training points
closest to the maximum hyperplane margin are called support vectors, which are used to
define the margin between classes.

Vapnik [22] defined the ε-insensitive loss function used to extend SVM for regression-
based problems [23], which is known as support-vector regression. This method employs
the theory of structural risk minimization to enhance model generalization, even if created
with limited calibration samples. The main objective of the minimization process through
the modeling phase is to find a function for the nonlinear mapping of multi-input data
pairs to the output variables with a maximum error within a certain value range (i.e., ε)
from the actual samples applied in the calibration phase.

Consider training data points as
{
(x1, y1), . . . , (xl , yl)

∣∣xi ∈ Rn, yj ∈ R, (i, j = 1, 2, . . . , l)
}

,
where l is the number of training samples. To find an SVM-based function to estimate the
dependent output variable, the nonlinear mapping is defined as:

g(h) = 〈m · φ(h)〉+ d (1)

where g(h) is the corresponding output variable of h = (h1, h2, . . . , hn) as input variable(s);
m ∈ Rn denotes the weights vector, which approximates the location of a hyperplane; n is
the number of input variables; φ(h) is an irregular SVM-based function used to allocate
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input variables(s) to high-dimensional space; and d ∈ R is the bias term, which specifies
hyperplane offset from the source.

The ε-insensitive loss function applied by Vapnik [22] is defined as:

|y− g(h)|ε = max{0, |y− g(h)− ε|}, ε > 0. (2)

An irregular SVM-based function that estimates all training samples with an error
lower than ε enforces a hard constraint on the estimation error. Moreover, in practice,
finding a function that can estimate all training samples with an error less than the specified
value (i.e., ε) may not be possible. To accomplish this and allow errors above ε, two slack
variables, ξ∗i and ξi, are defined, and the SVM optimization function is written as [20]:

Minimize : RSVM = 1
2

∥∥m2
∥∥+ C

l
∑

i = 1

(
ξi − ξ∗i

)
Subjectedto :


yi − {m · φ(hi) + d} ≤ ε + ξi
{m · φ(hi) + d} − yi ≤ ε + ξ∗i
ξi, ξ∗i ≥ 0

(3)

All parameters presented in the above relation are already defined except C, which is
the regularization parameter, which is a positive constant parameter.

The optimization problem in Equation (3) is solved using Lagrange multipliers. The
details of the solution can be found in Smola and Scholkopf [24]. The solution to Equation (3) is:

Maximum : RSVM = − 1
2

l
∑

i = 1

l
∑

j = 1

(
bi − b∗i

)(
bi − b∗i

)
G
(
hi − hj

)
−ε

l
∑

i = 1

(
bi − b∗i

)
+

l
∑

i = 1
yi
(
bi − b∗i

)
Subjectedto :


l

∑
i = 1

(
bi − b∗i

)
= 0

bi, b∗i ∈ [0, C]

(4)

where G
(
hi − hj

)
= ϕ(hi) · ϕ

(
hj
)

denotes the kernel function. By solving the above
equation, bi and b∗i are obtained. Consequently, Equation (1) is rewritten as:

g(h) =
l

∑
i = 1

(bi − b∗i ) G
(
hi, hj

)
+ d. (5)

Using the kernel function in the optimization problem in Equation (4) instead of
ϕ(h) substantially reduces the computational cost of solving high-dimensional feature
space problems. Given the adaptability of the radial basis function (RBF) kernel function
in handling complex parameters; the ease of adoption for adaptive and optimization
techniques; and its reliability, simplicity, and computational efficiency [25], we applied it in
our study. The mathematical formulation of the RBF kernel function is:

G
(
hi, hj

)
= exp

(
−γ
∥∥hi − hj

∥∥2
)

(6)

where γ (γ = 1/2σ2) is the RBF parameter.

2.2.3. Grasshopper Optimization Algorithm (GOA)

GOA [26] imitates the social interactions and behavior of a grasshopper searching
for food in nature to define a mathematical model in solving optimization problems. The
grasshopper’s life cycle includes egg, nymph, and adult stages. The swarming behavior of
grasshoppers occurs at both the nymph and adult stages [27]. Abruptly and locally moving
as exploration and exploitation search processes as well as target seeking are naturally
performed by grasshoppers.
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The mathematical simulation of the swarming behavior of grasshoppers is defined
with three main variables so that the position of the ith grasshopper (Xi) is defined as a
function of wind advection (Ai), gravity force (Gi), and social interaction (Si) as follows [28]:

Xi = Ai + Gi + Si. (7)

To describe the random behavior of grasshoppers, the above equation is rewritten as:

Xi = r1 Ai + r2Gi + r3Si (8)

where r1, r2, and r3 are considered random through [0, 1].
The mathematical definitions of the three terms for estimating grasshopper posi-

tion are:
Ai = u

_
e w (9)

Gi = −g
_
e g (10)

Si =
Ng

∑
j = 1
j 6= i

s
(
dij
)_

d ij (11)

where u and g are the drift and gravitational constants, respectively;
_
e w and

_
e g are unity

vectors in the wind direction and toward the Earth’s center, respectively; s defines the

power of social forces; dij (= xj − xi) is the distance between two grasshoppers; and
_
d ij is a

unit vector. The values
_
d ij and s are defined as:

s(r) = f e
−r
ls − e−r (12)

_
d ij =

xj − xi

dij
(13)

where f is the attraction intensity and ls is the attractive length scale.
Using a defined function for A, G, and S, the position of the ith grasshopper Equation (7)

is rewritten as:

Xi =
Ng

∑
j = 1
j 6= i

s
(∣∣xj − xi

∣∣) xj − xi

dij
− g

_
e g + u

_
e w. (14)

The above equation is modified to prevent the grasshoppers from early conver-
gence [25].

Xd
i = c

 Ng

∑
j = 1
j 6= i

c
ubd − lbd

2
s
(∣∣∣xd

j − xd
i

∣∣∣) xj − xi

dij

+
_
T d (15)

where ubd and lbd are the upper and lower bounds in the dth dimension, respectively; s is

a parameter defining the power of social forces Equation (11);
_
T d is the value of the dth

dimension (i.e., the best solution obtained so far); and c is a parameter used to shrink the
attraction, repulsion, and comfort zones.

Among the parameters presented in Equation (7), S is very similar to the first term of

Equation (13). We also assumed that the wind direction is always toward the target (
_
T d),

parameter A was omitted, and gravity (i.e., G) was ignored.
For balancing exploitation and exploration in GOA, parameter c must be reduced

compared to the iteration number. The comfort zone is decreased by c in proportion to the
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iteration number. Using this process prevents the reduction in exploitation by enhancing
the iteration number. It is defined as:

c = cmax − kl
cmax − cmin

K
(16)

where cmin and cmax are the minimum and maximum values that Saremi et al. [26] rec-
ommended as 0.00001 and 1, respectively; kl and K denote the current iteration and the
maximum number of iterations, respectively.

To define the next position of the grasshoppers with the developed GOA-based equa-
tion Equation (14), the position of the target and all other grasshoppers as well as its current
position must be considered. The first term of Equation (14) considers the position of the
current grasshoppers in relation to the other ones. The position of the search agent in GOA
is updated based on the positions of all other search agents, its current position, and the
global best.

2.2.4. Developed Hybrid RF-SVM-GOA

The developed hybrid method is a new coupling of SVM with two different methods:
RF as a classifier to handle the high range of samples and GOA as an optimization algorithm
to find the optimal value of the SVM. The modeling of the developed RF-SVM-GOA model
was performed by an integrated computer program in the MATLAB environment. Figure 3
depicts the flowchart of the developed hybrid techniques for AIT forecasting. The first step
involves categorizing all samples into calibration and validation data. Using calibration
samples, different random vectors are generated through the training phase based on the
defined framework for RF and are employed to build multiple DTs. The created DTs are
combined to produce the final trees. For each selected tree, random values for a predefined
swarm are initialized, and the fitness function is calculated for this swarm. For the number
of iterations defined by the user, the following step is performed: from the first iteration
until reaching the maximum number of iterations, the reducing parameter used to shrink
attraction and comfort zones, as well as repulsion (c), is updated by Equation (15). For
all search agents, the distances between grasshoppers are normalized, the position of the
current search agent is updated by Equation (14), and the boundaries of the current search
agents are controlled. Next, the SVM is implemented, and the cost function is recalculated
to find the best search agent. This process is repeated to reach all search agents at different
iteration numbers as well as for all trees to find the final model for AIT forecasting.

Owing to the considerable differences between the minimum and maximum of the
independent input variables as well as the dependent output variable, a hybrid model is
required for AIT forecasting. In the current study, we considered two machine learning
categories, including tree- and non-tree-based techniques, to find the optimal model for AIT
forecasting. The tree-based techniques included M5P [29], random tree [30], REP tree [31],
RF [32]; the non-tree-based techniques included GSGMDH [33], EPR [34], and SVM [35].

The main modeling challenge with ML techniques is adjusting the predefined hyper-
parameters of the model. The trial-and-error process is one of the well-known methods
used for finding them; however, the process requires many trials to reach the optimal value
of these hyperparameters for a given problem. Notably, the user experience also strongly
impacts the faster identification of optimal values. In addition, the interaction of these
parameters is a source of prediction errors; in such cases, the trial-and-error process faces
considerable problems. Therefore, in order to find the values of the parameters of this
method, evolutionary algorithms are used so that the values are found automatically and
are used in modeling. Through a trial-and-error process, the optimized values of different
parameters of the mentioned models were found and provided in Table 1.

2.3. Performance Evaluation Criteria

According to the stochastic nature of AIT, considering only one criterion to assess the
performance of each model would be insufficient. Therefore, we applied a group of statisti-
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cal indices, including the correlation coefficient (R), mean absolute error (MAE), root mean
square error (RMSE), and normalized RMSE (NRMSE), to evaluate the performance of the
developed model for AIT forecasting. Simultaneously considering the mentioned indices is
sufficient for evaluating the efficiency of a model [36]. The mathematical definitions of R,
MAE, RMSE, and NRMSE are as follows, respectively:

R =

l
(

l
∑

i = 1
AiPi

)
−
(

l
∑

i = 1
Pi

)(
l

∑
i = 1

Ai

)
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l

∑
i = 1
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i

)
−
(
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∑
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)2)(
l
(

l
∑
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P2

i

)
−
(

l
∑

i = 1
Pi

)2) (17)

MAE =

l
∑

i = 1
|Pi − Ai|

l
(18)

RMSE =

√√√√√ l
∑

i = 1
(Pi − Ai)

2

l
(19)

NRMSE =
1

l
∑

i = 1
Ai

√√√√√ l
∑

i = 1
(Pi − Ai)

2

l
(20)

where l is the number of samples; Pi and Ai are the predicted and actual (respectively) ith
sample values, respectively.
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Table 1. Optimized values of parameters of different models.

Method Parameter Setting

RF

Bag size percentage 100
Batch size 100

Maximum depth of tree 10, 5
Number of decimal places 2
Number of execution slots 1

Number of features 1
Number of iterations 100

Seeds 300, 10

RT

Number of randomly chosen attributes 0
Minimum total weights of instances in a leaf 1

Minimum proportion of the variance of all data that need to be present
at a node for splitting to be performed in regression trees 0.001

Seed 100
Maximum depth of tree 5

REP Tree

Minimum total weights of instances in a leaf 2
Minimum proportion of the variance of all data that need to be present

at a node for splitting to be performed in regression trees 0.001

Seed 100
Maximum tree depth 5

M5P
Minimum number of instances to allow at a leaf node 20

Number of decimal places to be used for output of numbers in model 20

GSGMDH
Maximum number of inputs for individual neurons 3

Maximal number of neurons in a layer 10
Degree of polynomials in neurons 3

EPR

Number of terms 50, 200
Maximum number of iterations 50

Population size 50
Crossover percentage 0.35
Mutation percentage 0.04

GOA

Maximum number of iterations 1000
Number of search agents 70

cmin 0.00001
cmax 1

3. Results and Discussion

Figure 4 graphically represents the AIT modeling in the current study. As shown
in the figure, the modeling involves four main steps: (1) data preparation, (2) methods’
structure, (3) developing hybrid model, and (4) results. The details of data preparation are
presented in Section 2.1, and the details of the methods’ structure and the development
of the hybrid model are provided in Section 2.2. Finally, our results are provided in this
section. The first step of the results involved comparing the tree- and non-tree-based
individual models. After the comprehensive comparison, we selected and compared the
best tree- and non-tree-based models. We also applied the GOA to optimize the model’s
variables. We compared all individual models and the developed hybrid model using a
Taylor diagram. After confirming the superiority of the developed method, we checked
each input variable’s effect in estimating the target parameter. Finally, we evaluated the
impact of changes in input variables on the results of the developed model.

3.1. Tree-Based Methods in AIT Estimating

Figure 5 indicates the AIT forecasting results of four tree-based techniques: M5P,
random tree, REP tree, and RF. The results of this figure show that M5P was not able to
accurately predict high AIT values, with an R of 0.58, which indicated the poor performance
of the model for high values of the target variable. In addition, this method performed
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poorly for low AIT values, both over- and underestimating the high relative error for some
samples. The correlation coefficient of the random tree (R = 0.69) was higher than that of
the M5P. This model still produced some large relative errors for high and low AIT. The
random tree method did not perform well for low AIT, so most values in the range of
0 < AIT < 40 were estimated with high error. A comparison of the M5P and random tree
results in terms of statistical indices demonstrated that random tree (R = 0.69; MAE = 21.00;
RMSE = 51.91; NRMSE = 2.71) outperformed M5P (R = 0.58; MAE = 20.69; RMSE = 58.77;
NRMSE = 3.07).
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The third method proposed for estimating AIT is the REP tree. This method did not
show an acceptable ability to estimate AIT. A quantitative comparison of the results of
the REP tree (R = 0.49; MAE = 20.55; RMSE = 63.82; NRMSE = 3.33) with those of the
other two methods showed that this method did not perform better than M5P or random
tree (i.e., REP tree < M5P < random tree). The statistical indices of these methods were
close. The last tree-based method is the RF method. According to the initial modeling
performed by this method, we observed that the use of a relatively simple model based on
RF can substantially increase the modeling performance compared with other methods (i.e.,
random tree, M5P, and REP tree). To increase the modeling accuracy to achieve the optimum
results, we performed AIT modeling with another complex RF-based technique. The
increased complexity is acceptable as long as overfitting does not occur. The performance
of the model for unseen samples also must be acceptable. Therefore, the proposed models
based on this method were complex (C) and simple (S). A comparison of RF (S) (R = 0.70;
MAE = 19.60; RMSE = 51.86; NRMSE = 2.71) with other tree-based methods showed
that the quantitative performance of this model was better than those of other tree-based
models. Although this method did not perform well for low AIT, the result produced by
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RF was more acceptable than produced by the best of the other methods (i.e., random
tree). In addition, the use of complex RF (C) (R = 0.87; MAE = 15.85; RMSE = 37.37;
NRMSE = 1.95) considerably increased the values of the numerical indices compared with
the other methods. However, to ensure the acceptable performance of this method, its
performance in a different range of AIT should also be examined. Although the complex
RF-based model performed better than the other methods as well as simple RF, this method
did not perform well in the range of 0 < AIT < 500. Therefore, non-tree-based methods or
hybrid methods should be considered to construct an optimal method for AIT modeling.
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3.2. Non-Tree-Based Methods in AIT Estimating

Figure 6 shows the scatter plot of the results of the two non-tree-based techniques in
AIT forecasting. The applied methods were evolutionary polynomial regressions (EPR)
and generalized structure of group method of data handling (GSGMDH). We used these
two methods because of the successful performance of these newly developed methods
in solving recent complex real-world problems. Increasing the complexity of these two
methods may lead to stronger models in predicting the target parameter. In this study,
we considered two models, simple and complex, as with RF, for both methods. The
increasing complexity of this model did not lead to overfitting. The notable result regarding
these methods is that both, despite the reports of good performance in solving nonlinear
problems, produced poor results for all AIT ranges. Therefore, the next option to find an
efficient model in AIT estimation was using a hybrid model.

3.3. AIT Estimating Using Hybrid Methods

Figure 7 demonstrates the scatter plot of the hybrid techniques in AIT forecasting. The
developed hybrid models included SVM integrated with RF (RF-SVM) and SVM integrated
with RF and GOA. Both developed hybrid models performed well in AIT forecasting:
the statistical indices of RF-SVM (R = 0.98; MAE = 3.32; RMSE = 13.3; NRMSE = 0.69)
and RF-SVM-GOA (R = 0.99; MAE = 0.84; RMSE = 0.84; NRMSE = 0.04) are better than
those of the considered tree- and non-tree-based techniques. A comparison of RF-SVM
and RF-SVM-GOA for an AIT of less than 40 indicated the poor performance of RF-SVM:
most samples were underestimated or overestimated with high relative error. However,
RF-SVM-GOA performed well in this range. This model overestimated in the range of [0, 8]
and both overestimated and underestimated in the range of [8, 40] but the relative error of
RF-SVM-GOA was much lower than that of RF-SVM. A comparison of these two methods
showed the importance of coupling SVM with GOA to find the optimum values of SVM
for all defined categories in the RF.

3.4. Comparison of the Individual and Hybrid Methods in AIT Estimating

Figure 8 plots a Taylor graph for the comparison of the different developed techniques
(individual methods including tree- and non-tree based and hybrid models) in AIT forecast-
ing. A Taylor graph [37] is a graph that simultaneously compares different models by using
three indices: correlation coefficient, standard deviation, and RMSE. The model with the
shortest distance from the observed point has the best performance. Therefore, the models
we developed ranked in descending order as RF-SVM-GOA, RF-SVM, RF, GSGMDH, EPR,
RT, M5P, and REP tree (REPT).
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3.5. Evaluation of the Importance of Each of the Input Parameters in AIT Estimating

The effect of each independent input variable on AIT forecasting using the developed
hybrid technique is shown in Table 2. According to this table, removing the treated area (TA)
from the model inputs (Model 2) substantially reduced the modeling accuracy compared
with Model 1. Furthermore, the correlation coefficient of Model 2 was less than 1% of the
value of this index for Model 1, whereas the RMSE, NRMSE, and MAE indices for Model 2
were more than 362, 570, and 570 (respectively) times higher than for Model 1. Removing Y
and GCI as input variables also decreased the AIT modeling accuracy. Although Models 5
and 6 performed poorly in AIT estimation, their accuracy was higher than that of Model 2.
Similar to the three variables GCI, TA, and Y, not using the two variables NH and R (Models
5 and 6) affected the modeling results. However, the importance of these two variables (i.e.,
NH and AR) was lower than that of the others. The correlation coefficients of Models 5 and
6 were 47% lower than that of Model 1. The values of RMSE, NRMSE and MAE for Models
5 and 6 were more than 3, 59, and 59 times higher than in Model 1. TA, Y, GCI, NH, and
AR ranked first to fifth, respectively, in terms of the effect of the input variable.

3.6. Sensitivity of the Developed Models on the Input Variables

Figure 9 shows the impact of the number of holes (NH) and treated area (TA) on the
performance of the developed RF-SVM-GOA model. For the number of holes (NH) and
treated area (TA), we considered changes of ±5 to ±10, and ±5% to ±10%. However, after
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±5%, we observed almost no changes. A unit change in the NH resulted in more than
a 33% reduction in R, whereas a 1% change in TA resulted in a more than 74% in R. A
decrease of five units led to a substantial decrease in R: close to 0.3 for both. In addition,
increasing the TA value by 5% reduced the correlation coefficient of the model to R = 0.25.
Similar to the R, the largest decrease in modeling accuracy occurred in the first 1%. For
example, the percentage changes in the different indices due to a 1% change in TA were
R = 75%, MAE = 2683%, RMSE = 8092%, and NRMSE = 8092%. Therefore, we observed
that the proposed model is sensitive to the values of different variables, which should be
considered when measuring this variable and was expected given the wide ranges of input
and output data.
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Table 2. Effect of each independent input variable on AIT forecasting using developed hybrid technique.

AR NH GCI Y TA Model
No. R2 RMSE NRMSE MAE

• • • • • 1 0.999 0.839 0.843 0.044
• • • • 2 0.003 303.782 480.594 25.072
• • • • 3 0.011 73.952 261.179 13.625
• • • • 4 0.020 54.141 204.369 10.661
• • • • 5 0.522 2.563 49.765 2.596

• • • • 6 0.522 2.563 49.766 2.596

AR = administrative region, NH = number of holes, GCI = golf course ID, Y = year, TA = treated area.
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Figure 9. The impact of changes in input variables on the performance of the developed RF-SVM-GOA.

4. Advantages, Limitations, and Future Improvements

The hybrid model that we developed was successful in estimating the actual ingredient
total (AIT). The main advantage of the proposed method is not only accurate AIT forecasting
but also the automatic finding of SVM variables and the automatic classification of the
main calibration samples to overcome the limitation of machine learning in real-world
problem modeling when the range of sample values is wide. Previous research using
machine learning to predict pesticide behavior [38] or crop risks [39] relied mostly on either
tree-based methods or artificial neural networks. However, a mixed approach, using a
gradient boosting regression tree coupled to extended connectivity fingerprints, has been
previously used to predict pesticide dissipation in plants [40].
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In the current study, we applied GOA to find the optimal values of the SVM. The
main advantage of GOA is updating the grasshopper’s position not only using the best
solution found so far, but also the positions of all the other grasshoppers. This is an
advantage of GOA over other nature-inspired optimization algorithms such as particle
swarm optimization and genetic algorithm [26]. The other advantages of this optimization
algorithm are its fast convergence even in unknown search spaces [26,41] and its continuous
exploitation and exploration abilities [26]. However, the developed hybrid model can also
be implemented by newly introduced nature-inspired machine learning methods such as
the Salp swarm algorithm (SSA). To our knowledge, the current study is the first one to
combine different types of machine learning from two different categories (i.e., REPTree,
M5P, RT, and RF as tree-based methods and GSGMDH, EPR, and SVM as non-tree-based
methods) for estimation of the pesticide use on golf courses.

The challenges that prevent improvement in applying and developing machine learn-
ing in AIT forecasting must be considered. The existing challenges related to analyzing
and estimating AIT are as follows:

Modeling challenges: The main modeling challenges in the current study for a com-
puter with an Intel Core i7 processor and 10 GB RAM included: (i) finding the optimum
value of parameters for each ML model, (ii) needing to run the model with a large number
of iterations (1000–100,000), (iii) the long training time required for most of the models (one
hour to more than one day), (iv) the low memory available for running other powerful
machine learning approaches such as individual support vector machine and adaptive
neuro-fuzzy inference system (ANFIS) due to the complexity of the problem samples
resulting in out-off memory, and (v) the more than 780,000 runs required to calculate
the sensitivity.

Data challenges: The main challenge with the data was the number of large samples
with small independent variables that we had for mapping the dependent output variable
and input variables. The many samples resulted in a time-consuming modeling process,
especially for the current study, where we coupled RF and GOA with SVM.

We developed this model using data that were available under the current regulations
in the province of Québec. However, other factors affecting pesticide use on golf courses
are not considered in these regulations. For example, Bekken et al. [2] showed a correlation
between pesticide use and golf course economic data such as revenue per hectare and main-
tenance budget. Other factors, such as superintendent experience and level of education,
golfers’ expectations, and local environment characteristics may also affect pesticide use
but are not included in our proposed model.

5. Conclusions

In the current study, we developed a new hybrid supervised machine-learning-based
model for pesticide application forecasting, expressed as actual ingredient total (AIT), on
golf courses. This model can help Québec golf-course managers more accurately predict
their pesticide use and be more efficient in setting their pesticide-reduction objectives
as required by the current regulations. Agronomists and regulatory authorities can also
use the model to better refine the process through which golf courses set and achieve
their objectives in pesticide reduction. For example, favorable economic measures can
be implemented for golf courses that use less pesticides than the amount predicted by
the model. Furthermore, this model can be adapted to other crops where reductions in
pesticide use are required if a database of pesticide applications is available.

This hybrid technique is a new coupling of the support vector machine (SVM) method
with random forest (RF) and grasshopper optimization algorithm (GOA). To estimate AIT,
we considered five independent input variables: year (Y), golf course ID (GCI), administra-
tive region (AR), treated area (TA), and number of holes (NH). We compared the results
of the developed RF-SVM-GOA with those of four tree-based techniques including M5P,
random tree, reduced error pruning tree (REP tree), and RF, and those of non-tree-based
techniques including the generalized structure of group method of data handling (GS-
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GMDH) and evolutionary polynomial regression (EPR). The comparison of the results
indicated that RF-SVM-GOA (R = 0.99; MAE = 0.86; RMSE = 0.87; NRMSE = 0.04) outper-
formed the tree- and non-tree-based techniques. The supervised machine learning methods
we developed in the current study ranked in descending order as RF-SVM-GOA, RF-SVM,
RF, GSGMDH, REP tree (REPT), RT, M5P, and EPR. By removing one of the input variables
for each model, we defined six different models to find the optimal input combination. The
results of the defined models showed that AR and NH had the least impact on AIT fore-
casting, whereas TA was the most effective input variable. Using the optimum model with
five input variables, we performed a sensitivity analysis to determine the sensitivity of the
developed model to each input variable. The results demonstrated the high sensitivity of
the developed RF-SVM-GOA method compared to those of the other considered methods;
the highest sensitivity was related to TA and the sensitivities to NH and Y were similar. In
a future step, climatic variables such as precipitation and temperature will be used as input
variables to improve the developed hybrid model for forecasting AIT in the future based
on the different climate change scenarios.
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