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Abstract: In this study, official data from Russia’s regions for the period from 2015 to 2019 were
analysed on the basis of 12 predictor variables in order to explain the regional raw milk price. Model
training and hyperparameter optimisation were performed with a spatiotemporal cross-validation
technique using the machine learning (ML) algorithm. The findings of the study showed that
the RF algorithm had a good predictive performance Variable importance revealed that drinking
milk production, income, livestock numbers and population density are the four most important
determinants to explain the variation in regional raw milk prices in Russia.
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1. Introduction

Self-sufficiency and food security are the priority goals of Russian food policy [1].
Policy makers in Russia consider the issue of achieving self-sufficiency with milk and dairy
products in Russia to be related to various other social and economic problems [2]. Russia’s
new Doctrine of Food Security, which has been in place since January 2020, defines the
minimum necessary level of food independence as the level of self-sufficiency in percentage
terms. For the milk sector, this level corresponds to the ratio of domestic milk and dairy
production relative to the volume of internal consumption. This ratio should be at least
90% [3]. However, at the end of 2019, the self-sufficiency rate of milk and dairy products (in
terms of milk) was around 82.4% [4]. Milk and dairy product consumption has continued
to decrease slowly, from 248 kg per capita in 2013 to 231 kg per capita in 2017 [5]. In 2013,
domestic milk and dairy production accounted for 76.6% of domestic consumption, with
the remaining 23.4% being imported from various countries [6].

Raw milk prices in Russia are influenced by the scarce dairy production and competi-
tion on the dairy market, while processing plants process only 50% of their milk processing
capacity [4]. Low milk production in Russia is affected inter alia by the low purchasing
power of the population [7]. The high requirements of the dairy market regarding the com-
petitiveness of raw milk influence inter alia raw milk prices in Russia and dairy products’
availability among consumers [8].

During the study period, regional raw milk prices in Russia had a high variance across
administrative regions. For instance, in 2019 the raw milk price varied from 238 Euro/t in
Irkutsk region to 2504 Euro/t in Chukotka region, while income varied from 212 Euro in
Tyva Republic and Republic of Ingushetia to 1062 Euro in Chukotka region. Gross regional
product per capita was the lowest in the Republic of Ingushetia (1857 Euro) and the highest
gross regional product was observed in the Sakhalin region (30,591 Euro). This variation
is difficult to explain, since there is limited scientific research in this field, even though
it affects the whole dairy supply chain. Therefore, we tried to investigate the drivers of
this spatiotemporal variation. The distances between the regions are huge, and population
density and income per capita, as well as consumer preferences, may vary widely from
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western Russia to the far east of the country, and between the country’s European and
Asian regions. Therefore, the research question for this study was “Why do regional raw
milk prices differ in Russia and what are the determinants that explain these differences?”.

While this is a standard problem in economic price analysis, conventional econometric
estimations have failed in this case due to endogenous price–quantity relationships in the
dataset and a lack of relevant predictors, resulting in two-stage least squares or related
approaches becoming biased.

At present, machine learning (ML) is often used in agricultural sciences [9–11], in
economics [12] and in a wide range of other scientific questions, such as image classifica-
tion [13] and object detection [14]. The machine learning approach has some advantages
compared to conventional regression methods because it provides an intuitive interpretabil-
ity through variable importance and an analysis of partial dependences [15]. Moreover,
machine learning methods are helpful in quickly understanding important information in
the raw data, with a higher predictive performance [16].

To this direction, we applied ML to identify the determinants of regional raw milk
prices in Russia using an ML random forest (RF) model. The aim of the study was also to
understand which drivers influence the regional raw milk prices in Russia due to their large
variation across the regions and to examine the potential of using the machine learning
method for this purpose. The difficulties of the research were collecting and combining
the data from two different databases, as well as the presence of some missing values
and multicollinearity in the data. To our knowledge at the time of writing, there are
no similar works investigating the same problem with traditional or machine learning
methods. This does not allow for a comparison between our results and results from
similar models. However, it highlights the necessity of such studies. Moreover, the existing
literature does not describe the raw milk market structure in depth. Our study provides
new insights in this direction. The key problems addressed in the study were revealing the
most important determinants of raw milk prices in Russia from the predictors presented
in the data, providing insights into the relationships between the milk price and the most
important variables and predicting the milk prices based on the set of predictors, applying
spatiotemporal cross-validation due to spatiotemporal autocorrelations in the data. In
this paper, the predictive performances of three different cross-validation techniques were
compared and discussed.

2. Materials and Methods
2.1. Conceptual Framework and Hypotheses

The standard model in economics describes price formation as the equilibrium between
supply quantity and demand quantity. However, when econometrically and simultaneously
estimating determinants of supply and demand, endogeneity problems usually arise due
to reverse causality.

According to the Law of One Price (LOP), raw milk prices in different Russian regions
should be linked through a common long-run equilibrium. It was shown that the LOP
empirically fails when transportation costs are not considered [17]. However, transportation
costs could be expected to play an important role in the formation of raw milk prices across
Russian regions.

In the present study, regional milk prices in Russia over a five-year period (2015–2019)
were investigated by empirically assessing the effect of twelve different determinants on
this response variable. The research hypothesis describes that the collected predictors are
related to the raw milk price and can explain to some extent the spatiotemporal variation
in raw milk prices across Russian regions.

Twelve predictor variables were included in the final data analysis, and five variables
were excluded due to multicollinearity. The twelve analysed predictor variables were
income, population density, drinking milk production, number of dairy companies, invest-
ments, livestock numbers, milk yield, milk production per capita, milk consumption per
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capita, total cheese production, average amount of processed milk per company and total
number of milk producers (companies).

2.2. Analytical Framework

Figure 1 shows the research approach adopted in this study and depicts a detailed
workflow and all the applied methodological approaches.
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2.3. Data Collection

The data were collected from two sources: the Russian Federal State Statistics Service
(RFSSS) and the Dairy Intelligence Agency (DIA, formerly the Russian Dairy Research
Centre). The data were collected for 78 regions in the Russian Federation over a seven-
year period (2013–2019). At the time of data collection, data for 2020 were not publicly
available. The data were limited to seven years because the DIA only contains data from
2013 onwards. The aim of this research is to investigate the determinants of raw milk prices
in Russia. Combining data before and after the introduction of embargo (2014) complicates
the interpretation of results due to differences in the raw milk market. Thus, we kept
the data for the period 2015–2019 (5 years). The collected data consist of 23 columns and
390 rows (8970 datapoints). The database includes the 78 Russian administrative regions
(region name and region ID), the response variable (raw and log-transformed), and the
17 predictor variables for the period 2015–2019. Both response and predictor variables in
the database show the annual values for the above-mentioned years. In the DIA database,
only the annual values are provided.

The DIA collects annually statistical time series data on dairy science and contains
information that is not currently offered by the RFSSS (“Population density”, “Total number
of milk producers (companies)”, “Milk production per capita”, “Milk consumption per
capita”, “Total need for milk”, “The total amount of processed milk”, “Total drinking milk
production”, “Total cheese production”, “Total number of dairy companies”). In total,
78 regions were included, rather than the official number of 85 regions in the Russian
Federation, as the DIA considers the following seven regions to be sub-regions of their
larger neighbouring regions (Moscow city in the Moscow region, St. Petersburg in the
Leningrad region, Sevastopol city in the Republic of Crimea, the Republic of Adygea in
the Krasnodar region, the Khanti-Manssiskiy autonomous region and Jamalo-Nenetskij
autonomous region in the Tyumen region, and the Nenetsk autonomous region in the
Archangelsk region). However, the RFSSS separately provides data for these seven sub-
regions. To match the data from the DIA, the RFSSS data from these seven regions were
merged with the data for their larger neighbouring regions using the weighted average.
All the data collected by RFSSS (“Gross regional product per capita”, “Population surplus”,
“Livestock cattle”, “Investments in stock capital”, “Income per month per capita”, “Milk
yield per cow”, “Milk price”) and was aggregated using population-weighted mean. A
total of 17 potential explanatory variables were collected (Table 1).
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Table 1. All 17 collected explanatory variables (variable in each region/year).

Variable (Unit) Description Abbreviation Source

Population density (people/km2) Population density Popul_density DIA
Total number of milk producers

(companies)
Total number of milk producing

companies Milk_producers DIA

Milk production per capita (kg) Milk production per capita Milk_production DIA
Milk consumption per capita (kg) Milk consumption per capita Milk_consumption DIA

Total need for milk (t) Total need for milk Need_milk DIA
The total amount of processed milk (t) Amount of processed milk Processed_milk DIA

Total drinking milk production (t) Production of drinking milk Drink_milk_prod DIA
Total cheese production (t) Cheese production Cheese_production DIA

Total number of dairy companies
(companies) Milk processing companies Dairy_companies DIA

Average amount of processed milk per
company (t)

Calculated as total amount of
processed milk divided by number

of dairy companies
Process_milk_comp DIA

Gross regional product per capita (Euro) Gross regional product Gross_region_prod RFSSS
Population surplus (people) Total increase in population Populat_surplus RFSSS

Livestock cattle (thousand heads) Number of livestock cattle Livestock RFSSS
Investments in stock capital (M Euro) Total investments in stock capital Investments RFSSS
Income per month per capita (Euro) Average income per capita Income RFSSS

Total population (people) Total population Total_population RFSSS

Milk yield per cow (kg)
RFSSS calculated it as the amount

of milk from all dairy herd divided
by the average livestock numbers

Milk_yield RFSSS

Links for the used databases: DIA: https://www.dairynews.ru/company/country/russia/stat/; RFSSS: https:
//www.gks.ru (accessed on 7 September 2021).

Milk price (Euro/t) was provided by the RFSSS for the period 1999–2019. However,
data before 2013 were not included in the analysis because the DIA does not contain data
from before 2013. Finally, five years (2015–2019) were analysed, and the data for 2013 and
2014 were excluded to limit the effect of the introduced embargo. The descriptive statistics
for all the collected variables are presented in Table A1.

2.4. Data Imputation

The resulting panel dataset contained 34 missing values in the explanatory variables
(0.39%) and 6 missing values in the response variable (0.07%) in all years. These missing
values were separately imputed with the available information for each region. Since the
vast majority of explanatory variables did not show specific structural breaks, imputation
based on median values was selected. However, the milk price showed an increasing
linear trend over the years for the vast majority of regions. To maintain this trend, a linear
interpolation was performed using the imputeTS package in R [18]. In the entire dataset,
four regions included missing values in the response variable. For the linear interpolation
the algorithm parameters were set as follows: time (start and end of the time series),
frequency 1 (for one year step).

2.5. Spatial Analysis

Conventional spatial lag models [19] were performed at earlier stages of analysis,
resulting in poor performance. Therefore, the RF model was used, due to the good predic-
tive performance of ML models for data with non-linear relationships. The presence of
spatial autocorrelation in the data was identified by separately calculating Moran’s I for
spatial autocorrelation in milk prices for each studied year (2015–2019) in Russia. The value
was the lowest in 2019 (0.451) and the highest in 2017 (0.627) and 2018 (0.621), while the
remaining years (2015, 2016) showed a moderate level of spatial autocorrelation. Spatial
analysis was undertaken in the form of Moran’s I, using GeoDa 1.18.0 (2020), and the spatial
map was designed using QGIS 3.16.4—Hannover (QGIS Development Team (2020)).

https://www.dairynews.ru/company/country/russia/stat/
https://www.gks.ru
https://www.gks.ru
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2.6. Feature Selection

Prior to RF model training, the relevance of all 17 predictor variables for explaining the
response variable was evaluated using the ‘all-relevant feature (variable) selection’ Boruta
algorithm. The ‘all-relevant feature selection’ method aims to identify the relevance of ex-
planatory variables to the response variable. This is an important step before ML modelling
because it ensures that only relevant explanatory variables are used for model predictions.
Thus, irrelevant and noisy predictors are not included in the analysis, maximising the model
performance [20]. The Boruta algorithm was chosen from among the different relevant
feature selection methods [20]. Recent studies show that Boruta has increased sensitivity
and selective power in synthetic and real-world datasets, outperforming other common
algorithms [21]. In short, the algorithm creates randomised copies of the explanatory
variables (so-called “shadow variables”) by shuffling them. Subsequently, a relatively fast
version of the random forest algorithm (“ranger random forest”) [22] is performed several
times and the importance of each variable is calculated. Then, the variables that scored
better than the maximum Z-score among all shadow variables are considered important,
while the variables that scored lower are considered unimportant for the analysis [20].

Although all the variables were relevant for the explanation of milk price based on
the Boruta algorithm, it was beneficial to exclude the collinear predictors because they
may lead to the incorrect identification of significant predictors [23]. The presence of
collinear variables in the prediction model can decrease explainability and create spurious
associations between predictors and response variables [24]. Moreover, partial dependence
plots (PDPs) assume the absence of multicollinearity among the variables [25].

Moreover, the collinear predictor variables were excluded from the dataset based on
their relevance, which was derived from feature selection algorithm Boruta, as well as the
correlation analysis. Subsequently, the correlation analysis, with a correlation coefficient
threshold equal to 0.7, revealed collinear predictor variables, and those with the lower
Boruta score were excluded.

2.7. Data Transformation

The explanatory data analysis showed that the milk price was highly right-skewed,
and, thus, a log-transformation was applied. Normality is not a required assumption
for RF [26]. However, recent studies have shown that, in case of severe skewness, the
appropriate transformation can improve the prediction performance [27–30].

2.8. Random Forest

It should be noted that ML is a powerful data-driven method that develops very
rapidly, and many new approaches for classification and regression problems are used, in
parallel with traditional methods [31]. The success of the ML approach is determined by
several factors, such as data quality and quantity (e.g., well-designed sampling schemes
with sufficient and representative data for all examined sub-cases). Moreover, the exclusion
of irrelevant, redundant, noisy or generally unreliable information used as predictors in-
creases the model performance [32]. In addition, the ML data-driven models are empirically
optimised, looking for the optimal solution [33]. Such models have been applied in various
studies with agricultural data [10–12], as well as in dairy science [34–37]. To the authors’
knowledge, the determinants of producers’ milk prices in Russia have not previously been
studied using ML algorithms. The motivation for using the RF model was that tree-based
methods are good at capturing non-linear relationships in data and providing the variable
importance [11]. Thus, the present study was one of the first attempts to examine the
potential of ML as a quantitative tool in dairy science (e.g., dairy economics).

It is well known that RF is an ensemble ML method consisting of classification and
regression trees [26]. In RF, the input training data are randomly, and with replacement,
divided into several samples. Each of these samples is again sub-divided into two sub-
samples (in-bag and out-of-bag sub-samples); then, the in-bag sub-sample is used to
grow the tree. Thus, each tree is grown independently from the other trees and is not
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correlated with them, as a different random sample of observations and predictors are used.
The different predictions from the trees are averaged to a final prediction in a regression
problem. In the classification problem, the majority vote is used. In parallel, the prediction
performance and variable importance are calculated based on the out-of-bag sample. The
final model is applied to calculate the predictions in the test dataset [38].

Furthermore, RF has a good resistance to over-fitting [39] and a high predictive
accuracy, even when many explanatory variables are used [40]. Over-fitting occurs when a
trained model performs well on the training dataset, but has a poor predictive performance
on the test (unseen) dataset, with the result that the difference between the prediction errors
in the training dataset and the test dataset appears and continues to increase during model
learning, apparently for reasons such as noise, hypothesis complexity, etc. [41].

The statistical analysis of the final dataset was performed with the R programming
language [42]. Lastly, the ML algorithm RF model with spatiotemporal cross-validation
was applied and its performance was compared with temporal and spatial cross-validation
techniques using the Caret R Package [43] and Random Forest R Package [44].

2.9. Model Training and Hyperparameter Optimisation

The splitting of data into training (80%) and test (20%) datasets was performed using
stratified sampling on the temporal component (Year), resulting in a dataset with an
equal number of observations per year. During the temporal and spatiotemporal cross-
validation, the traditional time series splitting was applied, using some years to predict
the remaining years. The explanatory data analysis showed a high heterogeneity among
different administrative regions. The random forest is a data-driven method, and it is
important to provide data that include the maximum available information (e.g., the entire
univariate range of the response and predictor variables). Thus, we decided to keep all the
regions in the training dataset, but not for all years.

The test dataset was kept out of the training and cross-validation and was only used
for the final model assessment. Spatiotemporal cross-validation was applied to the dataset
due to the temporal (Figure A1) and spatial autocorrelations (Figure 2, Table 2 revealed in
the data.
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Table 2. Moran’s I for spatial autocorrelation for milk prices in the period 2015–2019 in Russia.

2015 2016 2017 2018 2019

Moran’s I 0.559 0.526 0.627 0.621 0.451
p-value 0.001 0.001 0.001 0.001 0.001
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Temporal cross-validation is a more appropriate method for time series data as the
traditional random cross-validation does not account for the temporal structure of the data,
leading to overoptimistic prediction errors [45,46].

The spatiotemporal cross-validation was performed using the CAST R package [47].
During the cross-validation phase, the training dataset was split five times based on the
time component (Year). By doing this, one year was always kept out for validation. At the
same time, a region (or a group of regions) was also kept out from training. The model was
trained, and the validation was conducted for the remaining data. In the next split of the
data, another year and another region (group of regions) were held out for prediction. Data
loss related to the excluded year and excluded region (group of regions) occurred within the
training dataset during the cross-validation phase. The procedure systematically repeated
for all remaining years and regions. Spatiotemporal cross-validation represents a Leave-
Location-and-Time-Out cross-validation technique that enables the proper implementation
of spatiotemporal modelling [47].

The model predictions are made on the basis of excluded locations (regions) and
excluded points of time (years), while random cross-validation leads to a biased prediction
performance [48]. During temporal cross-validation, one year and all regions assigned with
this year were excluded from the training and used for prediction, while in the spatial cross-
validation, one region and all the years assigned to this region were excluded during every
split of the data by rotation. Over-fitting by applying temporal and spatial cross-validation
techniques can be identified through a comparison with random cross-validation [48].

In addition, RF is a relatively simple method because the most influential hyperpa-
rameter can be set according to the number of predictors that are available for splitting the
data when growing a tree, known as the mtry parameter [49]. In total, nine different mtry
values were tested and compared, based on the resultant Root Mean Square Error (RMSE),
R-squared (R2) and Mean Absolute Error (MAE). The best tune of the model was chosen
depending on minimal RMSE. The number of growing trees (ntree parameter) was kept
constant at 500 trees, which is the default value [50]. Increasing the number of trees does
not automatically improve the model’s performance [51]. The model was trained using the
caret R package [43], which allows for hyperparameter optimisation as well as temporal,
spatial and spatiotemporal cross-validation.

Lastly, the RF model with temporal, spatial and spatiotemporal cross-validation was
performed in the present study, although, due to temporal and spatial autocorrelations
of the data, the spatiotemporal cross-validation technique was chosen for the final model.
The performances of three cross-validation techniques were compared and are presented
in Table 3 (section “Results”). The final model was applied to the test dataset for an
independent assessment of model performance in a new dataset, in which RMSE, MAE, R2

and residual characteristics were calculated.

Table 3. Comparison of the random forest (RF) model performance in the training and test datasets
using temporal, spatial and spatiotemporal cross-validation techniques.

Training Dataset Test Dataset

RMSE R-Squared MAE RMSE R-Squared MAE

Temporal cross-validation 0.082 0.717 0.062 0.077 0.741 0.059
Back-transformed performance - - - 73.136 0.875 45.891

Spatial cross-validation 0.088 0.462 0.078 0.077 0.742 0.058
Back-transformed performance - - - 71.594 0.877 45.841
Spatiotemporal cross-validation 0.111 0.488 0.083 0.077 0.744 0.058
Back-transformed performance - - - 76.344 0.872 46.086

2.10. RF Variable Importance

RF calculates the variable importance of each predictor, based either on node impurity
or permutation error. Node impurity (the number of times that each variable is chosen in
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each node in each tree of the ensemble) can be biased when the predictors vary in their
scale or are correlated, and their sampling is performed with a replacement [52]. In contrast,
importance (which is calculated by estimating the increase in the prediction error when
shuffling the variable while simultaneously keeping all other variables unchanged) is more
stable and unbiased [53,54]. Given the above-mentioned facts, the permutation importance
for predictor variables was calculated in the present study. Finally, the PDPs for the eight
most important variables were presented using the pdp package [55]. These plots visualise
the partial dependence of the response variable on each single explanatory variable, with
the aim of showing their relationship type [56].

3. Results
3.1. Exploratory Data Analysis

The analysis of the mean milk price in Russia showed a steady increase from 2015 to
2017, with a small drop in 2018 before the increase continued in 2019 (Figure 3).
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The analysis of the period 2015–2019 showed that milk price rose in the period
2015–2017, then fell slightly in 2018 before continuing to rise again in 2019. A Kruskal–
Wallis test confirmed that there was a statistically significant difference in milk prices
between different years (p-value < 2.2 × 10−16). The range of the milk prices over the
years 2015–2019 was 2348 Euros (from 156 Euro to 2504 Euros), while the mean milk
price was 356 Euro/t. It should be noted that the range in milk prices in the last three
years (2017–2019) was greater, showing a greater variance between the different regions
(Figure A2). Furthermore, both median and mean prices were higher in those years.

3.2. Spatial and Temporal Autocorrelation

A visualisation of milk prices in Russia in 2019 is given in Figure 2 (section “Materials
and Methods”), which shows the spatial autocorrelation between regions. The northern
regions had higher milk prices, while some southern regions of Russia generally demon-
strated lower milk prices. From this map, it can be inferred that milk prices in some regions
were affected by milk prices in neighbouring regions, representing a spatial autocorrelation.
The data analysis showed that the raw milk price increased in almost all regions during the
study period. Only the Irkutsk region and Stavropol region showed a decrease in raw milk
prices, by 12% and 7%, respectively.

The spatial autocorrelation between regions was tested with Moran’s I, whose distri-
bution over the years is presented in Table 2. The weights were created based on the Queen
contiguity, with an order of contiguity equal to 1. The maximum number of neighbours in
a region was nine, with the mean number of neighbours being equal to 4.54, while three
regions without neighbours (Kaliningrad region, Republic of Crimea, Sakhalin region) were
removed from the analysis. As a randomisation method, the 999 permutations method
was applied.

The temporal autocorrelation between milk prices for the current year and for previ-
ous years was detected in data that were tested with the autocorrelation function (ACF)
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(Figure A1), where many years were located beyond the bounds that are significantly differ-
ent from zero at the 5% level. Autocorrelation function (ACF) showed how the milk price in
the current year was correlated with the milk price in the previous year and with the milk
price in the year before that. Partial autocorrelation function showed the autocorrelation
between milk prices, removing indirect correlations.

3.3. Results of the Feature Selection

Feature selection was conducted with the training dataset. The Boruta analysis showed
that all 17 collected predictor variables were relevant to explaining the milk price (Figure 4).
The majority of variables scored higher than the maximum shadow Z-score value among all
shadow variables (blue boxplots), indicating potentially strong predictors (green boxplots).
In Figure 4, ‘Importance’ is defined as the Z-score of each predictor variable, with the Z-
score being calculated by dividing the average accuracy loss by its standard deviation [20].
Income showed the highest predictive ability, followed by livestock numbers, drinking milk
production, population density and total population in the first five positions. However,
several variables (milk consumption per capita, population surplus, etc.) had a relatively
low importance. Nevertheless, the overall performance of these variables was higher than
the maximum shadow Z-score, allowing for their inclusion in the final model. The Boruta
algorithm showed that all the predictor variables were relevant for the explanation of
milk price.
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However, the correlation analysis revealed high correlation coefficients for several
variables; hence, the threshold for excluding the collinear variables was set at 0.7 [23], and
variables that scored higher than 0.7 (Figure A3) were excluded from analysis. At the same
time, from a collinear pair of variables, a less relevant variable in the feature selection
algorithm Boruta (Figure 4) was excluded from the subsequent analysis to increase the
interpretability of the model. The following five predictor variables (out of all 17 collected
predictor variables) were kept out of the analysis: gross regional product, total population,
population surplus, need in milk and total amount of processed milk.

3.4. Results of RF Modelling

Due to temporal and spatial autocorrelations in the data, the spatiotemporal cross-
validation technique was applied for a final model. During the optimisation process, the
algorithm examined ten different mtry values, which are presented on the horizontal axis
in Figure 5. The RMSE was minimal when mtry was 3. This value was close to the default
value of mtry for regression (number of predictor variables divided by 3) in the random
forest package [50]. The use of mtry values that were much higher or much lower than 3
increased the error, with the highest error being observed when mtry = 12 (Figure 5).
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After the optimal mtry value was found, the final model was applied to the indepen-
dent test dataset to evaluate its predictive ability. The analysis of the results showed good
overall performance in the test dataset (Figure A4). This fact was also confirmed by low
RMSE and MAE, as well as by its relatively high R2 (Table 3).

The predictive performance of the model was back-transformed into the initial scale
(Euro). Additionally, partial dependence plots were created with the response variable
in the initial scale (Euro). The different cross-validation technique assesses the model
performance in a different way, without changing the model itself. At the end of each
of three cross-validation circles, the model used the same amount of training data and
captured the same relationships between response and predictor variables. This fact is
confirmed by the similar performance of the test dataset. The results of the three different
cross-validation strategies show that both the spatial and the temporal aspects of data play
an important role in the raw milk prices.

Moreover, R2 in the test dataset was observed to be higher using the spatiotemporal
cross-validation technique, while, in this case, the spatial and temporal structure of the
data was considered. Due to spatiotemporal autocorrelations in the data, spatiotemporal
cross-validation was a more appropriate technique.

The range of predicted values of the milk price was slightly smaller than the range of
observed values. The maximum predicted value was underestimated, and the minimum
predicted value was overestimated.

The good overall performance of the model was further shown by the residual char-
acteristics. The range of residuals was relatively small, and the majority of them were
distributed around zero and approximately normally distributed (Figure A5). The RMSE
among the studied years was calculated (Figure A4). The range of prediction errors was
higher in 2015 and 2016. Furthermore, in 2017 the range of prediction errors was slightly
lower than the rest of the errors because the model could better predict the year 2017 due
to the constant increasing trend of milk prices in previous years (2015 and 2016).

3.5. RF Model Interpretation
3.5.1. Variable Importance

Based on the RF variable importance, drinking milk production was the most im-
portant predictor, followed by income, livestock, population density, investments, milk
production per capita and number of dairy companies (Figure 6).
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3.5.2. Partial Dependence Plots

Based on the analysis of PDPs (Figure 7) of the four most important variables, it
was evident that drinking milk production had a clear monotonic relationship with
milk price. More specifically, the rise in drinking milk production decreased the milk
price. Nevertheless, the maximum increase occurred within the specific range of values
(700–900 Euro/month), and then milk prices stabilised because the further income growth
did not affect the milk prices.

The increase in income lead to a growth in milk prices. In contrast, the increase in
livestock numbers decreased the milk price. It should be noted that in areas with extremely
low livestock numbers (Chukotka autonomous region, Magadan region, etc.), an abrupt
increase could be observed in milk price. The population density showed more complex
patterns, similar to livestock monotonic trends. The PDPs for the next eight important
predictor variables are presented in Figure A6.
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4. Discussion

The present study analysed the determinants of milk price formation in Russia using
the ML algorithm RF, which has a high predictive power and can detect which determinants
are most important to the explanation of milk price. The feature selection algorithm Boruta
and correlation analysis were used to exclude any irrelevant predictors from the model
training. Although the results of the Boruta algorithm confirmed the relevance of the
collected data, the exclusion of highly correlated predictors improved the interpretability
of the results. The log transformation of the data was able to improve the predictive
performance of the model further as it reduced the skewness of the milk price. Since ML
modelling is a data-driven approach, the presence of a very few extreme observations
reduced the model’s ability to learn these extreme cases. A spatiotemporal cross-validation
technique was applied to consider the temporal and spatial structure of the data. It should
be noted that the aim of this study was not to forecast milk prices, but to understand the
main drivers influencing milk prices.

This study investigated milk price variability in Russian regions in the years from 2015
to 2019. The data analysis showed that the milk price continuously rose between 2015 and
2017, with a small drop in 2018, but the rise continued in 2019. This increase was probably
due to the embargo, which forced Russia’s dairy sector to substitute imported dairy prod-
ucts with domestic production. Insufficient dairy production increased competition on the
dairy market and consequently boosted the increase in milk prices in Russia [4]. Generally,
an increase in milk price might be considered a positive development because farmers and
milk producers receive higher prices for raw milk. However, the supply of high-quality
raw milk is a serious problem in Russia due to the lack and low quality of feeding resources
and hygiene [4], as well as the contamination of raw milk with antibiotics [57].

In 2014, the global political conflict involving Ukraine (Crimea) resulted in sanctions
being imposed on the Russian Federation, which responded by introducing an embargo on
the imports of agricultural and food products (including milk and dairy products) from
the European Union, Norway, Australia, the United States of America and Canada [58].
However, it would appear that the embargo had no major negative effect on the consump-
tion level in Russia, because Russian consumers adapted their buying behaviour to the
new situation and started consuming a larger proportion of Russian products [59]. In this
respect, studies have shown that milk price changes in Russia are affected by innovations
and investment in the Russian dairy sector in a way that is independent of the international
dairy markets [60].

The highest milk prices were observed in the Chukotka autonomous district, Magadan
region and Kamchatka territory (source: RFSSS). All these regions are located in the far east
of Russia, where there are scarce feeding resources, an extremely cold climate, few milk
producers, livestock and dairy companies, and a low population density (as can be seen
from the data collected from RFSSS and DIA). Moreover, in many of these regions, there is
a poorly developed infrastructure that should be further improved [61].

The RF variable importance showed that drinking milk production was the most im-
portant determinant of raw milk prices in Russia. The increase in drinking milk production
leads to decreases in milk prices, which can be explained by the market being overfilled
with drinking milk, which decreases the price of drinking milk. This development forces
raw milk prices to fall accordingly. Consequently, the more drinking milk the region
produces, the lower the raw milk prices in this region.

Income was second the most important factor in determining the changes and fluctua-
tions in milk prices in Russian regions. Increasing average per capita income contributes
to improvements in livelihood, development of the region and a growth in demand and
consumers’ willingness to pay, and also generates additional purchasing power, etc. The
increasing purchasing power of the population will create an attractive climate for devel-
oping the dairy industry in the region, which will constantly affect the raw milk price.
This attracts new investments to the region and increases the price of consumer goods,
particularly dairy products. Higher consumer prices for dairy products could be a reason
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for the higher producer prices for raw milk in the region. Dairy companies can make a
greater profit and are able to pay milk producers more for raw milk. Increasing income in
the region leads to a rise in milk price.

Furthermore, livestock numbers were also one of the most important variables for the
explanation of milk price in Russia. The more livestock a region has, the greater the milk
supply and the larger the total amount of raw milk in the region. Thus, milk prices will
decrease due to the rise in the provision of raw milk. Dairy companies will then have a
larger raw milk supply and more options to procure raw milk. Therefore, livestock directly
influences the milk price. For example, in most northern and far-eastern Russian regions,
the number of milk producers is low and is combined with high raw milk prices. More
milk producers or larger dairy farms could lead to an increase in livestock in the region.
Therefore, a rise in livestock numbers leads to a fall in raw milk price.

Moreover, population density was also one of the most important predictor variables
influencing raw milk prices in Russia. In the extremely low populated regions, raw milk
prices are higher than in other regions. In the regions with a medium population density,
the milk prices increase. However, in the highly populated regions, raw milk prices remain
stable. Thus, the population density shows a complex relationship with milk prices and
seems to not have any monotonic trend. This phenomenon can be explained through the
non-linear relationship between population density and milk prices in Russia in the studied
period (2015–2019).

The limitation of this study is that administrative regions had to be used as an approx-
imation of spatial heterogeneity. However, some regions are very large, and whether the
prices for these regions would can represent the entire region in the same way remains
unclear. DIA was founded in 2013, providing important data for the dairy sector. Unfor-
tunately, data for the years before 2013 are not provided by RFSSS database. This limits
the ability to study the milk market before 2013. Additionally, DIA only provides data on
an annual scale and does not allow for a study of the seasonal variations in the raw milk
prices. Moreover, both databases do not provide data for the higher administrative levels
(e.g., districts of each region). Consequently, the spatial heterogeneity inside each region is
shadowed (e.g., differences between urban and rural areas). The different size and shape of
each region results in an uneven number of assigned neighbours in the spatial analysis.

Among the different examined methods, the Queen continuity offers the most realistic
representation of the spatial relationships among Russian regions. Nevertheless, the three
regions (Republic of Crimea, Kaliningrad region, and Sakhalin region) became isolates,
as they did not share any common borders with other neighbour regions. These three
regions were excluded from the calculation of the Moran’s I, but not from the random
forest modelling.

The potential of ML approaches in agriculture is continuously growing because they
provide an efficient way of processing data with complex (non-linear) relationships. Future
research could include the study of other potential covariates such as transportation costs,
fodder costs, infrastructure development, and age structure of the population, assuming
that this information will be publicly available at a later stage. In addition, the study of
other machine learning methods (artificial neural networks, support vector machines, etc.)
could further enhance the understanding of milk markets in Russia. We would like to
investigate the milk prices using finer scale data in both space and time, i.e., the sub-regions
inside each region, and based on monthly data.

5. Conclusions

Raw milk prices increased in almost all Russian regions in the period 2015–2019. As
expected, the regional raw milk prices exhibited spatial and temporal autocorrelations.
However, the consideration of spatial and temporal autocorrelations in the dataset and the
application of spatiotemporal cross-validation led to a decrease in the predictive perfor-
mance of the RF in the training dataset compared with the use of temporal cross-validation
techniques. Thus, spatiotemporal cross-validation was applied before RF model train-
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ing. Regarding the determinants of regional milk price, the ML algorithm RF was used
to estimate their influence on the response variable in the dataset. The results showed
that drinking milk production, income, livestock numbers and population density were
the four most important determinants (of those used in this study) when explaining the
regional raw milk price in Russia. An increase in drinking milk production and livestock
numbers in a region led to a decrease in raw milk price, but an increase in the income led
to an increase in milk price. The relationship between milk prices and population density
was non-linear. The findings of the present study could contribute to the stakeholders’
decision-making processes in the dairy supply chain in Russia, especially milk producers
and dairy companies.
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Figure A6. Partial dependence plots (PDPs) for the next eight important predictor variables: invest-
ments, milk production, number of dairy companies, amount of processed milk per company, milk
yield, number of milk producers, cheese productions and milk consumption.

Table A1. Descriptive statistics of the collected dataset.

Variable n Min Pctile (25) Median Pctile (75) Max Mean SD

Milk_price 390 155.8 271.3 304.3 354.1 2503.7 356.1 215.1
Log_milk_price 390 2.2 2.4 2.5 2.6 3.4 2.5 0.1
Populat_density 390 0.1 5.2 23.3 42.4 432.8 33.9 52.2
Milk_producers 390 1 151.2 253.5 473 4506 393.3 481.2
Milk_production 390 0.2 55.1 98.95 170.2 542.6 132.1 108.4

Milk_consumption 390 10.1 86.3 144.0 193.0 324 142.4 67.4
Need_milk 390 3811 82,008.2 165,124.5 278,700 3,975,390 287,775.4 490,548.1

Processed_milk 390 1 41,225 135,650 294,650 1,830,000 234,591.4 290,050
Drink_milk_prod 390 0.3 9711.3 40,621.6 107,963.8 321,112.2 70,532.9 76,357.4

Cheese_production 390 0 116.5 857.3 4470.2 68,971.1 5300.9 10,872.7
Dairy_companies 390 1 12 23 34 229 30.3 33.6

Process_milk_comp 390 1 1953.2 6129.5 10,471.1 52,692.3 7794.5 7434.2
Gross_region_prod 390 1362.8 3304.8 4462.2 6142.6 30,680.6 5673.7 4405.5

Populat_surplus 390 −22,135 −7356.5 −3576 960.5 154,016 −137.1 17,253.0
Livestock 390 0 89.8 169.3 290.3 1110.9 234.6 220.3

Investments 390 116.4 641.3 1284.6 2546.9 55,544.7 2671.9 5498.4
Income 390 190.6 289.3 325.1 386.3 1062.4 357.8 126.5

Total_population 390 49,505 796,878.8 1,192,843 2,405,156 20,291,934 1,880,821 2,444,763
Milk_yield 390 515 3823.5 4584.5 5532.2 8462 4550.3 1518.7
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