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#### Abstract

Remote sensing data in agriculture that are originating from unmanned aerial vehicles (UAV)-mounted multispectral cameras offer substantial information in assessing crop status, as well as in developing prescription maps for site-specific variable rate applications. The position accuracy of the multispectral imagery plays an important role in the quality of the final prescription maps and how well the latter correspond to the specific spatial characteristics. Although software products and developed algorithms are important in offering position corrections, they are time- and cost-intensive. The paper presents a methodology to assess the accuracy of the imagery obtained by using a mounted target prism on the UAV, which is tracked by a ground-based total station. A Parrot Sequoia+ multispectral camera was used that is widely utilized in agriculture-related remote sensing applications. Two sets of experiments were performed following routes that go along the north-south and east-west axes, while the cross-track error was calculated for all three planes, but also three-dimensional (3D) space. From the results, it was indicated that the camera's D-GNSS receiver can offer imagery with a 3 D position accuracy of up to 3.79 m , while the accuracy in the horizontal plane is higher compared to the vertical ones.
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## 1. Introduction

In Precision Farming, the use of remote sensing technology has increased substantially during the last decade. Especially, the arrival of unmanned aerial vehicles (UAVs) and UAV-mounted multispectral sensors has made a significant impact on the remote sensing applications of precision agriculture due to potentially monitoring and forecasting crop health [1]. However, the measurement accuracy of the UAV together with the multispectral sensors, in terms of GNSS (global navigation satellite system) receiver positioning, should be carefully taken into consideration when developing variable rate prescription maps for site-specific applications in agriculture [2]. Inconsistencies in georeferenced positioning occur due to the receiver issues and the challenges of synchronizing the triggering of the multispectral camera with the sampling frequency of the engaged GNSS system [3].

Inconsistency in imagery positioning can cause erroneous prescription maps that do not correspond to field characteristics while errors during performing the within-field application can have a high impact on the protection of the environment and crop health. As an example, positioning errors in variable-rate nitrogen application can lead to applying an excessive amount of nitrogen resulting in environmentally harmful gaseous emissions and nitrate leaching, and vice versa, an insufficient amount of nitrogen may result in inappropriate crop development and eventually a loss of yield. Furthermore, this causes an improper assessment of the crop's reaction to the applied chemicals, resulting in potentially incorrect decisions on further crop management. Therefore, in many cases, the users need
to perform manual corrections when stitching the obtained images. This is a quite laborious task with substantial expertise needed. Taking into account all of the mentioned facts creates the necessity to evaluate the accuracy of the multispectral camera's integrated positioning system.

The latest technology developments, recent research, and the arrival of applications involving IoT (internet of things) and UAVs have made a noticeable impact on sustainable farming. The IoT technologies add significant value in obtaining data by enabling data exchange between different devices and sensors, while the UAVs and their mounted cameras offer the means of detecting crop and soil health status, and yield monitoring [4-6]. Especially, the UAVs' capability to carry multiple sensors such as multispectral cameras for detecting and monitoring plant conditions in real-time made their usage proliferate in agriculture [7]. Multispectral cameras that are integrated into UAV systems are increasingly employed in many sectors of today's agriculture. Defining the crop nitrogen needs [8], detecting crop diseases [9], and assessing the pigment content of leaves in vineyards [10] are a few examples of many potential applications. However, these applications of the multispectral sensors signify the importance of their performance accuracy, in terms of consistency in positioning, georeferencing, and resolution.

In recent years, there have been many research studies on investigating UAV performance, in terms of evaluating the geometric and radiometric consistency of multispectral imagery, as well as the resulting vegetation indices maps for precision farming applications. Recent research studies [11,12] analyzed the effect of the integrated positioning systems of UAVs on the resulting vegetation indices map. The findings indicated significant inaccuracy of the indices resulting from different altitudes of the flight. Besides that, an extensive study [13] experimentally proved that modeling accuracy of up to 1.55 m horizontal and 3.16 m vertical via direct georeferencing could be achieved for various mapping conditions with UAV imagery. There have been many other types of research evaluating the performance accuracy, in terms of vertical and horizontal positioning accuracy, of the UAVs [3,13-15]. Aside from these studies, improvements in the accuracy of direct georeferencing have been achieved by combining a GNSS receiver with high-end inertial measurement units (IMU) [16]. Most of the aforementioned research efforts have concluded that there is no method yet to replace the manual corrections, in terms of using the ground control point technique for correcting the positions.

In many cases, the corrections mentioned above are automatically performed when post-processing the data obtained from a Sequoia+ (Parrot Drones SAS, Paris, France) or RedEdge-MX (AgEagle Aerial Systems Inc. Wichita, KS, USA) using commercial software (e.g., the Pix4Dmapper (Pix4D S.A, Prilly, Switzerland) software [17,18]). However, and this is the case with most commercial products, the algorithms and modeling implemented in these data processing software packages are unknown to the scientific community [19]. At this stage of processing multispectral drone data, based on the authors' knowledge, there is no open-source software or specific references currently available for handling the evaluation of the multispectral sensor performance, especially the accuracy of georeferencing [20]. In addition to these, there have been very limited studies on evaluating the performance of the cameras integrated into UAVs by using contemporary sensors such as total stations (TS) whose high-level accuracy at a sub-centimeter level has been thoroughly tested and assessed [21]. Implementing those types of sensors could assist in more accurately evaluating the positioning errors of the engaged cameras together with the UAV.

With the aim to achieve more accuracy in developing prescription maps for sitespecific farming activities, a methodology should be developed for assessing the positioning accuracy of a UAV-mounted multispectral camera under realistic operating conditions. The focus should be on defining the error of the multispectral camera on each plane but also in a three-dimensional (3D) space. An additional sensor that acts as the reference device with higher accuracy than the assessed one allows the acquisition of the dynamic position of the camera during operation in the same coordinates as the GNSS of the camera and
should be mounted on the UAV together with the multispectral camera. This should make the methodology of defining the absolute positional error in a relative coordinate system possible to be implemented.

## 2. Materials and Methods

### 2.1. Workflow

The workflow that describes the steps followed during the pre-flight, over-field flight, and after the flight, in terms of the instrumentation and setup, data acquisition, and data analysis, respectively, is given in Figure 1. In the initial phase, it is very important to properly plan the flight since the flight path, adequate overlap for both longitudinal and transverse, and sunlight angle have a significant impact on the radiometric calibration of the multispectral camera. Besides that, the identification of control points in the field was one of the initial, but very crucial for the accurate performance of the TS. This was followed by the data acquisition for both spectral images and the georeferenced position of the attached prism, in terms of data from the multispectral camera and the TS, respectively. The final phase included the analysis and comparison of both camera and TS data. All three phases are described in detail in the following sections.


Figure 1. The workflow for the experimental setup, data acquisition from the employed sensors, and data analysis, as well as the comparison for defining the cross-track errors.

### 2.2. Instrumentation

The utilized instrumentation is presented in Figure 2. A Sequoia+ multispectral camera was mounted on a Matrice 100 UAV (DJI, Nanshan, Shenzhen, China). To assess the position accuracy of the camera, an SPS930 universal TS (Trimble, Sunnyvale, CA, USA) was used to track a Trimble 360 prism also mounted on the UAV. The main technical characteristics of the camera are presented in Table 1, while the technical characteristics
of the SPS930 TS can be found in Table 2. The assessing device needs to have at least four times higher accuracy ( $4: 1$ test accuracy ratio (TAR)) compared to the assessed device for the results to be reliable [22], while usually a TAR of 10:1 is preferable.


Figure 2. The utilized SPS 930 total station tracking a 360 prism on the Matrice 100 UAV, which was also carrying a Sequoia+ multispectral camera.

Table 1. Sequoia + multispectral camera technical data.

| Parameter | Value |
| :---: | :---: |
| Weight | $135 \mathrm{~g}(4.8 \mathrm{oz})$, including sunshine sensor and cable |
| Sensor spectral characteristics | Green Band 1:550 nm, 40 nm bandwidth <br> Red Band 2: $660 \mathrm{~nm}, 40 \mathrm{~nm}$ bandwidth <br> Red-edge Band 3: 735 nm, 10 nm bandwidth <br> Near-infrared Band 4:790 nm, 40 nm bandwidth |
| Focal Length | 3.98 mm |
| 35 mm equivalent focal length | 30 mm |
| Imager resolution | 1280 horizontal $\times 960$ vertical pixels (1.22 megapixels) |
| Image size | $4.8 \mathrm{~mm} \times 3.6 \mathrm{~mm}$ |
| Physical Pixel Size | $0.00375 \times 0.00375 \mathrm{~mm}$ |
| Radiometric resolution | 10 -bit sensor (1024 BVs) stored as 16-bit (65,536 BVs) |

Table 2. SPS 930 TS technical data.

| Parameter | Value |
| :---: | :---: |
| Distance measurement accuracy | $\pm(4 \mathrm{~mm}+2 \mathrm{ppm})$ |
| Angle measurement horizontal and vertical accuracy | 0.3 mgon |
| Measurement range | 2500 m |
| Data output rate | max 20 Hz |
| Maximum radial speed of target | $114^{\circ} \mathrm{s}^{-1}$ |
| Maximum axial speed of target | $6 \mathrm{~m} \mathrm{~s}^{-1}$ |
| Synchronized measurement data | $<1 \mathrm{~ms}$ |

In Figure 3, a more detailed illustration of the used Matrice 100 UAV together with the Sequoia+ multispectral camera is presented. To obtain multispectral imagery from the examined vegetation, the camera is usually mounted at the bottom part of the UAV facing downwards. However, the GNSS receiver of the camera is located in the sunshine sensor, which is mounted on the main plate to be able to have a line of sight with the satellites in orbit and also measure the sunshine for calibration purposes. This aspect (i.e., having the camera and the receiver at different positions) is already introducing a fixed offset between these two components and the recommendation is to place them as close as possible. However, this offset is not the focus of the present study, which examines the position accuracy of the GNSS receiver under service conditions. Whenever the camera position is mentioned in the paper, it is referring to the GNSS receiver, which is assigning the position information to the obtained images. The GNSS receiver could receive a differential signal (D-GNSS) from the EGNOS (European geostationary navigation overlay service) SBAS (satellite-based augmentation systems).


Figure 3. The utilized Matrice 100 UAV and the mounted Sequoia+ multispectral camera.

### 2.3. Experimental Design and Data Acquisition

The experiments took place at the research station of the University of Hohenheim ( $48^{\circ} 44^{\prime} 39.6^{\prime \prime}$ N $8^{\circ} 55^{\prime} 25.9^{\prime \prime}$ E-Ihinger Hof, Renningen, Germany). For comparison reasons, two sets of measurements were obtained. In the first set, the route of the UAV was designed to follow parallel passes along the East-West (E-W) axis, while in the second one, the UAV was moving along the South-North (S-N) axis. The satellite view with the positions of the prism (yellow pins) and the positions of the images (red pins) for the E-W and S-N experiment is presented in Figures 4 and 5, respectively. As it can be seen from the two figures, a deviation occurred from the corresponding axes, but this was inevitable due to the orientation of the field that was used for setting up the performed routes, and it was regarded as acceptable for this research.


Figure 4. Satellite view with the positions of the prism (yellow pins) and the positions of the images (red pins). The direction of movement was as close as possible along the East-West axis (E-W). The TS and the four control points that were used for the stationing are also indicated (Landsat / Copernicus, Google Earth, edited).


Figure 5. Satellite view with the positions of the prism (yellow pins) and the positions of the images (red pins). The direction of movement was as close as possible along the South-North axis (S-N). The TS and the four control points that were used for the stationing are also indicated (Landsat/Copernicus, Google Earth, edited).

The Trimble SCS900 Site Controller software, running on a Trimble Yuma 2 tablet computer, was used to acquire and store data from the TS. The 3D position data were transmitted from the TS as long as the current measurement varied at least 1 mm from the previous one but with a maximum frequency of 3 Hz . Although there are available prisms for the specific TS that can reach up to 20 Hz and have been used by the authors in previous research $[23,24]$, the utilized 360 prism was chosen due to its reduced weight ( 0.39 kg ).

Initially, a stationing procedure for the TS was necessary. This is a method of determining the location of one unknown point in relation to known points. In this case, the unknown point was the point of the TS. To do this, several stationing points (i.e., points with known coordinates) are necessary. Four points were marked on the field surface (Figures 4 and 5) and the position of these points was measured by using an RTK-GNSS. After the coordinates of these points are inserted in the TS and are also measured by placing the prism on the fixed locations, the TS performs internally a geometric rigid transformation to be able to output the position data in a fixed coordinate system. The world geodetic
system 84 (WGS84) was chosen as the reference geodetic datum as this was also used by the D-GNSS receiver.

To have a direct comparison in meters, the TS was configured to output the position data in the Universal Transverse Mercator (UTM) coordinate system. Thus, the obtained position data contained the values of easting, northing, and elevation (orthometric height) in $m$. The D-GNSS receiver of the camera was outputting the position in latitude, longitude, altitude, and ellipsoid height. To make the comparison possible, first, the geoid height, which was equal to 48.681 m for the location of the experiments, was subtracted from the TS elevation measurements to get the ellipsoid height as the D-GNSS measurements. Second, the latitude and longitude data of the camera were converted to UTM coordinates.

The multispectral camera was obtaining five images every one second ( 1 Hz ) based on a GeoTIFF format. Of the five images, one was the RGB (red-green-blue) and the rest four were from the bands that are presented in Table 1 (i.e., green, red, red-edge, and near-infrared). Georeferencing information was embedded within the TIFF files by using position data from the D-GNSS receiver. These files were imported into MATLAB (Mathworks, Natick, MA, USA) for further analysis.

### 2.4. 2D Cross-Track Error

As a first accuracy assessment criterion for the camera position data, the 2D crosstrack error (XTE) was chosen. The geometrical representation of the XTE is presented in Figure 6. The XTE is the horizontal distance $d$ between any measured position of the camera $p_{j}^{c}=\left(x_{j}^{c}, y_{j}^{c}\right)(j=1, \ldots, m)$ and the specific path of the prism $p_{i}^{p}=\left(x_{i}^{p}, y_{i}^{p}\right)(i=1, \ldots, n)$, where $m$ and $n$ represent the total number of measured points for the camera and the prism, respectively.


Figure 6. Geometrical representation for calculating the 2D distance of the camera position $p_{j}^{c}=\left(x_{j}^{c}, y_{j}^{c}\right)$ from a straight line connecting the two reference prism points $p_{i-1}^{p}=\left(x_{i-1}^{p}, y_{i-1}^{p}\right)$ and $p_{i}^{p}=\left(x_{i}^{p}, y_{i}^{p}\right)$.

The vector that is perpendicular to the line connecting the two reference points $p_{i-1}^{p}$ and $p_{i}^{p}$, is calculated by

$$
\mathbf{r}=\left[\begin{array}{c}
y_{i}^{p}-y_{i-1}^{p} \\
-\left(x_{i}^{p}-x_{i-1}^{p}\right)
\end{array}\right]
$$

Consider $\mathbf{q}$ a vector from the camera $p_{j}^{c}$ to the first prism point $p_{i-1}^{p}$ defined by

$$
\mathbf{q}=\left[\begin{array}{l}
x_{i-1}^{p}-x_{j}^{c} \\
y_{i-1}^{p}-y_{j}^{c}
\end{array}\right],
$$

then the XTE is equal to the distance $d$, which is given by projecting $\mathbf{q}$ onto $\mathbf{r}$ provided by

$$
\begin{equation*}
d=\left|\operatorname{proj}_{\mathrm{r}} \mathbf{q}\right|=|\hat{\mathbf{r}} \cdot \mathbf{q}|=\frac{|\mathbf{r} \cdot \mathbf{q}|}{|\mathbf{r}|}=\frac{\left|\left(x_{i}^{p}-x_{i-1}^{p}\right)\left(y_{i-1}^{p}-y_{j}^{c}\right)-\left(x_{i-1}^{p}-x_{j}^{c}\right)\left(y_{i}^{p}-y_{i-1}^{p}\right)\right|}{\sqrt{\left(x_{i}^{p}-x_{i-1}^{p}\right)^{2}+\left(y_{i}^{p}-y_{i-1}^{p}\right)^{2}}} \tag{1}
\end{equation*}
$$

where $\hat{\mathbf{r}}$ is the unit vector in the direction of $\mathbf{r}$.
To find the 2D XTE for all measured position data, an algorithm was developed that was calculating the distance to all points of the prism for each measured camera point $p_{j}^{c}$. Subsequently, the two prism points with the smallest distance to $p_{j}^{c}$ were chosen as $p_{i-1}^{p}$ and $p_{i}^{p}$, to find the XTE by solving Equation (1). To find the horizontal 2D XTE in the $x y$-plane, the procedure was as described above by using the easting and northing position data. In addition to the $x y$-plane, the 2D XTE was calculated for the $y z$ - and the $x z$-plane by following the same procedure, but by replacing in each case the corresponding axis, i.e., for the $y z$-plane the easting and elevation was used while the XTE in the $x z$-plane was calculated based on the northing and elevation data.

From the resulted XTEs the fixed 2D Euclidean distance between points P and C (points O and A in Figure 3, respectively) was subtracted based on the following:

$$
\begin{array}{ll}
x y-\text { plane }: & d_{P C_{x y}}=\sqrt{\left(x^{p}-x^{c}\right)^{2}+\left(y^{p}-y^{c}\right)^{2}}=0.1347 \mathrm{~m} \\
y z-\text { plane }: & d_{P C_{y z}}=\sqrt{\left(y^{p}-y^{c}\right)^{2}+\left(z^{p}-z^{c}\right)^{2}}=0.1978 \mathrm{~m} \\
x z-\text { plane }: & d_{P C_{x z}}=\sqrt{\left(x^{p}-x^{c}\right)^{2}+\left(z^{p}-z^{c}\right)^{2}}=0.2263 \mathrm{~m} \tag{4}
\end{array}
$$

### 2.5. 3D Cross-Track Error

The next assessment criterion was the 3D XTE to define the distance between any camera position $p_{j}^{c}=\left(x_{j}^{c}, y_{j}^{c}, z_{j}^{c}\right)(j=1, \ldots, m)$ and the line segment defined by two consecutive prism points $p_{i-1}^{p}=\left(x_{i-1}^{p}, y_{i-1}^{p}, z_{i-1}^{p}\right)$ and $p_{i}^{p}=\left(x_{i}^{p}, y_{i}^{p}, z_{i}^{p}\right)$. The geometrical representation of the 3D XTE is presented in Figure 7 and is given by the following equation [25]

$$
\begin{equation*}
d=\frac{\left|\left(p_{j}^{c}-p_{i-1}^{p}\right) \times\left(p_{j}^{c}-p_{i}^{p}\right)\right|}{\left|\left(p_{i}^{p}-p_{i-1}^{p}\right)\right|} \tag{5}
\end{equation*}
$$

where $\times$ denotes the cross product. It should be noted that Equation (5) is equivalent to Equation (1) with all vectors having zero z-components. From the resulted XTE the 3D Euclidean distance between points P and C (points O and A in Figure 3 respectively) was subtracted. This distance was equal to:

$$
\begin{equation*}
d_{P C_{-} 3 D}=\sqrt{\left(\left(x^{p}-x^{c}\right)^{2}+\left(y^{p}-y^{c}\right)^{2}+\left(z^{p}-z^{c}\right)^{2}\right)}=0.2329 \mathrm{~m} \tag{6}
\end{equation*}
$$



Figure 7. Geometrical representation for calculating the 3D distance of the camera position $p_{j}^{c}=\left(x_{j}^{c}, y_{j}^{c}, z_{j}^{c}\right)$ from a straight line connecting the two reference prism points $p_{i-1}^{p}=\left(x_{i-1}^{p}, y_{i-1}^{p}, z_{i-1}^{p}\right)$ and $p_{i}^{p}=\left(x_{i}^{p}, y_{i}^{p}, z_{i}^{p}\right)$ [25].

## 3. Results and Discussion

### 3.1. 2D Cross-Track Error

In Figure 8, the obtained position data from the camera (circles) and the prism (stars) of the E-W experiment in the $x y$-plane are presented. These position data refer to points O and A, as shown in Figure 3. Since only the images that are acquired during the parallel passes of the UAV are usually utilized in agriculture-related operations, the images that corresponded to the turning parts of the route were filtered out. The color of the circles corresponds to the 2D XTE calculated by using Equation (1) and by subtracting the fixed distance of Equation (2). As it can be seen from the colorbar on the right side of the figure, the XTE reached a value almost equal to 2.4 m . The same information for the S-N experiment is presented in Figure 9. In that case, the XTE had a maximum value of around 1.8 m . It is already clear from Figures 8 and 9 that the XTE is not a value that varies rapidly while it indicates a drift. This has been identified by the authors in previous research where the position assessment offered by a D-GNSS was also examined [26].


Figure 8. Camera (o) and prism (*) positions of the E-X experiment in the $x y$-plane. The color of the camera positions corresponds to the 2D XTE based on the colorbar.


Figure 9. Camera (o) and prism (*) positions of the S-N experiment in the $x y$-plane. The color of the camera positions corresponds to the 2D XTE based on the colorbar.

In Figure 10, the camera and the prism positions of the E-W (Figure 10a) and the S-N (Figure 10b) experiment in the $y z$-plane can be seen. The same information in the $x z$-plane is presented in Figure 11a,b, respectively. An XTE that reaches up to more than 3.5 for both planes for the E-W experiment can be seen, while for the S-N experiment, the XTE lies between 3 and 3.5 m . For the E-W experiment, several camera position data are above the prism position. For the $\mathrm{S}-\mathrm{N}$ experiment, the opposite can be seen as several camera position data are indicated below the prism position. In any case, the XTE in the vertical planes appears to be higher than in the horizontal plane.


Figure 10. Camera ( $\mathbf{o}$ ) and prism $(*)$ positions of the $(\mathbf{a}, \mathbf{b})$ experiment in the $y z$-plane. The color of the camera positions corresponds to the 2D XTE based on the colorbar.


Figure 11. Camera ( $\mathbf{o}$ ) and prism $(*)$ positions of the ( $\mathbf{a}, \mathbf{b}$ ) experiment in the $x z$-plane. The color of the camera positions corresponds to the 2D XTE based on the colorbar.

In Figure 12 the camera and the prism position data of the E-W (Figure 12a) and the S-N (Figure 12b) experiment in the 3D space can be seen. The Euclidean distance between the center of the prism and the center of the irradiance sensor, where the GNSS receiver of the camera was located, was subtracted from the results.


Figure 12. Camera (o) and prism (*) positions of the ( $\mathbf{a}, \mathbf{b}$ ) experiment in the 3D-space. The color of the camera positions corresponds to the 3D XTE based on the colorbar.

### 3.2. Accuracy Assessment

The XTE box plots for all obtained data were produced using MATLAB's function boxplot, and are presented in Figure 13. On each box, the central red line mark is the median, and the edges of the box are the 25 th and 75 th percentiles. The distance between the bottom and top of each box is the interquartile range. The whisker extends to the most extreme data value that is not an outlier (a value that is more than 1.5 times the interquartile range away from the bottom or top of the box), while the outliers are illustrated with a red cross. It can be seen that the XTE for the E-W experiment had a higher median in the $x y$-plane
compared to the $y z$ - and $x z$-plane. For the S-N experiment, this was exactly the opposite with a lower XTE median value for the $x y$-plane. As it is depicted, although it is important to know which plane the XTE come from, it is essential to calculate the 3D XTE to get a clearer view of the results. This becomes evident in the right side of Figure 13 where the 3D XTE appears to be in a similar range for both $\mathrm{E}-\mathrm{W}$ and $\mathrm{S}-\mathrm{N}$ experiments.


Figure 13. XTE Boxplots for all experiments.
To get a better insight into the resulted XTE, the summary statistics for all performed experiments are presented in Table 3. As it was already evident from the boxplots, the mean 2D XTE value in the $x y$-plane for the E-W experiment was almost double compared to the S-N experiment ( 1.47 m for $\mathrm{E}-\mathrm{W}$ and 0.74 m for $\mathrm{S}-\mathrm{N}$ ). The opposite was for the $y z-$ and $x z$-plane where the mean 2D XTE in the S-N experiment were higher compared to the XTE in the $\mathrm{E}-\mathrm{W}$ experiments.

Table 3. Summary statistics for all experiments performed.

|  |  | XTE [m] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | St. Dev. | 95th per. | Max |  |
| $x y$-plane | E-W | 1.47 | 0.65 | 2.33 | 2.39 |
|  | S-N | 0.74 | 0.55 | 1.78 | 1.82 |
| $y z$-plane | E-W | 1.08 | 0.89 | 3.17 | 3.78 |
|  | S-N | 1.67 | 0.74 | 2.80 | 3.05 |
| $x z$-plane | E-W | 1.05 | 0.85 | 2.94 | 3.76 |
|  | S-N | 2.12 | 0.68 | 3.01 | 3.49 |
| 3D-space | E-W | 2.05 | 0.45 | 3.14 | 3.79 |
|  | S-N | 2.35 | 0.63 | 3.34 | 3.69 |

However, the mean 3D XTE was 0.3 m lower for the E-W compared to the $\mathrm{S}-\mathrm{N}$ ( 2.05 to 2.35 m , respectively). The same applies to the 95th percentile where the 3D XTE in E-W was 0.2 m lower compared to the $\mathrm{S}-\mathrm{N}(3.14 \mathrm{~m}$ compared to 3.34 m$)$. When comparing the maximum 3D XTE values for both experiments, a slight difference of 0.1 resulted ( 3.79 to 3.69 m ). In general, the resulted 3D XTE is in accordance with the work of other researchers that are reporting 2.0 to 2.5 m of accuracy for the specific GNSS receiver [27].

An important aspect that can be seen from the results is that the position error in the vertical dimension ( $y z$ - and $x z$-planes) is higher than the error in the horizontal $x y$-plane
and should always be assessed and not be neglected when using the camera-obtained information for agronomic applications.

## 4. Conclusions

As UAV-mounted multispectral cameras are very promising in obtaining information related to site-specific applications, the accuracy of these devices is expected to be a topic of increasing interest. A methodology was presented on how this could be achieved by utilizing a TS. From the results, it can be seen that a D-GNSS receiver can offer imagery with a 3D position accuracy of up to 3.79 m . Commercial software that is analyzing the obtained images can improve this accuracy. However, when researchers are developing their algorithms, error filtering can be a difficult task and possible error sources should be reduced as much as possible as the translation of this information from the camera position to the area of interest, which is usually the field surface, can increase this position error.

Future work should include obtaining data from an IMU mounted on the UAV to be able to correct the position error of the camera images. Furthermore, concurrent measurements should be considered as this is an important factor in finding the along-the-track error but also correcting the images in post-processing. Site-specific farming activities such as variable-rate fertilization and spraying could significantly benefit from eliminating the position error by using the introduced methodology. This will result in a higher accuracy of the developed prescription maps and, consequently, increased accuracy of the as-applied rates as well as optimized machine performance.
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