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Abstract

:

(1) Background: The objective of this study was to assess which digitization method produces the biggest deviation in the 3D images of tooth size from plaster models made using alginate impressions, which are considered the gold standard in orthodontics. (2) Methods: The sample used in this study included 30 subjects (10 males and 20 females). Measurements were made on four types of models: (1) digital models obtained through intraoral scanning and digitized models of plaster cast made from (2) alginate impressions, (3) silicone impressions, and (4) conventional plaster models. Mesio-distal (MD) and buccal/labial–lingual/palatal (BL) dimensions were measured on the reference teeth of the right side of the jaw (central incisor, canine, first premolar, and first molar). Comparisons of tooth size between the methods were conducted using a repeated measurement analysis of variance and the Friedman test, while the intraclass correlation coefficient was used to determine agreement between the different methods. (3) Results: The results showed a similar level of agreement between the conventional and digital models in both jaws and the anterior, middle, and posterior segments. Better agreement was found for the MD measurements (r = 0.337–0.798; p ≤ 0.05) compared to the BL measurements (r = 0.016–0.542), with a smaller mean difference for MD (0.001–0.50 mm) compared to BL (0.02–1.48 mm) and a smaller measurement error for MD (0.20–0.39) compared to BL (0.38–0.89). There was more frequently a better level of agreement between 3D images than measurements made using a digital caliper on the plaster models with 3D images. (4) Conclusions: The differences in measurements between the digital models and conventional plaster models were small and clinically acceptable.
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1. Introduction


Orthodontics, a specialized field of dentistry, relies on the accurate assessment of dental models for diagnosis and treatment planning. Recently, digital technology has introduced three-dimensional (3D) digital orthodontic models generated through intraoral scanning and computer-aided design and manufacturing (CAD/CAM) techniques. These digital models offer enhanced visualization, precise measurements, efficient storage and retrieval, and the ability to perform virtual simulations and analyses compared to conventional plaster models [1,2,3,4,5].



Orthodontic variables, such as arch widths, tooth dimensions, and craniofacial measurements, are essential for orthodontic assessment. Comparing these variables between conventional and digital models is crucial to assessing the agreement and feasibility of digital models in routine practice. The mesio-distal tooth width, for example, provides important information about spacing, crowding, and Bolton discrepancies.



Studies comparing conventional and digital models have reported mixed results, influenced by scanning technology, software algorithms, image resolution, and operator experience [6,7,8,9].



A systematic review on intraoral scanners concluded that while the accuracy of digital models compared to conventional methods is debatable, they offer advantages in terms of reproducibility, scanning time, patient comfort, and operator experience [9,10].



Previous reviews have shown that digital models demonstrate clinically acceptable precision and accuracy [3,11,12]. They offer benefits in cost, time, space requirements, and diagnostic capabilities, including treatment planning and bracket placement [3,13]. However, landmark identification remains a limitation [3]. Additional studies have highlighted the accuracy and reliability of digital models compared to direct measurements on plaster models, while also noting variability in study quality and inadequate documentation of comparisons between techniques [11].



Intrarater reliability, analyzed in a study by Luu et al., has shown clinically insignificant differences between digital models and plaster models. The review primarily focused on linear measurements, excluding qualitative ordinal measures. These findings suggest that laser-acquired models and CBCT-acquired models can be used as reliable and valid alternatives to traditional plaster models for orthodontic measurements [14].



The objective of this study was to determine which digitalization method results in the biggest deviations in three-dimensional images of orthodontic variables when compared to plaster models obtained from alginate impressions. Specifically, we analyzed the digitized plaster model after alginate and silicone impressions were taken and examined digital images obtained through direct intraoral scanning. By determining which method yields the largest deviation compared to the plaster model obtained after the alginate impression, we aimed to assess the accuracy of these digitization techniques.




2. Materials and Methods


This study was conducted according to the guidelines of the Declaration of Helsinki and approved by the Ethics Committee of the School of Dental Medicine, University of Zagreb (05-PA-15-12/2017 on 14 December 2017).



The study included a total of 30 subjects (10 males and 20 females). The minimum sample size was estimated to be 24 subjects, based on an expected difference of 0.5 mm between manual and digital measurements, with a standard deviation of 0.6 mm in each group, a power of 80%, and a significance level of 0.05. All subjects fulfilling the following criteria were included in the study: complete upper and lower dentition, including permanent incisors, canines, premolars, and first molars; teeth with normal morphology; and teeth without clinically visible signs of abrasion, caries, or poorly fitted fillings that could affect the tooth dimensions. A total of 120 models were produced, divided into four groups of 30: plaster models and digitized models of plaster cast from alginate impressions, digitized models of plaster cast made from silicone impressions, and digital models obtained through intraoral scanning.



Impressions of the dental arches of each subject were taken using alginate (Orthotrace alginate, Cavex, Haarlem, The Netherlands) and silicone (3M ESPE, Seefeld, Germany) impression materials, following the guidelines provided by the manufacturers. The alginate impressions were transported to the laboratory in a 100% humidity environment and poured within 30 min to minimize dimensional changes. The models were cast using white orthodontic plaster Sherakfo-gips (Shera, Lemfoerde, Germany), following the manufacturer’s instructions. One hour after this process, the model was removed from the impression and stored at room temperature for 48 h. The plaster models were scanned using a laboratory scanner, namely, the NeWay scanner (Open technologies, Brescia, Italy), in accordance with the manufacturer’s instructions. The intraoral scans of the dental arches were performed using a Trios 3 intraoral scan device (3Shape, Copenhagen, Denmark).



The measurements of the digital models were performed using Ortho Analyzer software (version 1.5.1.7, 3Shape, Copenhagen, Denmark) and through manual measurements on the plaster models obtained from an alginate impression using a Mitutoyo digital caliper (Mississauga, ON, Canada) (Figure 1 and Figure 2).



The mesial–distal (MD) and buccal/labial–lingual/palatal (BL) dimensions of the reference teeth (central incisor, canine, first premolar, and first molar) on the right side of the maxilla and mandible were measured (Figure 2). The MD dimension of each tooth was measured at the greatest distance between the mesial and distal contact points. The BL dimension was defined as the widest distance between the buccal/labial and lingual/palatal surfaces. The measurements were made perpendicular to the tooth axis of the individual teeth.



All measurements were conducted simultaneously and independently by two examiners. After one month, the measurements of five randomly selected models were repeated by both examiners to determine the measurement error using the Dahlberg formula.



After determining the normality of the distribution using the Shapiro–Wilk test, along with descriptive parameters, parametric and non-parametric statistical tests were performed. The intraclass correlation coefficient (ICC) with a 95% confidence interval was used. According to the ICC interpretation criteria, a value less than 0.5 indicates poor reproducibility, 0.5–0.75 is considered moderate, 0.75–0.9 is considered good, and a value greater than 0.9 is considered excellent. The measurement error (ME) was calculated as the square root of the residual variance from the analysis of variance. The smallest detectable change (SDC) was calculated using the following formula: SDC = 1.96 × √2 ME. The concordance of the two measurement methods was determined by calculating the mean value of the measurement differences and constructing a concordance interval (CI), where 95% of the difference between the measurements is located. For this purpose, Blunt–Altman diagrams were made, with the difference in measurements on the X-axis and the average of measurements on the Y-axis. The limits of agreement (LOAs) were calculated as the average of the pairwise difference ±1.96 * the standard deviation of the difference between the two measurements. A t-test was also conducted to analyze the deviation of the mean of the sample from the hypothetical mean, which was set to 0. This determined the significance of any fixed deviation in the measurements. The proportion of cases where the difference between the two types of measurements fell within the matching limits was also quantified. In cases where the t-test showed no significant differences, linear regression was performed to analyze the connection between the differences in measurements and the average of the measurements of the two methods. This was performed to check for proportionality bias, i.e., whether one method gives values that are systematically higher (or lower) than those provided by another method.



To compare all four methods simultaneously, the analysis of variance for repeated measurements or the Friedman test was used, and the post hoc Sidak and Wilcoxon tests with Bonferroni correction were also used, depending on the distribution of the data.



Cohen’s criteria were used for interpretation (for r, V, and η): 0.1–0.3 = small effect size, 0.3–0.5 = moderate/large effect size, 0.5–0.7 = large effect size, and >0.7 = very large effect size. For eta-squared: <0.09 = small effect size, 0.09–0.25 = moderate effect size, 0.25–0.49 = large effect size, and >0.49 = very large effect size.




3. Results


3.1. Reproducibility of Measurements


The differences in the measurements were small and, in most cases, not statistically significant (Table 1). Moreover, the differences in the measurements between the two examiners were small and, in most cases, not statistically significant (p > 0.05), and the ones that were statistically significant ranged from 0.2 to 0.6 mm (p ≤ 0.028), with a random error of up to 0.021 (Table 2). Smaller differences were observed in the measurements taken from plaster models compared to those taken from intraoral scans (Table 1).




3.2. Comparison of Methods for Measuring Molar Dimensions


3.2.1. MD Width of Tooth 16


The measurements on the plaster and digital models showed statistically significant differences (p < 0.001; η2 = 0.214), with a range from 0.08 to 0.33 mm. However, there were no significant differences observed between the manual measurements and intraoral scans, although both differed from the digitized models (Table 3). The observed differences between the three methods were not clinically significant, as indicated by a good level of agreement (ICC = 0.800; 95% CI 0.668–0.805; p < 0.001) and a small measurement error (ME = 0.27 mm).



When the accuracy of the measurements made on the plaster models was compared to that of the measurements made on each group of digital models, a moderate level of agreement was found (ICC = 0.674–0.725; Table 4). The margin of measurement error, ranging from 0.31 to 0.35 mm, was smaller than the detectable change (0.87–0.96 mm). Notably, a statistically significant fixed deviation of 0.24–0.33 mm was found in the manual measurements when compared to the digitized models of plaster cast made from alginate and silicone impressions, with a hypothetical average deviation of 0 mm (p ≤ 0.006). However, the deviation between the manual measurements and intraoral scans was not significant, with it measuring only 0.16 mm.




3.2.2. BL Width of Tooth 16


There was a significant difference (p < 0.001; η2 = 0.429) between the manual measurements and the digital measurements obtained from the intraoral scans and digitized models. Compared to the digital measurements, the manual measurements ranged from 0.50 to 0.68 mm (Table 3). However, no significant difference was found among the measurements obtained from the digital models (difference range of 0.07–0.19 mm). The level of agreement between the three methods was poor (ICC = 0.425; 95% CI 0.191–0.642; p < 0.001), with a small measurement error (ME = 0.36 mm).



The manual measurements on the plaster models showed poor agreement compared to the digital measurements obtained from each digital model (ICC = 0.149–0.251; Table 4). The measurement error ranged from 0.42 to 0.47 mm, which was smaller than the detectable change (1.17–1.31 mm). A statistically significant fixed bias of 0.50–0.68 mm was found between the manual and digital measurements compared with a hypothetical mean difference of 0 mm (p < 0.001).




3.2.3. MD Width of Tooth 46


The measurements showed significant differences between all the models. The manual measurements ranged from 0.20 to 0.31 mm, while the digital measurements showed differences ranging from 0.03 to 0.12 mm (Table 3). The reproducibility of the measurements was found to be good (r = 0.853; 95% CI 0.722–0.926), with a small measurement error of 0.21 mm. The measurement error was larger between the measurements made on the intraoral scan and plaster models (0.27), with reproducibility r = 0.781 (95% CI 0.722–0.926; Table 4).




3.2.4. BL Width of Tooth 46


The measurements showed a significant difference, with the manual measurements differing significantly from the measurements obtained from the digital models in a range of 1.24 to 1.48 mm (p < 0.001; Table 3). In contrast, the measurement differences between the digital models were relatively lower, within a range of 0.10 to 0.24 mm. Furthermore, the reproducibility was poor (r = 0.176; 95% CI 0.027–0.377), with a measurement error of 0.65 mm. Notably, when comparing the plaster models to the digital models, significant discrepancies were observed, with a measurement error of 0.9 mm. (Table 4). The reason for this was determined to be random error, as two measurements were recorded as 11 mm, whilst all the others ranged from 6 to 8 mm.





3.3. Comparison of Methods for Measuring Premolar Dimensions


3.3.1. MD Width of Tooth 14


The measurements showed a significant difference (p < 0.001; η2 = 0.465; Table 3), with the manual measurements differing significantly from the digital measurements in a range of 0.43 to 0.50 mm. In contrast, the differences observed between the digital measurements were not significant (0.01–0.07 mm). The agreement between the three methods was poor (ICC = 0.461; 95% CI 0.207–0.679; p < 0.001), with a small measurement error of 0.26 mm.



Comparing the accuracy of the manual measurements made on the plaster models with the measurements made on each group of digital models, a poor level of agreement was found (ICC = 0.337–0.448; Table 5). The measurement error ranged from 0.34 to 0.39 mm. A statistically significant fixed deviation of 0.43–0.50 mm for the manual measurements compared to the digital measurements was found, with a hypothetical average deviation of 0 mm (p < 0.001).




3.3.2. BL Width of Tooth 14


A significant difference between measurements was found (p = 0.023; η2 = 0.136) in a range of 0.07–0.26 mm (Table 3). The manual measurements only statistically significantly differed from the measurements obtained from the digitized models of the plaster cast made from alginate impressions. The agreement between the three methods was moderate (ICC = 0.569; 95% CI 0.393–0.734; p < 0.001), with a small measurement error of 0.29 mm.



Comparing the accuracy of the manual measurements made on the plaster models to the measurements made on each group of digital models, a poor level of agreement was found (ICC = 0.190–0.234; Table 5). The measurement error ranged from 0.44 to 0.48 mm. A statistically significant deviation of 0.21–0.26 mm was found for the manual measurements compared to the digital measurements on the digitized models of plaster cast made from alginate and silicone impressions, with a hypothetical average deviation of 0 mm (p ≤ 0.035); this was not found for the intraoral scans, however, with this value measuring only 0.14 mm.




3.3.3. MD Width of Tooth 44


The differences among all the measurements were not statistically significant (p = 0.143; η2 = 0.066; Table 3), with a range of 0.01 to 0.13 mm. The agreement between the three methods was good (ICC = 0.773; 95% CI 0.650–0.871; p < 0.001), with a small measurement error of 0.21 mm.



Comparing the difference in the manual measurements with the digital measurements on each group of digital models, the agreement was found to be moderate (ICC = 0.659–0.744; Table 5). The measurement error was small, ranging from 0.23 to 0.27 mm, and deviations of 0.07–0.13 mm were observed in the manual measurements compared to the digital measurements.




3.3.4. BL Width of Tooth 44


The measurement methods were not significantly different (p = 0.134; η2 = 0.073; Table 3), with differences ranging from 0.02 to 0.29 mm. The agreement between the three methods was poor (ICC = 0.156; 95% CI 0.004–0.364; p = 0.022), with a large measurement error of 0.56 mm.



Comparing the manual measurements on the plaster models with the measurements on each group of digital models, the agreement was poor (ICC = 0.016–0.032; Table 5). The measurement error was found to be large, ranging from 0.75 to 0.77 mm. However, the deviation of the manual measurements from the digital measurements was not significant, ranging from 0.02 to 0.29 mm.





3.4. Comparison of Methods for Measuring Canine Dimensions


3.4.1. MD Width of Tooth 13


The measurement methods were significantly different (p < 0.001; η2 = 0.316; Table 3), with the manual measurements differing significantly from the measurements obtained from the digital models by 0.22–0.34 mm, while the digital measurements were not significantly different (difference range: 0.01–0.11 mm). The agreement between the three methods was moderate (ICC = 0.602; 95% CI 0.390–0.770; p < 0.001), with a small measurement error of 0.23 mm.



Comparing the manual measurements obtained from the plaster models with the measurements obtained from each group of digital models, the agreement was poor to moderate (ICC = 0.420–0.550; Table 6). The measurement error was found to be small, ranging from 0.28 to 0.29 mm. A statistically significant fixed deviation of 0.22 to 0.34 mm was found between the manual measurements and the measurements on the digital models compared to the hypothesized average deviation of 0 mm (p ≤ 0.004).




3.4.2. BL Width of Tooth 13


The methods showed significant differences (p < 0.001; η2 = 0.446; Table 3), with the manual measurements differing significantly from the digital measurements in a range of 0.34 to 0.79 mm. Additionally, the measurements between each group of digital models also demonstrated significant differences (0.23–0.45 mm). The agreement among the three methods was poor (ICC = 0.324; 95% CI 0.117–0.547; p < 0.001), with a small measurement error of 0.38 mm.



Moreover, when comparing the manual measurements on the plaster models with the measurement on each group of digital models, the agreement was poor (ICC = 0.151–0.324; Table 6). The observed measurement error was small, ranging from 0.38 to 0.53 mm. A statistically significant fixed deviation of 0.34 to 0.79 mm was found between the manual and digital measurements compared to the hypothesized average deviation of 0 mm (p ≤ 0.015).




3.4.3. MD Width of Tooth 43


Statistically significant differences were observed between the measurements (p < 0.001; Table 3), particularly when comparing the manual measurements and the measurements from the digital models. The correlation coefficient (r) was found to be 0.623 (95% CI 0.386–0.792), with a measurement error of 0.20 mm. The agreement between the measurements on the plaster models with those on the digital models was moderate (r = 0.526–0.544), with a measurement error ranging from 0.20 mm to 0.26 mm (Table 6).




3.4.4. BL Width of Tooth 43


The measurements showed statistically significant differences (p < 0.001; Table 3). However, no significant differences were found between the manual measurements and the measurements obtained from the intraoral scans, with a range of 0.03 to 0.51 mm being found. The mean measurement error was 0.37 mm, and the correlation coefficient was moderate (r = 0.568; 95% CI 0.356–0.745). The measurements on the plaster models showed the weakest correlation with the measurements obtained from the digitized models of plaster cast made from silicon impressions (r = 0.405), with a larger error of 0.49 mm and a larger discrepancy in measurements of 0.51 mm being found (Table 6).





3.5. Comparison of Methods for Measuring Incisor Dimensions


3.5.1. MD Width of Tooth 11


The measurements showed statistically significant differences (p < 0.001; η2 = 0.285; Table 3); the manual measurements on the plaster models were statistically different from the measurements on the digital models. The differences in the measurements ranged from 0.25 to 0.31 mm. Notably, no significant differences were found between the different groups of digital models (range: 0.27–0.62 mm). The agreement among the three methods was considered good (ICC = 0.776; 95% CI 0.617–0.881; p < 0.001), with a small measurement error of 0.23 mm.



Comparing the manual measurements on the plaster models with the measurements on each group of digital models, the agreement was moderate (ICC = 0.647–0.661; Table 7). The measurement error was small, ranging from 0.29 to 0.32 mm. A statistically significant fixed deviation of 0.25–0.31 mm was found between the manual measurements and the digital measurements, compared to the hypothesized average deviation of 0 mm (p ≤ 0.006).




3.5.2. BL Width of Tooth 11


There were significant differences (p < 0.001; η2 = 0.480; Table 3) between the manual measurements and the measurements on each group of digital models, with differences ranging from 0.36 to 0.80 mm. Additionally, significant differences were observed among the digital measurements themselves, with differences in a range of 0.12 to 0.45 mm. The agreement between the three methods was good (ICC = 0.380; 95% CI 0.145–0.607; p < 0.001), with a small measurement error of 0.35 mm.



Comparing the manual measurements on the plaster models with the measurements on each group of digital models, the agreement was poor (ICC = 0.190–0.232; Table 7). The measurement error was small, ranging from 0.44 to 0.48 mm. There was also a statistically significant fixed deviation of 0.35–0.80 mm between the manual measurements and the digital measurements compared to the hypothesized average deviation of 0 mm (p ≤ 0.007).




3.5.3. MD Width of Tooth 41


The measurement methods showed significant differences, with a small measurement error of 0.20 and moderate repeatability (r = 0.611; 95% 0.440–0.765; Table 3). The weakest repeatability was observed between the plaster and digitized models of plaster cast made from silicone impressions (r = 0.353), with an error of 0.28 mm and a difference in measurements of 0.15 mm (Table 7).




3.5.4. BL Width of Tooth 41


The measurement methods showed significant differences, with poor repeatability (r = 0.440) and a small measurement error of 0.39. The most significant differences were observed between the measurements obtained from the plaster models and the measurements obtained from the digitized models of plaster cast made from silicon impressions, with a deviation of 0.60 mm, an error of 0.51 mm, and a repeatability of 0.342 (Table 2 and Table 7).



These results provide insights into the repeatability and agreement of different measurement methods for various dental dimensions. The differences between the measurement methods were clinically insignificant.






4. Discussion


The comparison of orthodontic variables obtained from conventional and 3D digital orthodontic models has been a topic of interest in the orthodontics field for many years. Several studies have investigated the accuracy and reliability of digital models in capturing anatomical structures and dimensions [5,15,16,17,18,19]. Our study has revealed several important findings that shed light on the accuracy and reliability of digital models in orthodontics. These findings have significant implications for the clinical application of digital models and highlight areas where further research is needed.



Firstly, our findings underscore that measurements on plaster models exhibit superior repeatability compared to digital models obtained from intraoral scans, followed by digitized models of plaster cast made from silicone impressions and alginate impressions. This suggests that the type of scanning technique used can significantly impact the repeatability and consistency of measurements. The superior repeatability of the plaster models could be attributed to the direct physical replication of the oral structures, minimizing potential errors associated with data processing and algorithmic calculations inherent in digital models [20,21]. During the intraoral scanning process, errors can be caused by factors such as surrounding soft tissue, the presence of saliva and bleeding, patients’ movements, the size of the scanner head, limited mouth opening, and the experience of the operator [22]. However, the limitations of plaster models, such as time-consuming processes and susceptibility to damage, storage space and condition problems, and data sharing, should also be considered [23,24,25]. Digitized models share some disadvantages with conventional plaster models, including impression (contraction of the impression material) and pouring (expansion of the plaster) process errors [26]. The greater accuracy of the digitized model of plaster cast obtained from silicone impressions compared to alginate impressions can be explained by the higher dimensional stability of the material, with it showing less sensitivity to time-dependent deformation [16,27].



Moreover, our study demonstrated a higher level of agreement among the various forms of digital models compared to the agreement observed between the plaster and digital models. This indicates that digital models, regardless of the scanning technique used, tend to produce more consistent results. This may be attributed to the standardized nature of digital scans and the elimination of potential errors associated with the manual manipulation of plaster models during the measurement process, as well as deformation changes in alginate impressions and the pouring process [3,7,28].



Regarding the location of measurements, our results showed a similar level of agreement between conventional and digital models in both the maxilla and mandible. This suggests that the accuracy of digital models is not significantly affected by the anatomical region being evaluated, providing confidence in their use for comprehensive orthodontic assessments. In terms of tooth dimensions, our study found better agreement for the MD measurements compared to the BL measurements. This indicates that digital models may be reliable in accurately capturing the MD aspects of tooth morphology, while caution should be exercised when assessing BL dimensions due to slightly greater biological variability. To achieve more accurate measurements of the MD and BL dimensions, the measurements were performed perpendicular to the tooth axis of each individual tooth. This approach aimed to prevent measurement errors caused by tooth misalignment [29]. The analysis of dental arch sections demonstrated similar levels of agreement for the anterior, middle, and posterior segments. This implies that digital models have an equal ability to capture the overall shape and alignment of teeth throughout the dental arch, regardless of their specific location.



Lastly, our study found that differences in measurement values between conventional and digital models are primarily due to random errors rather than systematic errors. This suggests that any variations between the two methods are likely a result of inherent measurement variability rather than consistent biases, further supporting the reliability of digital models in accurately reflecting dental structures [4,30].



Overall, the outcomes of this study provide strong evidence to support the reliability of digital orthodontic models, including those derived from intraoral scans and digitized plaster models made from silicone impressions, in offering precise measurements of orthodontic variables. Nonetheless, it is crucial for clinicians and researchers to carefully consider the specific variables under assessment and recognize their potential sources of variability. Heightened awareness of both the capabilities and constraints of digital models is imperative when integrating them into orthodontic clinical practice and research.



The present study has several limitations that should be noted. This study does not fully address potential errors that may result from variations in dentist impression-taking techniques, premature measurements of uncooled plaster models, or differences in pouring technique. Additionally, further research on this topic should also consider the influence of soft tissue features.




5. Conclusions


Measurements obtained from plaster models generally exhibit greater repeatability when compared to intraoral scans, followed by digitized models of plaster cast obtained from silicone impressions, and least commonly, those obtained from alginate impressions. Better levels of agreement were more frequently observed among the digital models compared to the measurements taken using a digital caliper on the plaster models. Similar levels of agreement were found between the measurements on the plaster models and digital models in both the maxilla and mandible, as well as in the anterior, middle, and posterior parts of the dental arch. The differences in the measurements are primarily due to random rather than systematic errors.







Author Contributions


Conceptualization, V.P. and M.Š.; methodology, A.Z.; validation, V.P., M.B., and T.Č.; formal analysis, V.P. and M.Š.; investigation, V.P. and M.B.; data curation, B.P.; writing—original draft preparation, V.P. and A.Z.; writing—review and editing, B.P. All authors have read and agreed to the published version of the manuscript.




Funding


This research received no external funding.




Institutional Review Board Statement


The study was conducted in accordance with the Declaration of Helsinki and approved by the Ethics Committee of the School of Dental Medicine, University of Zagreb (05-PA-15-12/2017 on 14 December 2017).




Informed Consent Statement


Informed consent was obtained from all subjects involved in the study.




Data Availability Statement


Data are not publicly available.




Conflicts of Interest


The authors declare no conflicts of interest.




References


	



Naidu, D.; Freer, T.J. Validity, reliability, and reproducibility of the iOC intraoral scanner: A comparison of tooth widths and Bolton ratios. Am. J. Orthod. Dentofac. Orthop. 2013, 144, 304–310. [Google Scholar] [CrossRef] [PubMed]

	



Kravitz, N.D.; Groth, C.; Jones, P.E.; Graham, J.W.; Redmond, W.R. Intraoral digital scanners. J. Clin. Orthod. 2014, 48, 337–347. [Google Scholar]

	



Rossini, G.; Parrini, S.; Castroflorio, T.; Deregibus, A.; Debernardi, C. Diagnostic accuracy and measurement sensitivity of digital models for orthodontic purposes: A systematic review. Am. J. Orthod. Dentofac. Orthop. 2016, 149, 161–170. [Google Scholar] [CrossRef]

	



Reuschl, R.; Heuer, W.; Stiesch, M.; Wenzel, D.; Dittmer, M. Reliability and validity of measurements on digital study models and plaster models. Eur. J. Orthod. 2016, 38, 22–26. [Google Scholar] [CrossRef]

	



Kardach, H.; Szponar-Zurowska, A.; Biedziak, B.A. Comparison of Teeth Measurements on Plaster and Digital Models. J. Clin. Med. 2023, 12, 943. [Google Scholar] [CrossRef] [PubMed]

	



Wiranto, M.; Engelbrecht, W.; Nolthenius, H.; van der Meer, W.; Ren, Y. Validity, reliability, and reproducibility of linear measurements on digital models obtained from intraoral and cone-beam computed tomography scans of alginate impressions. Am. J. Orthod. Dentofac. Orthop. 2013, 143, 140–147. [Google Scholar] [CrossRef] [PubMed]

	



Santoro, M.; Galkin, S.; Teredesai, M.; Nicolay, O.; Cangialosi, T. Comparison of measurements made on digital and plaster models. Am. J. Orthod. Dentofac. Orthop. 2003, 124, 101–105. [Google Scholar] [CrossRef]

	



Camardella, L.T.; Ongkosuwito, E.M.; Penning, E.W.; Kuijpers-Jagtman, A.M.; Vilella, O.V.; Breuning, K.H. Accuracy and reliability of measurements performed using two different software programs on digital models generated using laser and computed tomography plaster model scanners. Korean J. Orthod. 2020, 50, 13–25. [Google Scholar] [CrossRef]

	



Kihara, H.; Hatakeyama, W.; Komine, F.; Takafuji, K.; Takahashi, T.; Yokota, J.; Oriso, K.; Kondo, H. Accuracy and practicality of intraoral scanner in dentistry: A literature review. J. Prosthodont. Res. 2020, 64, 109–113. [Google Scholar] [CrossRef]

	



Mohammed Alassiry, A. Clinical aspects of digital three-dimensional intraoral scanning in orthodontics—A systematic review. Saudi. Dent. J. 2023, 35, 437–442. [Google Scholar] [CrossRef]

	



Fleming, P.; Marinho, V.; Johal, A. Orthodontic measurements on digital study models compared with plaster models: A systematic review. Orthod. Craniofac. Res. 2011, 14, 1–16. [Google Scholar] [CrossRef] [PubMed]

	



De Luca Canto, G.; Pachêco-Pereira, C.; Lagravere, M.O.; Flores-Mir, C.; Major, P.W. Intra-arch dimensional measurement validity of laser-scanned digital dental models compared with the original plaster models: A systematic review. Orthod. Craniofac. Res. 2015, 18, 65–76. [Google Scholar] [CrossRef] [PubMed]

	



Aragón, M.L.; Pontes, L.F.; Bichara, L.M.; Flores-Mir, C.; Normando, D. Validity and reliability of intraoral scanners compared to conventional gypsum models measurements: A systematic review. Eur. J. Orthod. 2016, 38, 429–434. [Google Scholar] [CrossRef] [PubMed]

	



Luu, N.S.; Nikolcheva, L.G.; Retrouvey, J.M.; Flores-Mir, C.; El-Bialy, T.; Carey, J.P.; Major, P.W. Linear measurements using virtual study models. Angle Orthod. 2012, 82, 1098–1106. [Google Scholar] [CrossRef] [PubMed]

	



Bell, A.; Ayoub, A.F.; Siebert, P. Assessment of the accuracy of a three-dimensional imaging system for archiving dental study models. J. Orthod. 2003, 30, 219–223. [Google Scholar] [CrossRef] [PubMed]

	



Zilberman, O.; Huggare, J.; Parikakis, K. Evaluation of the validity of tooth size and arch width measurements using conventional and three- dimentional virtual orthodontic models. Angle Orthod. 2003, 73, 301–306. [Google Scholar] [PubMed]

	



Park, S.H.; Byun, S.H.; Oh, S.H.; Lee, H.L.; Kim, J.W.; Yang, B.E.; Park, I.Y. Evaluation of the Reliability, Reproducibility and Validity of Digital Orthodontic Measurements Based on Various Digital Models among Young Patients. J. Clin. Med. 2020, 9, 2728. [Google Scholar] [CrossRef] [PubMed]

	



Mullen, S.; Martin, C.; Ngan, P.; Gladwin, M. Accuracy of space analysis with emodels and plaster models. Am. J. Orthod. Dentofac. Orthop. 2007, 132, 346–352. [Google Scholar] [CrossRef]

	



Watanabe-Kanno, G.; Abrao, J.; Miasiro Junior, H.; Sanchez-Ayala, A.; Lagravere, M. Reproducibility, reliability and validity of measurements obtained from Cecile3 digital models. Braz. Oral Res. 2009, 23, 288–295. [Google Scholar] [CrossRef]

	



Ender, A.; Mehl, A. Accuracy of complete-arch dental impressions: A new method of measuring trueness and precision. J. Prosthet. Dent. 2013, 109, 121–128. [Google Scholar] [CrossRef]

	



Schmalzl, J.; Róth, I.; Borbély, J.; Hermann, P.; Vecsei, B. The impact of software updates on accuracy of intraoral scanners. BMC Oral Health 2023, 23, 219. [Google Scholar] [CrossRef]

	



Giachetti, L.; Sarti, C.; Cinelli, F.; Russo, D.S. Accuracy of Digital Impressions in Fixed Prosthodontics: A Systematic Review of Clinical Studies. Int. J. Prosthodont. 2020, 33, 192–201. [Google Scholar] [CrossRef]

	



Leifert, M.F.; Leifert, M.M.; Efstratiadis, S.S.; Cangialosi, T.J. Comparison of space analysis evaluations with digital models and plaster dental casts. Am. J. Orthod. Dentofac. Orthop. 2009, 136, 16.e1–16.e4. [Google Scholar] [CrossRef]

	



Joffe, L. OrthoCAD: Digital models for a digital era. J. Orthod. 2004, 31, 344–347. [Google Scholar] [CrossRef]

	



Torassian, G.; Kau, C.H.; English, J.D.; Powers, J.; Bussa, H.I.; Marie Salas-Lopez, A.; Corbett, J.A. Digital models vs. plaster models using alginate and alginate substitute materials. Angle Orthod. 2010, 80, 474–481. [Google Scholar] [CrossRef]

	



Lee, J.H.; Lee, H.L.; Park, I.Y.; On, S.W.; Byun, S.H.; Yang, B.E. Effectiveness of creating digital twins with different digital dentition models and cone-beam computed tomography. Sci. Rep. 2023, 13, 10603. [Google Scholar] [CrossRef]

	



Sayed, M.E.; Al-Mansour, H.; Alshehri, A.H.; Al-Sanabani, F.; Al-Makramani, B.M.A.; Mugri, M.H.; Ahmed, W.M.; Alqahtani, N.M.; Bukhary, D.M.; Alsurayyie, F.H.; et al. Accuracy of Master Casts Generated Using Conventional and Digital Impression Modalities: Part 2—The Full Arch Dimension. Appl. Sci. 2022, 12, 2148. [Google Scholar] [CrossRef]

	



Alcan, T.; Ceylanoglu, C.; Baysal, B. The relationship between digital model accuracy and time-dependent deformation of alginate impressions. Angle Orthod. 2009, 79, 30–36. [Google Scholar] [CrossRef]

	



Mao, Z.; Jia, Y.F.; Zhang, Y.F.; Xu, J.; Wu, Z.N.; Mao, F.; Zhang, Y.; Hu, M. Evaluation of the impact of reference tooth morphology and alignment on model measurement accuracy. Ann. Transl. Med. 2022, 10, 670. [Google Scholar] [CrossRef]

	



Dalstra, M.; Melsen, B. From alginate impressions to digital virtual models: Accuracy and reproducibility. J. Orthod. 2009, 36, 36–41. [Google Scholar] [CrossRef]








[image: Jcm 13 00730 g001] 





Figure 1. Manual measurement of the plaster models obtained from an alginate impression using a Mitutoyo digital caliper. 






Figure 1. Manual measurement of the plaster models obtained from an alginate impression using a Mitutoyo digital caliper.



[image: Jcm 13 00730 g001]







[image: Jcm 13 00730 g002] 





Figure 2. The measurements of mesio-distal and buccal/labial–lingual/palatal dimensions on both the maxilla and mandible (central incisor, canine, first premolar, and first molar) using Ortho Analyzer software: (A) digitized plaster model and (B) intraoral scan. 






Figure 2. The measurements of mesio-distal and buccal/labial–lingual/palatal dimensions on both the maxilla and mandible (central incisor, canine, first premolar, and first molar) using Ortho Analyzer software: (A) digitized plaster model and (B) intraoral scan.
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Table 1. Reproducibility of measurements for different models by the same examiner.






Table 1. Reproducibility of measurements for different models by the same examiner.





	

	
Intraoral Scan (IOS)

	
Digitized Plaster Model after Alginate Impression (DPMA)

	
Digitized Plaster Model after Silicone Impression (DPMS)

	
Plaster Model (PM)




	
Parameter

	
Mean ± SD

	
p *

	
Dahlberg

	
Mean ± SD

	
p *

	
Dahlberg

	
Mean ± SD

	
p *

	
Dahlberg

	
Mean ± SD

	
p *

	
Dahlberg






	
MD 16

	
0.02 ± 0.05

	
0.434

	
0.01

	
−0.12 ± 0.19

	
0.251

	
0.04

	
−0.03 ± 0.06

	
0.264

	
0.01

	
0.06 ± 0.05

	
0.07

	
0.02




	
MD 14

	
−0.01 ± 0.05

	
0.81

	
0.00

	
−0.04 ± 0.07

	
0.27

	
0.01

	
0.00 ± 0.05

	
0.874

	
0.00

	
0.06 ± 0.05

	
0.07

	
0.02




	
MD 13

	
0.01 ± 0.05

	
0.603

	
0.00

	
−0.03 ± 0.06

	
0.276

	
0.01

	
−0.04 ± 0.05

	
0.152

	
0.01

	
0.02 ± 0.08

	
0.621

	
0.01




	
MD 11

	
0.01 ± 0.03

	
0.485

	
0.00

	
−0.06 ± 0.01

	
<0.001

	
0.02

	
−0.03 ± 0.05

	
0.212

	
0.01

	
0.02 ± 0.08

	
0.621

	
0.01




	
BL16

	
−0.05 ± 0.04

	
0.079

	
0.01

	
−0.04 ± 0.04

	
0.089

	
0.01

	
−0.04 ± 0.03

	
0.072

	
0.01

	
−0.02 ± 0.04

	
0.374

	
0.01




	
BL 14

	
−0.03 ± 0.05

	
0.251

	
0.01

	
0.00 ± 0.07

	
0.954

	
0.00

	
−0.01 ± 0.06

	
0.835

	
0.00

	
−0.02 ± 0.08

	
0.621

	
0.01




	
BL 13

	
−0.03 ± 0.04

	
0.194

	
0.01

	
−0.06 ± 0.06

	
0.115

	
0.02

	
−0.03 ± 0.04

	
0.164

	
0.01

	
−0.04 ± 0.05

	
0.178

	
0.01




	
BL 11

	
−0.05 ± 0.08

	
0.257

	
0.02

	
−0.02 ± 0.06

	
0.567

	
0.01

	
−0.01 ± 0.03

	
0.363

	
0.00

	
0.00 ± 0.07

	
1

	
0.00








SD—standard deviation. p—significance level. * t-test for repeated measurement.













 





Table 2. Reproducibility of measurements for different models between the two examiners.
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Intraoral Scan (IOS)

	
Digitized Plaster Model after Alginate Impression (DPMA)

	
Digitized Plaster Model after Silicone Impression (DPMS)

	
Plaster Model (PM)




	
Parameter

	
Mean ± SD

	
p *

	
Dahlberg

	
Mean ± SD

	
p *

	
Dahlberg

	
Mean ± SD

	
p *

	
Dahlberg

	
Mean ± SD

	
p *

	
Dahlberg






	
MD 16

	
0.21 ± 0.20

	
0.085

	
0.07

	
0.36 ± 0.24

	
0.028

	
0.11

	
−0.03 ± 0.09

	
0.517

	
0.01

	
0.02 ± 0.04

	
0.374

	
0.01




	
MD 14

	
0.31 ± 0.18

	
0.017

	
0.10

	
0.12 ± 0.28

	
0.385

	
0.04

	
0.02 ± 0.08

	
0.655

	
0.01

	
0.00 ± 0.00

	
1

	
0.00




	
MD 13

	
0.32 ± 0.28

	
0.063

	
0.10

	
−0.02 ± 0.22

	
0.879

	
0.01

	
−0.02 ± 0.07

	
0.533

	
0.01

	
0.00 ± 0.07

	
1

	
0.00




	
MD 11

	
0.02 ± 0.10

	
0.728

	
0.01

	
−0.03 ± 0.20

	
0.784

	
0.01

	
0.01 ± 0.07

	
0.773

	
0.00

	
−0.12 ± 0.18

	
0.208

	
0.04




	
BL16

	
−0.36 ± 0.20

	
0.017

	
0.11

	
−0.12 ± 0.20

	
0.245

	
0.04

	
−0.01 ± 0.06

	
0.826

	
0.00

	
0.00 ± 0.00

	
1

	
0.00




	
BL 14

	
−0.06 ± 0.26

	
0.64

	
0.02

	
0.07 ± 0.33

	
0.661

	
0.02

	
0.02 ± 0.05

	
0.394

	
0.01

	
0.00 ± 0.00

	
1

	
0.00




	
BL 13

	
0.40 ± 0.20

	
0.011

	
0.13

	
0.21 ± 0.13

	
0.022

	
0.07

	
0.01 ± 0.04

	
0.711

	
0.00

	
−0.00 ± 0.00

	
1

	
0.00




	
BL 11

	
0.31 ± 0.14

	
0.008

	
0.10

	
0.44 ± 0.21

	
0.009

	
0.14

	
0.04 ± 0.05

	
0.178

	
0.01

	
−0.02 ± 0.04

	
0.374

	
0.01








SD—standard deviation. p—significance level. * t-test for repeated measurement.













 





Table 3. Descriptive analysis of the comparison between the methods used for the reference teeth.
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	Parameter
	IOS

AS * ± SD
	DPMA AS * ± SD
	DPMS AS * ± SD
	PM

AS * ± SD
	p **
	η2 ***





	16 MD
	10.40 a ± 0.64
	10.47 ab ± 0.62
	10.56 b ± 0.70
	10.24 bc ± 0.67
	0.001
	0.214



	16 BL
	6.72 a ± 0.49
	6.53 a ± 0.49
	6.61 a ± 0.56
	7.21 b ± 0.61
	<0.001
	0.429



	46 MD
	10.89 a ± 0.62
	10.98 ab ± 0.56
	11.00 b ± 0.65
	10.69 c ± 0.72
	<0.001
	0.320



	46 BL
	5.66 a ± 0.49
	5.41 b ± 0.50
	5.52 a ± 0.42
	6.89 c ± 1.34
	<0.001
	0.537



	14 MD
	7.22 a ± 0.40
	7.28 a ± 0.35
	7.29 a ± 0.41
	6.79 b ± 0.49
	<0.001
	0.465



	14 BL
	5.87 a ± 0.40
	5.75 b ± 0.37
	5.80 ab ± 0.42
	6.01 a ± 0.58
	0.023
	0.136



	44 MD
	7.01 ± 0.41
	7.00 ± 0.40
	7.01 ± 0.42
	6.93 ± 0.53
	0.143
	0.066



	44 BL
	4.67 ± 0.39
	4.42 ± 0.43
	4.40 ± 0.40
	4.69 ± 1.03
	0.134
	0.073



	13 MD
	8.11 a ± 0.41
	8.21 a ± 0.39
	8.22 a ± 0.38
	7.89 b ± 0.47
	<0.001
	0.316



	13 BL
	7.40 a ± 0.41
	7.62 b ± 0.47
	7.84 c ± 0.43
	7.06 a ± 0.70
	<0.001
	0.446



	43 MD
	6.94 a ± 0.37
	7.05 a ± 0.33
	7.07 a ± 0.34
	6.74 b ± 0.43
	<0.001
	0.390



	43 BL
	6.71 a ± 0.50
	6.98 b ± 0.55
	7.19 c ± 0.49
	6.68 ab ± 0.86
	<0.001
	0.310



	11 MD
	8.71 a ± 0.53
	8.77 a ± 0.51
	8.74 a ± 0.52
	8.46 b ± 0.64
	0.001
	0.285



	11 BL
	6.61 a ± 0.44
	6.73 a ± 0.49
	7.06 b ± 0.45
	6.25 c ± 0.65
	<0.001
	0.480



	41 MD
	5.41 a ± 0.28
	5.51 b ± 0.32
	5.56 b ± 0.33
	5.41 ab ± 0.37
	0.016
	0.135



	41 BL
	5.51 a ± 0.44
	5.74 b ± 0.38
	6.06 c ± 0.35
	5.46 ab ± 0.91
	<0.001
	0.338







* methods with different letters in superscripts were statistically significantly different based on the results of the SidakoBLg post hoc test. ** ANOVA for repeated measures. *** effect size.













 





Table 4. Comparison of measurements between the plaster and digital models for tooth 16 and tooth 46.
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Parameter

	
ICC (95% CI)

	
ME *

	
Mean Difference (95% CI)

	
p






	
16 MD




	
PM-IOS

	
0.705 (0.468–0.848)

	
0.35

	
−0.16 (−0.34–0.03)

	
0.087




	
PM-DPMA

	
0.725 (0.439–0.868)

	
0.31

	
−0.24 (−0.40–(−0.07))

	
0.006




	
PM-DPMS

	
0.674 (0.294–0.850)

	
0.35

	
−0.33 (−0.51–(−0.15))

	
0.001




	
16 BL




	
PM-IOS

	
0.149 (−0.092–0.481) ns

	
0.47

	
0.50 (0.24–0.75)

	
<0.001




	
PM-DPMA

	
0.243 (−0.095–0.554)

	
0.42

	
0.68 (0.46–0.91)

	
<0.001




	
PM-DPMS

	
0.251 (−0.078–0.549)

	
0.46

	
0.61 (0.36–0.85)

	
<0.001




	
46 MD




	
PM-IOS

	
0.781 (0.591–0.912)

	
0.27

	
−0.20 (−0.34–(−0.05))

	
0.008




	
PM-DPMA

	
0.797 (0.309–0.925)

	
0.23

	
−0.29 (−0.41–(−0.17))

	
<0.001




	
PM-DPMS

	
0.798 (0.276–0.927)

	
0.24

	
−0.31 (−0.44–(−0.19))

	
<0.001




	
46 BL




	
PM-IOS

	
0.139 (−0.101–0.412) ns

	
0.88

	
1.24 (0.77–1.70)

	
<0.001




	
PM-DPMA

	
0.106 (−0.096–0.358) ns

	
0.89

	
1.48 (1.00–1.95)

	
<0.001




	
PM-DPMS

	
0.100 (−0.101–0.519) ns

	
0.89

	
1.37 (0.90–1.84)

	
<0.001








* ME—measurement error quantified using the square root of the residual variance. ns—not significant.













 





Table 5. Comparison of measurements between the plaster and digital models of tooth 14 and tooth 44.
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Parameter

	
ICC (95% CI)

	
ME *

	
Mean Difference (95% CI)

	
p






	
14 MD




	
PM-IOS

	
0.337 (0.031–0.639)

	
0.39

	
−0.43 (−0.61–(−0.26))

	
<0.001




	
PM-DPMA

	
0.448 (0.110–0.693)

	
0.34

	
−0.49 (−0.66–(−0.32))

	
<0.001




	
PM-DPMS

	
0.439 (0.115–0.683)

	
0.37

	
−0.50 (−0.66–(−0.34))

	
<0.001




	
14 BL




	
PM-IOS

	
0.232 (−0.080–0.522)

	
0.47

	
0.14 (−0.07–0.34)

	
0.186




	
PM-DPMA

	
0.234 (−0.072–0.522)

	
0.48

	
0.26 (0.07–0.44)

	
0.007




	
PM-DPMS

	
0.190 (−0.098–0.463)

	
0.44

	
0.21 (0.02–0.40)

	
0.035




	
44 MD




	
PM-IOS

	
0.680 (0.433–0.833)

	
0.27

	
−0.08 (−0.22–0.06)

	
0.263




	
PM-DPMA

	
0.659 (0.401–0.821

	
0.27

	
−0.07 (−0.22–0.07)

	
0.309




	
PM-DPMS

	
0.744 (0.515–0.872)

	
0.23

	
−0.13 (−0.25–(−0.01))

	
0.035




	
44 BL




	
PM-IOS

	
0.039 (−0.336–0.395) ns

	
0.75

	
0.02 (−0.38–0.42)

	
0.918




	
PM-DPMA

	
0.032 (−0.313–0.376) ns

	
0.77

	
0.27 (−0.13–0.67)

	
0.181




	
PM-DPMS

	
0.016 (−0.324–0.361) ns

	
0.76

	
0.29 (−0.12–0.69)

	
0.156








* ME—measurement error quantified using the square root of the residual variance. ns—not significant.













 





Table 6. Comparison of measurements between the plaster and digital models of tooth 13 and tooth 43.
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Parameter

	
ICC (95% CI)

	
ME *

	
Mean Difference (95% CI)

	
p






	
13 MD




	
PM-IOS

	
0.550 (0.201–0.766)

	
0.28

	
−0.22 (−0.37–(−0.08))

	
0.004




	
PM-DPMA

	
0.426 (0.017–0.698

	
0.29

	
−0.33 (−0.48–(−0.17))

	
<0.001




	
PM-DPMS

	
0.42 (0.003–0.698)

	
0.29

	
−0.34 (−0.49–(−0.18))

	
<0.001




	
13 BL




	
PM-IOS

	
0.324 (0.117–0.547)

	
0.38

	
−0.34 (−0.61–(−0.07))

	
0.015




	
PM-DPMA

	
0.192 (−0.120–0.491)

	
0.51

	
−0.57 (0.85–(−0.29))

	
<0.001




	
PM-DPMS

	
0.151 (−0.112–0.433)

	
0.53

	
−0.79 (−1.06-(−0.52))

	
<0.001




	
43 MD




	
PM-IOS

	
0.530 (0.184–0.753)

	
0.26

	
−0.20 (−0.34–(−0.07))

	
0.004




	
PM-DPMA

	
0.526 (−0.027–0.795)

	
0.21

	
−0.31 (−0.43–(−0.20))

	
<0.001




	
PM-DPMS

	
0.544 (−0.059–0.816)

	
0.20

	
−0.33 (−0.44–(−0.23))

	
<0.001




	
43 BL




	
PM-IOS

	
0.542 (0.227–0.753)

	
0.48

	
−0.03 (−0.29–0.22)

	
0.786




	
PM-DPMA

	
0.528 (0.211–0.744)

	
0.47

	
−0.30 (0.55–0.05)

	
0.019




	
PM-DPMS

	
0.405 (0.021–0.677)

	
0.49

	
−0.51 (−0.77–0.25)

	
<0.001








* ME—measurement error quantified using the square root of the residual variance.













 





Table 7. Comparison of measurements between the plaster and digital models of tooth 11 and tooth 41.
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Parameter

	
ICC (95% CI)

	
ME *

	
Mean Difference (95% CI)

	
p






	
11 MD




	
PM-IOS

	
0.647 (0.327–0.824)

	
0.32

	
−0.25 (−0.42–(−0.08))

	
0.006




	
PM-DPMA

	
0.661 (0.214–0.851)

	
0.29

	
−0.31 (−0.46–(−0.16))

	
<0.001




	
PM-DPMS

	
0.647 (0.271–0.833)

	
0.31

	
−0.28 (−0.45–(−0.12))

	
0.001




	
11 BL




	
PM-IOS

	
0.232 (−0.080–0.522)

	
0.47

	
−0.35 (−0.60–(−0.10))

	
0.007




	
PM-DPMA

	
0.234 (−0.072–0.522)

	
0.48

	
−0.48 (−0.73–(−0.22))

	
0.001




	
PM-DPMS

	
0.190 (−0.098–0.463)

	
0.44

	
−0.80 (−1.03–(−0.57))

	
<0.001




	
41 MD




	
PM-IOS

	
0.625 (0.342–0.803)

	
0.21

	
0.00 (−0.11–0.11)

	
0.985




	
PM-DPMA

	
0.640 (0.370–0.810)

	
0.20

	
−0.10 (−0.21–0.01)

	
0.067




	
PM-DPMS

	
0.353 (0.023–0.622)

	
0.28

	
−0.15 (−0.30–(